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1. INTRODUCTION
Since the discovery of carbon nanotubes a lot of experi-
mental and theoretical work has appeared investigating and
analyzing their structural and electronic properties [1–3].
Especially single walled carbon nanotubes (SWNTs) were
proposed both as microcavities for storage [4–9] and as ideal
molecular wires for microelectronic applications [10]. Fur-
thermore the functionalization of the SWNT surface was
found to affect both their storage capacity [9] and their elec-
tronic properties [10–12].

Hydrogen has been recognized as an ideal energy car-
rier but has not been used yet to a large extent. One of
the major problems is the difficulty of efficient storage. In
the beginning metal alloys were tested for storage tanks
but even though they have sufficient storage capacity, they
are expensive and heavy for commercial production focused
on mobile applications. In the recent years, carbon based
materials attracted attention due to the discovery of novel
carbon nanomaterials like fullerenes, nanofibers, and nano-
tubes [1–3]. Especially SWNTs, which have diameters of
typically a few nanometers, have been suggested as suit-
able materials for gas storage [4]. Since pores of molecular
dimensions can adsorb large quantities of gases, hydrogen
can condense to high density inside narrow SWNTs even at
room temperature [5]. The high hydrogen uptake of these

materials suggests that they can be used as hydrogen-storage
materials for fuel-cell electric vehicles [6–8].

Recently it was experimentally proved that the electronic
and transport properties of SWNTs are extremely sensitive
to their exposure to gas molecules [10–12]. Especially oxygen
attracted a lot of interest due to the importance of its inter-
action with SWNTs both in their synthesis by purification
and their functionalization for controlling their electronic
properties. Considering that all previous experimental stud-
ies of SWNTs have used samples exposed to air, the results
of these measurements must be carefully reevaluated.

2. A BRIEF EXPERIMENTAL
OVERVIEW

A lot of recent experiments are trying to investigate
the hydrogen storage in SWNTs. First, in 1997, Dillon
et al. reported that SWNTs could store hydrogen [4].
Using temperature-programmed desorption spectroscopy
they showed that hydrogen would condense inside SWNTs
under conditions that do not induce adsorption within a
standard mesoporous activated carbon.

Two years later Liu et al. found out that this storage can
take place in room temperature [5]. They used SWNTs of
1.85 nm diameter, synthesized by a semicontinuous hydro-
gen arc discharge method, and found a storage capacity of
4.2 wt% at room temperature and under modestly high pres-
sure; 78.3% of the adsorbed hydrogen can be released under
ambient pressure and room temperature.

The same year Chen et al. reported that alkali-doped
carbon nanotubes possess high hydrogen uptake [9]. They
investigated lithium and potassium doped carbon nanotubes
and found hydrogen absorption of 14 to 20 wt% between
400 �C and room temperature. These values are higher
than those of metal hydride and cryoadsorption systems.
The stored hydrogen could be released at higher temper-
atures and the sorption–adsorption cycle can be repeated
with minor loss of the storage capacity.

After that a lot of experimental work has been performed
trying to investigate the hydrogen adsorption in SWNTs and
to improve the storage capacity of the tubes by doping them
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2 Hydrogen and Oxygen Interaction with Carbon Nanotubes

[13–20]. Nevertheless the experiments on hydrogen storage
in nanotube samples have been controversial as reported by
the recent review of Ding et al. [8].

Concerning the electronic properties of the nanotubes,
Collins et al. reported that they are extremely sensitive to
the chemical environment [10]. The exposure to atmospheric
air or oxygen dramatically influences the nanotubes’ electri-
cal resistance, thermoelectric power, and density of states,
as determined by transport measurements and scanning tun-
neling microscopy [10]. The most interesting observation
of Collins et al. is that these electronic parameters can be
reversibly tuned by a surprisingly small concentration of
adsorbed gases.

3. THE NEED FOR
THEORETICAL MODELING

On the other hand, until recently, there was no sufficient
theoretical explanation of gas adsorption in SWNTs but
only guesses about this procedure. This affected badly both
the understanding of the nature of these materials and the
improvement of their storage capacity that ended up in a
random procedure. The need for theoretical modeling was
crucial because even though the experiments can inform us
what is happening, only theory allows us to find out why it
is happening and what will happen in similar conditions.

Concerning the gas adsorption in carbon nanotubes, the
theoretical calculations can be extremely useful for under-
standing the elementary steps of the adsorption procedure
and give an insight into the phenomenon.

4. AB INITIO APPROACHES
IN LARGE SYSTEMS

One of the major headaches in computational material sci-
ence is how accurate theoretical techniques can be applied in
large systems. By “accurate theoretical techniques” we mean
quantum chemistry methods, called ab initio, due to the fact
that they do not enforce any parameters to the system but
solve the Schrödinger equations from first principles. The
grater advantage of the ab initio methods is that they can
provide structural, electronic, and dynamic properties of the
calculating system in high accuracy. On the other hand the
computational cost increases dramatically with the number
of the electrons in the system.

The problem that arises in polyatomic systems is how
to compromise the relatively large size of the system and
an accurate ab initio method without ending up with a
prohibitively large calculation. There are three possible
solutions to this dilemma of treating large systems with
ab initio methods: (a) the periodic density functional the-
ory model, (b) the mixed quantum mechanics/molecular
mechanics model, and (c) the cluster model.

4.1. Periodic Density Functional
Theory Model

The periodic density functional theory (DFT) model is
schematically presented in Figure 1a for a (4,4) SWNT.
A part of the system (central part of the tube presented

Periodic
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Quantum Mechanics

Molecular Mechanics

Quantum
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Cluster

Approach

A B C

Figure 1. Three possible models for treating large systems with ab initio
methods. (A) Periodic DFT model simulating a (4,4) SWNT. A part
of the system (blue colored carbon atoms) is separated and treated as
unit cell for a periodic building of the system. (B) The QM/MM model
simulating a (4,4) SWNT. The total 200-atom tube was separated in
three cylindrical parts. The inner one was treated with DFT (40 blue
color carbon atoms) while the two outer parts with molecular mechanics
(brown color carbon atoms). The dangling bonds at the ends of the tube
were saturated with hydrogen atoms. (C) The cluster model. A part of
the system is separated and treated as individual cluster.

with blue color carbon atoms) is separated and treated as a
unit cell. This unit cell is periodically repeated in the space
(for the tube in one dimension only) building an infinite
system. Implementation of periodic boundaries conditions
to the equations solves the mathematical part of the prob-
lem. The advantage of this approach is that the total sys-
tem is treated with ab initio techniques. The disadvantage
is that local interactions and defects studied in the unit cell
are automatically repeated periodically. In this way local
properties become periodic. An example of the use of this
approach is presented in Section 5.3.1.

4.2. Quantum Mechanics/Molecular
Mechanics Mixed Model

The mixed quantum mechanics/molecular mechanics
(QM/MM) model is schematically presented in Figure 1b.
The basic idea of this method is that the system is divided
in two parts: one is treated by ab initio methods and the
other by molecular mechanics. The bordering of the two
parts is arranged by introducing link atoms. More details
for this model can be found in [21].

For the (4,4) SWNT presented in Figure 1b, the total 200-
atom tube was separated in three cylindrical parts. The inner
one was treated with DFT (40 blue color carbon atoms) and
the two outer parts with molecular mechanics (brown color
carbon atoms). The dangling bonds at the ends of the tube
were saturated with hydrogen atoms.

The advantage of the QM/MM model is that no periodic
constrains are introduced to the systems. The disadvantage
is that only a relatively small part of the system is treated
quantum mechanically while the rest is used for constrain-
ing the boundaries. This method is suitable for studding
local properties. An example of the implementation of the
QM/MM approach in SWNTs is presented in Section 5.3.2.
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4.3. The Cluster Model

In the cluster model (Fig. 1c) a part of the system is sep-
arated and treated as an individual cluster. Extra attention
has to be given to the dangling bonds that are generated at
the braking areas. These dangling bonds have to be satu-
rated properly with the addition of extra atoms (for exam-
ple hydrogens). In this way the boundary instabilities that
arise from QM/MM and the periodicity problems introduced
by periodic DFT can be eliminated. The drawback of this
method is that only a relatively small part of the system can
be used. An example using the cluster model approximation
is presented in Section 6.1.

It is clearly shown that no one of all these three tech-
niques gives a perfect and unique solution to the problem.
All show advantages and disadvantages and the decision as
to which one we should choose have to be made according
to the problem we face each time.

5. HYDROGEN INTERACTION
WITH CARBON NANOTUBES

The theoretical simulations in this field can be generally clas-
sified in two categories according to the theoretical approx-
imation that they are based on. The first group employs
Monte Carlo and molecular mechanics classical algorithms
in order to investigate the physisorption of hydrogen in
SWNTs while the second uses ab initio or semiempirical
quantum techniques for studying mainly the chemisorption
of atomic hydrogen in SWNTs. A review of theoretical cal-
culation of hydrogen storage in carbon-based materials can
be found in [22].

5.1. Hydrogen Physisorption
in Carbon Nanotubes

First Darkrim and Levesque in late 1998 using a Lennard-
Jones potential performed a grand canonical Monte Carlo
simulation of hydrogen storage in a cell of SWNTs and
investigated the influence of the tube diameter on the stor-
age capacity [23]. They found that adsorption decreased as
the SWNT diameter increased due to the fact that a large
part of the volume inside or outside the tube is out of the
attractive force range of the solid–gas interaction. They also
note the dependence of their results on the intermolecular
potential used for the hydrogen–carbon interaction. This is
the major disadvantage of classical simulations and points to
the need for ab initio calculations in the field.

In 1999 Johnson and co-workers using the Silvera–
Goldman potential for the H2–H2 interaction and the
Crowell–Brown potential the H2–tube interaction studied
hydrogen adsorption in neutral [24] and positively and neg-
atively charged [25] SWNTs. Their results show that ideal-
ized graphitic nanofibers (slit pores) give significantly better
performance for hydrogen storage than SWNT arrays. They
also underline the importance of the packing geometry of
the SWNTs in the storage capacity. In addition, a 0.1 e/C
charging of the nanotubes increased the adsorption up to
30%.

In the year 2000 Williams and Eklund simulated H2
physisorption in finite-diameter carbon nanotube ropes

using grand canonical Monte Carlo [26]. Their simulation
clearly shows that small diameter ropes are preferable for
hydrogen storage. They also point out an essential differ-
ence between models and experiments that has to do with
the ideal and “atomically clean” surface of the tubes in the
simulation.

The great advantage of these classical approaches, except
for the luxury to take into account large systems, is the tem-
perature dependence of the simulations. On the other hand
they are parameter dependent and cannot provide an insight
into the chemical bond as the ab initio methods do.

5.2. Quantum Approaches

In 2001 the quantum picture was introduced to the molec-
ular dynamic study of hydrogen in SWNTs either by quan-
tum molecular dynamics algorithms [27] or by minimal
ab initio calculations in parts of classical-optimized tube
geometries [28]. In the first case, Cheng et al. using the
Vienna ab initio simulation package performed a quantum
mechanical molecular dynamics simulation of H2 absorp-
tion in a trigonal two-dimensional lattice of armchair (9,9)
SWNTs [27]. The potential energy surface near the equi-
librium point was found to be relatively flat and significant
changes of the lattice constants (>0.5 Å) resulted in only
small changes in the lattice energy (<1 kcal/mol). Cheng
et al. also investigated the site selectivity during the adsorp-
tion, since arrays of SWNTs with open ends may accom-
modate hydrogen inside the tube (endohedral adsorption)
or inside the pores formed by different tubes (exohedral
adsorption). According to their thermodynamical studies,
the exohedral adsorption was found to be energetically more
favorable [27].

On the other hand Ma et al. first used a many body
Tersoff–Brenner potential to simulate low energy collision of
atomic H on the sidewall of an armchair (5,5) SWNT [28].
On top of this they performed minimal HF/STO-3G ab initio
calculations to some selected snapshots of the molecular
dynamics simulations. The interesting part of their work is
the sorting of the collision results with respect to the hydro-
gen energy. Their results indicate that if the hydrogen energy
is in the range of 1–3 eV the H will be adsorbed in the tube
sidewall while with a energy between 4 and 14 eV the H
has large possibility to rebound off the wall. With energy
in the interval of 16–25 eV the H has a high probability
of penetrating into the tube and being trapped inside form-
ing hydrogen molecules and gradually condensing to become
liquid hydrogen inside the tube. Finally with an energy range
from 20 to 30 eV the H atom can enter the tube from one
side and escape from the other or break a C–C bond [28].

Since only quantum chemistry calculations can give insight
into the hydrogen interaction with SWNTs, Dubot and
Cenedese used semiempirical AM1 simulations to give bind-
ing sites, energetics, and orbital pictures of lithium and
molecular hydrogen adsorption in SWNTs [29]. They found
that Li can adsorb inside and outside a zigzag tube and the
most stable site is above the center of a tube hexagon. After
the Li adsorption, molecular hydrogen can be bound to the
Li atom with a binding energy of 0.5 eV. Their AM1 calcula-
tion showed also that molecular hydrogen is repealed from
the tube wall if the tube is not doped [29].
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In 1999 Jeloaica and Sidis used DFT to investigate hydro-
gen adsorption on a graphitic cluster model [30], but only in
2000 did first principle calculations of the hydrogen adsorp-
tion in SWNTs appear in the literature [31–35].

The main reason that ab initio calculations in SWNTs
appear lately is the system size. In order to take into account
a large enough model of SWNT you need approximately 200
atoms. The problem that arises in such an attempt is how
to compromise the large size of the system and an accurate
ab initio method without ending up in a prohibitively large
calculation.

As analyzed in Section 4, there are three different ways to
overcome this dilemma. Two of them were used in this spe-
cific problem. The first uses the periodicity of the SWNTs
and combines an ab initio method with periodic bound-
ary conditions [31, 32]. The second uses a two level quan-
tum mechanics/molecular mechanics (QM/MM) approach
[21, 33–35]. In the latter the tube is divided into two dif-
ferent parts treated with different methods. The advantage
of the first is that the total system is treated with ab initio
techniques while the obvious disadvantage is that an exter-
nal periodicity is forced to the system. For the QM/MM
model there is no periodic constrain. The disadvantage is
that only a relatively small part of the system is treated quan-
tum mechanically while the rest is used for constraining the
boundaries. In addition, both approaches have the disadvan-
tage of excluding temperature from the calculations.

5.3. Atomic Hydrogen Interaction
with Carbon Nanotubes

5.3.1. Application of Periodic DFT Model
The hydrogen chemisorption in SWNTs was studied with
both quantum chemistry models that we described earlier.
Lee and Lee first employed the periodic DFT approach for
studying chemisorption site of atomic hydrogen outside and
inside of a (5,5) and a (10,10) SWNT [31]. They used super-
cells of eight layers along the tube axis and their results
are presented in Figure 2. Their periodic-DFT calculations
showed two hydrogen chemisorption sites in SWNTs. Both
are top positions, inside (Fig. 2b) and outside (Fig. 2d) the
tube walls. They predict also that hydrogen molecules can
exist in the empty space inside the nanotube. The maximum
storage capacity is mainly determined by the steric interac-
tion between the H2 molecules and between the H2 and the
tube wall. As a result the capacity increases linearly with
the tube diameter. Excessive hydrogen storage will result in
large repulsion energies and eventually break down the tube
wall [31].

5.3.2. Application of QM/MM Mixed Model
The QM/MM mixed model has been employed for study-
ing the hydrogen interaction with SWNTs by Bauschlicher
[33, 34] and Froudakis [35]. In this approach the total sys-
tem is divided in two different sections: the inner part that
is treated with an accurate quantum chemistry method and
the outer part where a molecular mechanics force field is
employed (Fig. 1b). This two-level approach combines the
high accuracy of the ab initio treatment of the inner part of
the tube in which the interaction with hydrogens will take

(a) d = 6.88 (b) d = 7.78 (c)

1.49

1.44 1.57

1.53

1.52 1.58

1.60

(d) (e) d = 7.41 (f) d = 7.71

(g) d = 14.7 (h) d = 15.0

0.73

0.76

1.16

1.12

0.75

Figure 2. The calculations of Lee and Lee [31] for the chemical adsorp-
tion of H in SWNTs: (a) (5,5) SWNT before storage; (b) hydrogens
adsorbed at the exterior of the tube wall; (c) adsorption of a single
hydrogen atom at the interior of the wall; (d) initial and (e) fully relaxed
geometry of (d); (f) molecular hydrogen inside the (5,5) SWNT; (g) H2

inside (10,0) SWNT with an analogy of two H per one C atom and with
2.4 H/C (f). Bond lengths are in Å.

place, with the relaxation accuracy that the large size of the
tube guarantees.

Bauschlicher used an (10,0) carbon nanotube for study-
ing the hydrogen and fluorine binding to its wall [33] and
for examining the maximum coverage of the tube wall [34].
The entire model used 200 carbon atoms while the ab initio
section includes 24 carbon atoms. The ONIOM two level
method of Dapprich and co-workers [21] was used for this
purpose as it is implemented in the Gaussian 98 program
package [36]. The higher level was treated with DFT and the
lower level with MM. More specifically the B3LYP hybridic
functional together with the 4-31G basis set was employed
for the QM part and the universal force field (UFF) for the
MM part. The preferable sites for the chemisorption of one,
two, and four hydrogen atoms in the tube walls are reported
together with the binding energies [33].

In [35] we applied the QM/MM approach in a 200-atom
(4,4) SWNT, treating up to 64 carbons and 32 hydrogens
with the higher level of theory (Fig. 1b). The small diameter
of the tube together with the large number of atoms con-
sidered allow the higher level model to include a cylindrical
part of the tube. This is very critical for investigating changes
of the shape of the tube during the adsorption procedure.

In Figure 1b, we can see the two-level ONIOM [21] model
that was used in [35]. The B3LYP functional was employed
for inner part of the tube, as in [33, 34]. Nevertheless a
larger set of double-� basis was employed (6-31G∗) that
includes polarization functions. The two outer cylindrical
parts were treated with the UFF while the dangling bonds
at the ends of the tube were saturated with hydrogen atoms.
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All the computations were performed with the Gaussian 98
program package [36].

These studies [33–35] mainly try to answer two ques-
tions: The first concerns the coverage of SWNTs by hydro-
gen atoms and the second deals with the difficulty of
putting hydrogen atoms inside the tube. From the work of
Bauschlicher [33] and Froudakis [35] it is clear that the
hydrogen atoms that approach the SWNT will be bound to
the tube walls in neighboring C atoms for minimizing the
loss of C–C � bonds. But there are many different ways of
doing this: One is to follow a zigzag line parallel to the tube
axis while another is to follow an armed chair ring vertical
to the tube axis. First principle calculations [35] showed that
the second procedure is energetically more favorable as has
also been found experimentally for similar systems [13].

Furthermore it is interesting to see the effect of the
two different hydrogen chemisorption patterns mentioned
before on the shape of the tube walls. In Figure 3 we can
see the optimized structures with 64 C and 16 H atoms
in the QM region from [35]. The C atoms that hydro-
gens are bonded to pass from the sp2 to sp3 hybridization.
This affects drastically the bond lengths and the size of the
tube hexagons. The C–C bond length increases from 1.43
to 1.59 Å while the diameter of the hexagons goes from
2.84 to 3.15 Å if four hydrogen atoms are attached to this
hexagon (Fig. 3b). These cause a strain that leads to tube
deformation.

In the case of the line orientation of the hydrogens the
shape of the tube changes from cyclic to elliptic (Fig. 3a).
The 5.4 Å diameter of the tube without hydrogen split to

A B

7.2 6.2

4.1 5.4

Figure 3. Optimized geometries from [35] showing 16 hydrogen atoms
bonded in the tube in the two different ways: (A) following two zigzag
lines parallel to the tube axis and (B) following an “armchair” ring
vertical to the tube axis. In the lower part of the figure we see the tube
toward its axis and we report the changing of its diameter in angstroms.
Modified from [35], G. E. Froudakis, Nano Lett. 1, 179 (2001). © 2001,
American Chemical Society.

a small 4.1 Å and large 7.2 Å diameter of an ellipsis. In
the case of the ring orientation we see an enlargement of
the tube diameter from 5.4 to 6.2 Å but keeping the cyclic
shape (Fig. 3b). The second orientation is more favorable
because the strain can be relaxed with the enlargement of
one ring that does not affect the whole tube, while in the
first case, an axial enlargement of the tube cannot take place
only in one zigzag C line. This effect results in an energy
difference of 2.6 eV between these two orientations. It is
worth mentioning that in the line format we have no change
in the volume of the tube while in the ring one, we have a
30% enlargement of the volume.

Since the hydrogens “prefer” to form rings around the
tube the next question that arise is how close can those
rings be? For answering this question in [35] we performed
calculations with two different zigzag ring orientations (48
carbons and 32 hydrogens in the QM region). In the first,
the rings were separated and in the second they were close
together as can be seen in Figure 4a (middle and right
upper part, respectively). After optimizing the geometries
the separated configuration showed a repeated increasing
and decreasing of the tube diameter of almost 1 Å. On
the other hand, when the rings were closed together, the
tube diameter was increased in the first ring by 1 Å and
decreased to the normal value at the last ring. The total
energy of the “ring by ring” configuration was favored ener-
getically from the “all rings together” configuration by 17 eV.

This energy difference can be explained from the nature
of the hybridization of the carbon atoms. During hydrogen
addition the carbon atoms pass from sp2 to sp3 hybridization
and a three-dimensional (3D) bond orientation is prefer-
able. This 3D orientation can be obtained by the contin-
ued changing of the tube diameter in the “ring by ring”

A

B

∆E(eV)

0,0

–0,2

–0,4

–0,6

–0,8

–1,0

–0,5 0,0 0,5 1,0 1,5 2,0 2,5

R(A)

Figure 4. (A) Optimized geometries [35] of 32 hydrogen atoms bonded
in the tube in the two different ways: “ring by ring” configuration (in
the middle) and “all rings together” configuration (at the right part)
as analyzed in the text. The geometry of the tube without hydrogens is
also plotted for comparison (left part). (B) Potential curves during the
hydrogen approach to the three different carbon nanotubes shown in
(A) (SWNT with no hydrogen atoms to its walls: blue line; SWNT with
walls half filled with hydrogens: red line; and SWNT with walls full with
hydrogen: green line). Modified from [35], G. E. Froudakis, Nano Lett.
1, 531 (2001). © 2001, American Chemical Society.
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configuration. In this case the tube wall is not flat toward
the tube axis but shows a zigzag shape (Fig. 4a, middle).
In the case of the “all rings together” configuration the tube
wall is changing shape only in the beginning and at the
end, while in between it stays flat (Fig. 4a, right). The flat
wall shape that was favorable when carbon atoms had sp2

hybridization is not favored after the hydrogen adsorption
because carbon atoms changed hybridization to sp3. Extend-
ing this configuration to an infinite atom tube will end up
to 50% coverage since one C-zigzag ring has hydrogens and
the next does not, periodically. This procedure will cause a
15% enlargement of the tube volume (half of the rings gain
30% in volume).

Bauschlicher in [34] reported also 50% hydrogen coverage
in a (10,0) SWNT. He tested with the ONIOM approach a
lot of random and prefixed bonding configurations of hydro-
gen in the tube walls. The “pairs of lines” configuration is
presented in Figure 5 and found to be energetically more
favorable. This result is not in disagreement with that previ-
ously mentioned for a (4,4) SWNT by Froudakis [35] since
the (10,0) tube is significantly larger than the (4,4), and the
curvature was found to play an important role in the adsorp-
tion procedure to SWNTs [37–39]. Furthermore Froudakis
has not calculated a “pair of lines” configuration in the (4,4)
SWNT.

The second question we tried to answer in [35] is what
happens after the adsorption of hydrogens to the tube
walls. Is it easier to fill up the tube with hydrogens? In

Figure 5. The most stable configuration of 50% hydrogen coverage in
a (10,0) SWNT calculated by Bauschlicher. Modified from [34], C. W.
Bauschlicher, Jr., Nano Lett. 1, 223 (2001). © 2001, American Chemical
Society.

Figure 4b we report the potential curves when atomic hydro-
gen approaches the center of three tube-wall hexagons which
differ only in the adsorption rate. The first has no hydro-
gen, the second is half filled with hydrogen, and the third
is full of hydrogen. Analyzing these potential curves we see
two competing forces in the approaching procedure. In one
hand it is clear that the more hydrogen we have in the C
hexagon, the larger the hexagon is and the easier the out-
going H passes. This can be easily observed by lowering
the barrier at the tube wall as the number of hydrogens
in the hexagon increases. On the other hand, the hydrogen
in the hexagon is screening the attraction of the carbon
atom to the external hydrogen. This screening, in the case
of a fully hydrogenated hexagon, inserts a barrier in- the
outgoing hydrogen at a distance of 1 Å from the tube wall
(where the bonded hydrogens are actually located). As a
result, the energetically favorable H approach is when the
tube wall is half filled with hydrogens. This happens because
in the first part of the approach there is no barrier caused
by steric repulsion of the bonded hydrogens, while in the
entrance of the tube wall the barrier is smaller by almost 0.3
eV than the case of the bare tube.

Comparing the QM/MM results of Froudakis [35] with
those of Seifert et al. [32] and Kudin et al. [40] obtained with
periodic boundary condition models, we find an agreement
concerning the stoichiometry (C: 2 ligand: 1) and the defor-
mation of the tube that take place during the adsorption.
Nevertheless there is a disagreement about the ligand ori-
entation around the tube wall that could be a consequence
of the different approach used (QM/MM versus periodic
box) and/or from the different ligand (H versus F) and/or
from the different tube examined (4,4 versus 10,10 that have
almost double diameter).

5.4. Molecular Hydrogen Interaction
with Doped Carbon Nanotubes

After 1999 when Chen et al. [9] reported that alkali-doped
carbon nanotubes possess high hydrogen uptake a lot of
experimental work has been performed trying to investigate
the hydrogen adsorption in SWNTs and to improve the stor-
age capacity of the tubes by doping them [15]. On the other
hand, there was no sufficient theoretical explanation of this
phenomenon.

All the theoretical calculations reported so far can be
divided in two categories. Either they are empirical [23–29]
or they are based on first principle methods but deal only
with atomic hydrogen [30–35]. The first category cannot give
an understanding of the elementary steps in the adsorption
process. Since these methods are not ab initio but based on
parameters, they cannot provide insight into the chemical
bond. The first principle methods can, but they deal only
with atomic hydrogen while the most important interaction
for the storage, which is the molecular hydrogen interaction
with SWNTs, remains untouched. The reason ab initio stud-
ies of the H2 interaction with SWNTs do not exist is obvious.
The interaction is weak and the system is large.

In [41] we tried to investigate the nature of the H2 adsorp-
tion in alkali-doped SWNTs and to compare it with the
adsorption in pure SWNTs. Only in this way it is possible
to answer why alkali doped carbon nanotubes have high H2
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uptake. In order to compromise the large size of the sys-
tem together with an accurate ab initio method without end-
ing up in a prohibitively large calculation we applied the
QM/MM mixed model as described earlier (Section 4.2) in
a closed (5,5) SWNT with 150 carbon atoms. K atoms dope
the tube in a 2×2 pattern as suggested by Gao et al. [42]. In
this pattern the K atoms were placed on “hollow” positions
above the center of the C hexagons of the tube in such a way
that if one hexagon has potassium, all the neighboring ones
do not (Fig. 6). A geometry optimization confirmed that
these positions were optimum for our model, too. Twenty-
four carbon atoms together with two potassium atoms and
all the H2 molecules that were interacting with these two
K atoms were kept in the QM region, while the rest of the
atoms were treated by MM.

The first case considered (Fig. 6, left) was a doped tube
where a single H2 molecule was interacting with each K
atom. After the geometry was optimized, the binding energy
of the H2 to the K was 3.4 Kcal/mol/H2. The distance of the
K atom from the center of the C6 hexagon of the tube was
3.0 Å while the distance of the closer H of the H2 molecule
from the K was 3.0 Å, too. In the next case (Fig. 6, middle)
two hydrogen molecules were interacting with each K and
finally three (Fig. 6, right). The binding energies were 2.5
and 1.8 kcal/mol/H2 respectively. The H2 distance from the
K was found to be 3.3 and 3.5 Å while the K–tube distance
remained the same (3.0 Å).

From these results is clearly showed that at least three
hydrogen molecules can bound each K atom of a doped tube
even though the binding energy is consistently decreasing
with the number of ligands. The two questions that immedi-
ately arise are: How many H2 can be accommodated to each
alkali of the doped tube? And why do the doped tubes have
larger hydrogen uptake that the pure carbon nanotubes?

For answering the first question we also calculated in [41]
the case where five H2 molecules were attached at each K
of the doped tube. The binding energy was 1.1 kcal/mol/H2.
Then the binding energy per hydrogen molecule was plot-
ted with respect to the number of the H2 molecules. As
can be seen from Figure 7 the binding energy decays expo-
nentially. This result has to be considered together with the

Figure 6. Three of the alkali metal doped (5,5) SWNTs used by
Froudakis [41] to study the interaction with molecular hydrogen. The
first has one H2 per K, the second two, and the third three. A magni-
fying part of all pictures is also presented.
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Figure 7. Binding energy per hydrogen molecule with respect to the
number of the H2 molecules. The hexagons represent the calculated
values where the line was fitted. Modified from [41], G. E. Froudakis,
Nano Lett. 1, 531 (2001). © 2001, American Chemical Society.

geometrical constrains (i.e., the space around the K atoms
has a maximum number of H2 molecules that can be intro-
duced without having steric interactions). From this graph
we can estimate the amount of H2 molecules that can be
attached to a doped tube according to the temperature that
plays the role of the energetic cutoff.

For the second question (why the doped tubes have a
larger hydrogen uptake) we have to understand the nature
of the H2 interaction with the pure carbon and the alkali-
doped nanotubes. In the case of the doped tube there is
a charge transfer from the alkali metal to the tube. This
charge was calculated by Mulliken population analysis to be
0.6 �e� for the K doped tube [41]. The positively charged K
atoms polarize the H2 molecules. Even though there is no
charge transfer from the H2 to the K the charge induced
dipole interaction gives the character of the bonding (Fig. 8).
In the case of the pure tube, where the H2 interaction was
calculated for comparison, there is neither charge transfer
nor polarization of the H2 molecule and this results in an
extremely weak interaction, under the accuracy of our theo-
retical level.

Comparing these results [41] with previous work for
atomic hydrogen we can see physisorption of the molecu-
lar hydrogen to doped or undoped SWNTs while for the
atomic hydrogen we have chemisorption. There is in agree-
ment of our QM/MM results [41] and the semiempirical
results of Dubot and Cenedese [29] indicating that the alkali
metal is responsible for the adsorption of molecular hydro-
gen to doped tubes. Nevertheless they predict an adsorption
energy of 11.5 kcal/mol [29], while we found 3.4 kcal/mol
[41]. The fact that we use K while they use Li for doping the
tube does not explain this large difference, which is prob-
ably due to the empirical nature of their calculations [29].
In addition, the explanation that the alkali metal act as a
catalytic active center for the H2 dissociative adsorption pro-
posed by Chen et al. [9] does not seem very possible since
the alkali metal–H2 interaction is too weak to cause a H2
dissociation.
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H2

K

Figure 8. Constant amplitude contours presenting the highest occupied
molecular orbital of the (5,5) K-doped SWNT with one H2 per K atom.
The plotted area is also marked on the entire tube. Modified from [41],
G. E. Froudakis, Nano Lett. 1, 531 (2001). © 2001, American Chemical
Society.

6. OXYGEN INTERACTION
WITH CARBON NANOTUBES

Despite the importance of oxygen adsorption on SWNTs the
theoretical work existing in the literature about this interac-
tion is controversial and can be briefly summarized in the
next few paragraphs.

Jhi et al. combining pseudopotentials together with local
density approximation (LDA) and local spin density approxi-
mation studied the oxygenation of an (8,0) SWNT [43]. They
found that O2 binds to a bridge position between to carbon
atoms of the tube with adsorption energy of 0.25 eV and a
distance of 2.7 Å. Nevertheless the O–O distance was kept
frozen.

Zhu et al. performed tight binding (TB) DFT calcula-
tions to study the adsorption and desorption of an oxygen
molecule to the edges of a (5,5) and a (9,0) SWNT [44].
They found that an O2 molecule arriving at the tube wall
edges will not adsorb on the wall but instead will glide into
the edges with a binding energy of 4.61 eV [44, 45].

Sorescu et al. using pseudopotential DFT studied the
adsorption of oxygen atom and molecules on an (8,0) SWNT
[46]. The atomic O performed epoxide-like structures with
adsorption energy up to 44 kcal/mol, while the molecular O2

is predicted to weakly physisorb (0.9 kcal/mol) to the SWNT
surface. It is also found to perform unstable chemisorbed
species 10.2 kcal/mol above the reactants [46].

Park et al. using the pseudopotential LDA method inves-
tigated atomic and molecular oxygen adsorption in the
fullerene type caps of a (5,5) SWNT [47]. They observed
epoxide-type bridge positions for the atomic oxygen with
binding energies of 6.6 to 6.7 eV and square-type four-center
geometries for the binding of the O2 molecule with binding
energies of 1.66 to 3.02 eV [47].

Even though all the references presented [43–47] use
methods based on similar approaches like pseudopotential
or TB, a big variety of binding energies is reported, as is also
pointed out by Park et al. [47]. On top of this the question
whether the molecular oxygen reacts exothermically with
carbon nanotubes remains unanswered.

6.1. Application of the Cluster Model

In order to answer this question we performed a fully ab initio
study of the atomic and the molecular oxygen adsorption to
a carbon nanotube [48]. We use the DFT method in the clus-
ter approximation. A large enough part of an armchair (4,4)
SWNT containing 56 carbon atoms is separated and treated
as an individual system. The dangling bonds at the end of the
tube are saturated by hydrogen atoms (Fig. 1c).

The RI-DFT as implemented in the TURBOMOLE pro-
gram package in combination with an auxiliary basis set was
used for studding the atomic and molecular hydrogen inter-
action with the 56-atom SWNT [49]. The efficiency and the
computational speed of the methodology we use made the
geometry optimization of a C56H16O2 system possible in a
Linux personal computer.

6.2. Atomic Oxygen Interaction
with Carbon Nanotubes

In the beginning we investigated the atomic oxygen adsorp-
tion on SWNTs [48]. As can be seen in Figure 9 there
are only two stable positions. These positions are epoxide-
like with the oxygen bridging two neighboring carbon atoms
of the tube. All other possibilities of the O sitting on top
of a single carbon atom or in the center of a C hexagon
are unstable and relax to the bridge positions after geom-
etry optimization. The binding energy for the 9a isomer is

A B

Figure 9. The two stable isomers of the atomic oxygen chemisorptiony
in a (4,4) SWNT forming epoxides. In the first (A) the C–C bond opens.
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94.6 kcal/mol while that for the 9b is 62.6 kcal/mol. From the
binding energies it is clearly shown that both additions are
exothermic and the high energy gain indicates a chemisorp-
tion procedure.

Comparing these two different bridge positions of the
atomic oxygen on carbon nanotubes we observe an energy
difference of 33.8 kcal/mol. In order to explain the sta-
bilization of bridge 9a over bridge 9b we have to look
closer at the geometric features of the two isomers. In the
9a isomer the oxygen atom is actually breaking the C–C
bond (2.062 Å) while the O–C bond is 1.397 Å. In the 9b
case the C–C bond opens slightly, 1.522 from 1.415 Å of a
bare tube, and the O–C bond is 1.450 Å. In both cases in
the chemisorption procedure we have the addition of one
C–O bond to each of two neighboring sp2-hybridized carbon
atoms of the tube. This lead to overcoordinated C atoms
that either have to pass to sp3 hybridization or to break one
bond. In the 9a isomer the breaking of the C–C bond is geo-
metrically possible and energetically favorable. The cyclical
shaped tube turned locally to an oval-shaped distorted one,
and this allowed the C atoms that are connected to the O
to keep the sp2 hybridization (Fig. 9a). The O is coming
to the same plane with both the hexagonal rings that it is
connected and the angle of these two hexagonal rings with
respect to the oxygen is 95�.

In the bridge 9b isomer distortion of the tube parallel to
the tube axis is not possible and that is why the C atoms
change to unfavorable sp3 hybridization with weaker bonds
(Fig. 9b). Thus the isomer 9b is energetically higher from
the 9a by 33.8 kcal/mol. The same interesting phenomenon
was observed also in the case of H adsorption in SWNTs
(Section 5.3.2).

6.3. Molecular Oxygen Interaction
with Carbon Nanotubes

Since the oxygen in the atmosphere appears in molecular
form, it is of great importance to examine the molecular
oxygen adsorption to carbon nanotubes and to analyze the
nature of this procedure [48]. Using our ab initio method we
perform geometry optimization of all the possible adducts
of O2 molecules and (4,4) SWNTs. We tried both parallel
and vertical orientations of the O2 molecule to the tube axis.
Two different pathways of oxygen approach were tested (one
oxygen atom attaching the tube walls; both oxygen atoms
attaching the tube walls). Finally all these were combined
with binding positions on top of a carbon atom, in the hollow
position of C hexagons, and bridging C–C bonds.

After the geometries were optimized we found two stable
adducts presented in Figure 10. In both of these local min-
ima the oxygen molecule is bridging C–C bonds—the two dif-
ferent kinds of bonds that exist in the tube—making square
rings. In the first case the bridged C–C bond is vertical to
the tube axis (Fig. 10a) and in the second it is semiparallel
(Fig. 10b). All other possibilities of O2 approaching the tube
walls were either unstable or after the geometry optimiza-
tion end up in the bridge positions (Fig. 10a or b).

In the first bridge isomer the C–C bond opens from 1.40
to 1.68 Å, the O–O is 1.51 Å, and the two C–O are 1.45 Å
while in the second case the C–C bond opens from 1.41 to
1.55 Å, the O–O is 1.51 Å, and the two C–O are 1.48 Å.

In the second isomer the formed square ring is not totally
planar but slightly twisted (dihedral angle 19��. The bind-
ing energies of these two species are +13 and +18 kcal/mol
respectively and the addition is endothermic in both cases.
The electron density of the bonding area of isomer 10a is
presented in Figure 10c.

From our fully optimized calculations, without any sym-
metry constrains, it is clear that both bridge adducts are
local minima. Nevertheless for the discussion of the binding
energy we have to take into account the electronic configu-
ration of the reactants together with the one of the product
cluster (SWNT + O2�. Since for both adducts (bridge 1 &
2) the ground state configuration is singlet, we consider first
the singlet reaction.

For bridge 1 (9a) the addition 1SWNT + 1O2 →
1(SWNT + O2� is exothermic by 25 kcal/mol. Despite this
the ground state of the O2 is triplet. The analogous triplet
addition 1SWNT+ 3O2 → 3(SWNT+O2� is endothermic by
29 kcal/mol. These two energy curves are separated from the
complicated multidimensional energy hypersurface of the
system and presented in Figure 11 (solid lines). Since they
are of different symmetry they can cross each other (diabatic
curves) and some more reaction possibilities arise. This also
explains the controversial results existing in the literature.

A B

C

Figure 10. The two stable isomers of the molecular oxygen adsorption
in a (4,4) SWNT forming orthogonal rings. The electron density of the
bonding area of isomer 10a is presented in (C).
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∆E(kcal/mol)

Reaction Coordinate

0

30

29

0

triplet

19

39

singlet

13

Adduct 9a

Dissociated
Adduct 9b

Figure 11. Four energy curves separated from the complicated mul-
tidimensional energy hypersurface of the (4,4) SWNT when O2 is
approaching from the left side of the diagram. Solid lines end up in the
adduct 9a with dashed lines for 9b. Blue lines represent triplet states
and green lines singlet states.

The curve connecting the two ground states starts from
the separate 1SWNT and 3O2, presents a barrier where the
total symmetry changes to singlet (crossing point), and falls
down to the adduct 1(SWNT + O2�. This barrier is approxi-
mately 15 kcal/mol.

According to this figure there are two different possibil-
ities for O2 adsorption to the SWNT: In the first the O2
is excited to its singlet electronic configuration and then it
automatically reacts exothermically with the tube. In the sec-
ond case we start with O2 in its triplet ground state and
energy of ∼15 kcal/mol has to be offered to the system in
order to overpass the energy barrier and react with the tube.

For the bridge 2 (9b) adsorption a picture completely
analogous to bridge 1 (9a) exists and is presented in
Figure 11 (dashed lines). The only difference is the rela-
tive energy values. Finally, since all these cases (singlet and
triplet, bridge 1 and 2) are coexisting, a combination of all
these four energy curves is needed in order to have the com-
plete adsorption picture (Fig. 11).

In real—and not ideal—systems, when the tubes possess
defects and the temperature is not absolute zero—as in
quantum mechanical calculations—the triplet O2 adsorption
is possible. The barrier is relatively small and the defects
of the tube can lower it even more. Also the temperature
“movements” can help the procedure.

7. CONCLUSIONS
In this chapter we review the existing theoretical literature
of hydrogen and oxygen interaction to single walled car-
bon nanotubes. The importance of theoretical simulations
for understanding the adsorption procedure and for improv-
ing the storage capacity of these nanomaterials is under-
lined. We report three different approaches to treating large

systems with ab initio methods the periodic DFT, the mixed
QM/MM model, and the cluster model. For all advantages
and disadvantages are presented.

Specifically for the hydrogen adsorption, it is showed that
both periodic DFT and mixed QM/MM models can success-
fully be employed in the SWNT and provide a solution to
the problem of making accurate calculations in large sys-
tems like nanotubes. The results of Bauschlicher [34] and
Froudakis [35] demonstrate that atomic hydrogen will bind
to the tube walls and not enter in the tube interior. This
binding can take place either in pairs of lines toward the
tube axis, as the first suggests, or in zigzag rings around the
tube walls, supported by the second. This will result in a
change of the tube shape during the hydrogen adsorption
and an enlargement of the tube volume [35]. Both found
50% to be the maximum coverage of the tube walls. After
the tube walls are half filled with hydrogen, the energetically
more favorable procedure of hydrogen insertion in the tube
is obtained [35].

Since the storage capacity is mostly obtained by molecular
hydrogen, Froudakis [41] tried to answer why alkali-doped
carbon nanotubes possess high hydrogen uptake as put for-
ward by Chen et al. in 1999 [9]. His results demonstrate a
charge transfer from the alkali metal to the tube that polar-
izes the H2 molecule. This charge induced dipole interaction
characterizes the H2 physisorption on alkali metal doped
tubes and is responsible for the higher hydrogen uptake of
the doped tubes.

As a general remark for hydrogen we can report that
in the last couple of years the theoretical modeling of the
hydrogen storage in carbon nanotubes has obtained only its
first goal (i.e., to give an understanding of what it is going on
in the laboratory experiments by explaining the elementary
parts of the adsorption procedure). The second and most
important goal, which is still to come, is to predict how the
storage capacity of carbon nanotubes can be improved and
reach a sufficient level for commercial use in fuel-cell elec-
tric vehicles.

As far the oxygen adsorption in carbon nanotubes is con-
cerned we showed that atomic oxygen exothermically reacts
with the tube walls performing epoxides. For molecular oxy-
gen the picture is not so clear. Both singlet and triplet states
have to be taken into account. These configuration states
have to be combined with the two different isomers found,
resulting a complicated potential energy hypersurface (PES).
This complicated PES characterizes the oxygen adsorption
to carbon nanotubes and is also responsible for the contro-
versy existing in the literature.

According to our results there are two different possibili-
ties for the atmospheric oxygen adsorption to carbon nano-
tubes: In the first the O2 is excited to its singlet electronic
configuration and then it automatically reacts exothermically
with the tube. In the second case we start with O2 in its
triplet ground state and an energy of ∼15 kcal/mol has to be
offered to the system in order to overpass the energy barrier
and react with the tube. The latter pathway can be supported
by the existence of defects in the tube and temperature in
the environment.

Considering this theoretical result together with the
experimental observation that the electronic and transport
properties of carbon nanotubes are extremely sensitive to
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their exposure to gas molecules [10–12], we can draw the
conclusion that the results of all previous experimental stud-
ies of SWNTs must be carefully reevaluated, since all mea-
surements have used samples exposed to air.

GLOSSARY
Ab initio methods Theoretical quantum chemistry tech-
niques that solve the Schrödinger equation for the electrons
of a molecular system. They are very accurate since they do
not enforce any parameters to the system but on the other
hand they are computationally very heavy.
Atomic cluster A collection of atoms that form a unique
system stabilized by interatomic forces.
Carbon nanotubes Rolls of graphitic sheets that come in a
variety of forms and shapes. They can be zigzag, armchair,
or chiral because of the different ways that the graphitic
sheet can be rolled. They are valuable for nanoelectronics
and as storage devices.
Chemisorption An adsorption in which the adsorbed sys-
tem is stabilized by strong chemical bonds.
Monte Carlo method A statistical mechanics empirical
method for obtaining optimal conformations of molecular
systems. The trial movements of the atoms are performed
randomly and for this reason the method took its name from
the famous casino.
Physisorption An adsorption in which the adsorbed system
is stabilized by weak interactions.
Single walled carbon nanotube A carbon nanotube that
consists of only one graphitic sheet. If the tube has more
than one cylindrical shell it is called a multi walled nanotube.
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1. INTRODUCTION
There has been an ever-increasing interest in sustainable
and renewable energy technology due to environmental and
climate change pressures. The search for such technologies

has intensified in the last decade, mainly due to the debate
of climate change and the Kyoto protocol. The public and
legislative demand for more renewable or sustainable energy
supplies has been driving the push for the so-called “hydro-
gen economy.” Such an economy is one where hydrogen is
used for energy storage, distribution, and utilization. Fuel
cell technology has emerged as a forerunner of the clean
energy race. The promises of fuel cells utilizing hydrogen
as the fuel are tantalizing; they have the potential to simul-
taneously double the energy efficiency of cars while signifi-
cantly reducing air pollution and greenhouse gas emissions.
If the predictions are true, over the next few decades, we will
see a shift away from the current fossil-fuel-based economy
toward a cleaner hydrogen future.
Hydrogen’s physical and chemical properties make it a

good low-polluting energy carrier. However, several techno-
logical problems must be overcome before we can realize
the full hydrogen economy. These relate to how hydrogen
will be generated in an efficient and low-polluting manner,
and how it will be transported, distributed, and stored. Once
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both of these questions are answered in an economical way,
the hydrogen economy will be in place. Here, we look at
recent work on the use of carbon nanotubes for the storage
of hydrogen.

1.1. Hydrogen Storage
Technologies

Although many advances in hydrogen production and uti-
lization technologies have been made, hydrogen storage
technologies must be significantly advanced if a hydrogen-
based energy system, particularly in the transportation sec-
tor, is to be established [1]. Hydrogen can be made available
on board vehicles in several ways: compression, as a liquid,
metal hydrides, chemical storage, or gas-on-solid adsorption.
Although each method possesses desirable characteristics,
currently no approach satisfies all of the efficiency, size,
weight, cost, and safety requirements for transportation or
utility use.
Liquid hydrogen storage systems lose up to 1% a day by

boiling and up to 30% during filling, as well as requiring
good (bulky) insulation to keep the hydrogen at 20 K.
Daimler Chrysler’s Necar II utilizes compressed hydrogen

gas, and suffers from permeability of the tank housing and
high energy input to achieve pressurization. The associated
safety risks from hydrogen continually being released cur-
rently make both of these approaches impractical. Storage
in a solid-state matrix, as a metal hydride for instance, has
a safety advantage, and is the current method for storage
above room temperatures and below 2–4 MPa. The disad-
vantages of a metal hydride system are a hydrogen storage
capacity of at most 7 wt% (the ratio of stored hydrogen
weight to the system weight) and typically 2 wt% [2] and a
large desorption energy, making it less than ideal for auto-
motive applications [3].
Physical adsorption of hydrogen onto an adsorbent has

the advantage of a low desorption energy, but currently
very low storage capacities. In contrast to the chemisorp-
tion in metal hydrides, the adsorbent adsorbs hydrogen
molecules by physical, van der Waals type forces. This gener-
ally requires cryoadsorption, where the adsorbent is cooled
to very low temperatures, to store large amounts of hydro-
gen. Hydrogen adsorption studies on highly porous amor-
phous carbon at 123 K showed that they had a capacity
of 0.05 wt% of carbon at 2 MPa [4]. Recent parametric
modeling of adsorption storage on activated carbons has
shown that a passive adsorbent system could approach the
U.S. Department of Energy (DOE) goals at low tempera-
tures (∼77 K) by improving the bulk density and specific
surface area of the adsorbent [5]. Although not as severe
as liquid hydrogen, cryoadsorption suffers as an economic
proposition because of the need to maintain such a low
temperature [6, 7].

1.2. Novel Carbon Adsorbents

The discovery of the third carbon allotrope Buckminister-
fullerene (C60� in 1985 by Kroto et al. initiated a novel,
round, and curved carbon nanocosmos [8]. Subsequently,

the mass production of C60 and the family of fullerenes
became available [9]. It was in this light that the dis-
covery of carbon nanotubes received instant recognition.
Carbon nanotubes (CNTs) were discovered accidentally in
1991 by Iijima [10], while looking for new carbon struc-
tures in the deposit formed on graphite cathode sur-
faces during the electric arc discharge that is commonly
employed to produce fullerene soot. They were identified as
fullerene tubes consisting of multiple shells in which many
tubes were in a coaxial, concentric arrangement. The scan-
ning electron microscopy (SEM) and transmission electron
microscopy (TEM) images of multiwalled carbon nanotubes
(MWNTs) synthesized by the catalytic chemical vapor depo-
sition method are shown in Figure 1. Each layer is com-
posed of a cylindrical graphene sheet, with an interlayer
spacing of 0.34 nm, which is slightly larger than the 0.336 nm
spacing found between sheets of graphite [11]. In retro-
spect, hollow carbon tubules were observed in the 1970s
as forming the core of carbon fibers in a certain process,
although the broad implications were not clearly realized at
the time.
In 1993, Iijima’s group and Bethune and his col-

leagues independently found that the use of transition-metal

A

1 µm
x9,000 10 nm

B

500 nm

Figure 1. SEM image (A) and TEM image (B) images of MWNTs
obtained by the catalytic pyrolysis of C2H2 at 700 �C in a flow of H2.
Images are from [57], R. G. Ding et al., unpublished work (2003).
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catalysts led to nanotubes with only one single shell [12, 13].
Due to their simple and well-defined structure, such single-
wall nanotubes (SWNTs) serve as model systems, both for
theoretical calculations and for key experiments. Carbon
nanotubes are cylindrical molecules with a diameter as little
as 1 nm and a length up to many micrometers. The high-
resolution TEM images of typical SWNTs and MWNTs are
shown in Figure 2. They have unique structural, mechanical,
and electrical properties that make them attractive systems
for fundamental scientific studies, as well as for a broad
range of applications.
The unique properties of carbon nanotubes hold the

promise for applications such as catalysis and energy stor-
age. The theoretical description of capillarity in carbon
nanotubes by Pederson and Broughton [14] suggested that
gaseous species such as hydrogen might be drawn into the
capillaries of carbon nanotubes.
There have been some reviews of experimental and the-

oretical investigations of hydrogen storage in carbonaceous
materials available in the literature [1, 3, 15–18]. The
field of hydrogen storage on CNTs is undergoing rapid
progress. Here, we attempt to provide a comprehensive
and critical review of this topic at the time of writing.
Both experimental and theoretical calculation studies are
included, along with an outline of current challenges in the
field.

A B C 10 nm

2 nm

10 nm 5 nm

D

1 nm 5–50 nm 50–200 nm

Figure 2. High-resolution transmission electron microscopy images of
typical SWNT (A), (B), MWNT (C), and a carbon nanofiber(CNF)
of the herringbone-type morphology (D) and corresponding schematic
structures. Two individual SWNT tubes with a diameter of ∼1 nm are
shown in (A), and an SWNT bundle consisting of two tubes with an
outer diameter of ∼2 nm is shown in (B). Open MWNT tip is shown
in panel (C). The separation between the closely spaced fringes in the
MWNT is 0.34 nm, close to the spacing between graphite planes. Every
layer in the image correspond to the edges of each cylinder in the
nanotube assembly. Images are from [57], R. G. Ding et al., unpublished
work (2003).

2. EXPERIMENTAL STUDIES OF
HYDROGEN STORAGE BY
CARBON NANOTUBES (CNTs)

Of the problems to be solved for the utilization of hydro-
gen energy, how to store hydrogen easily and inexpensively,
has been given high priority. A vehicle powered by a fuel
cell would currently require ∼3.1 kg of hydrogen for a
500 km range. This amount of hydrogen stored in the weight
and volume of a typical petrol tank (50 L) requires sys-
tem densities approaching 6.5 wt% or 63 kg H2/m3 [19].
Therefore, the U.S. Department of Energy Hydrogen Plan
has set this as the standard for providing a commercially
significant reversible hydrogen storage technology [7]. No
storage technology is currently capable of meeting these
goals [17]. Meeting this target requires major advances in
storage density, and the energy required for storage without
compromising safety and cost. Most of these issues would
be resolved by a lightweight material capable of reversibly
storing and releasing hydrogen in a modest range of near-
ambient temperatures and pressures. Novel lightweight car-
bon nanotubes were seen to be an ideal candidate as it was
assumed that hydrogen molecules could be physisorbed both
inside the tubes and in the interstitial pore spaces between
the tubes.
A large number of hydrogen adsorption experiments have

been conducted to measure the storage capacity of car-
bon nanotubes. At the same time, many researchers have
calculated the adsorption performance of the carbon nan-
otubes by means of various models and theories. Here,
we first summarize the recent experimental and theoretical
results, then briefly discuss the interaction between hydrogen
and carbon nanotubes for elucidating the hydrogen adsorp-
tion nature within carbon nanotubes. Currently, there are
two major methods of hydrogen storage in carbon nan-
otubes being studied: gaseous storage and electrochemical
storage.
The three main methods for the preparation of carbon

nanotubes are electric arc discharge, chemical vapor depo-
sition, and laser ablation. All of these methods rely on cre-
ating highly energetic carbon clusters that condense to form
carbon materials such as fullerenes and nanotubes. Recent
advances have been to use metals as condensation cata-
lysts that template and promote certain types of materials.
The prepared nanotubes can then be purified and/or treated
in some manner to open the nanotube ends. It is inter-
esting to note that high-capacity room-temperature adsorp-
tion was first demonstrated for arc-generated SWNTs, and
not laser-produced nanotubes. This may be attributed to a
much smaller number of ends or defects in the laser pro-
duced tubes and/or an enhancement in their stability toward
opening procedures or cutting [1]. Significant research has
been undertaken to improve synthesis methods, and to
more accurately characterize the unique mechanical and
chemical properties of carbon nanotubes. A discussion of
these topics is outside the scope of this chapter, but the
reader can be directed to a wealth of related literature
[20–25].
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2.1. Hydrogen Storage
Measurement Techniques

The main methods used for determining the hydro-
gen storage capacity are temperature-programmed desorp-
tion (TPD), volumetric analysis, thermogravimetric analysis
(TGA), and the electrochemical method.
The temperature-programmed desorption method con-

sists of using a mass spectrometer to measure the hydrogen
desorbed from a carbon sample during controlled heat-
ing [26]. Thermal desorption spectroscopy is highly sensi-
tive, allowing the study of samples with masses below 1 mg.
The sensitivity can be even improved by using deuterium-
loaded samples, and avoiding any disturbing background
from water or other hydrogen-containing adsorbates [27].
For calibration, the hydrogen desorption of a well-known
metal hydride or an alloy of known hydrogen content has to
be measured [28]. The activation energy of desorption can
be directly measured from the temperature at which hydro-
gen appears in the spectrometer. As different adsorption
mechanisms and sites will have different activation energies,
each peak in the thermogram will indicate a different site
or mechanism. It will be shown that carbon adsorbents have
a desorption peak around 130 K, and nanotubes can have
one (at ∼300 K) or more additional peaks. The amount of
hydrogen desorbed requires integration of the signal, and
may have significant errors [26]. In volumetric analysis, the
adsorption of hydrogen is measured by a pressure change in
a fixed volume, with pressure variations attributed to adsorp-
tion or desorption. A complication with this technique is the
presence of thermal effects during the filling of the sample
cell. Hydrogen has an appreciable temperature-dependent
compressibility that needs to be taken into account as the
temperature changes due to compressing the gas during
filling and the exothermic adsorption. Unless this problem
is specifically addressed, the change in pressure caused by
temperature fluctuations will cause overestimation of the
amount of hydrogen adsorbed [18]. The calibration should
be done by measuring a well-known metal hydride.
The thermogravimetric analysis method consists of mea-

suring the weight of a sample as the temperature is varied
under constant pressure. The technique is well known, with
the difficulty being the sensitivity of the instrumentation on
the relatively small sample sizes used in these studies. The
gravimetric analysis is capable of measuring very low sample
masses of about 10 mg in specially designed devices, but it is
a nonselective analysis. The high specific surface area of car-
bon nanotubes increases the possibility of the adsorption of
residual gases. Therefore, the apparatus has to be extremely
clean, and high-purity hydrogen has to be used.
Hydrogen can be incorporated into the sample due

to the electrochemical technique. To prepare the carbon-
containing working electrode, the carbon material has to be
mixed with conductive powder, for example, nickel or gold
and compacted [29–31]. The counterelectrode is, for exam-
ple, metallic nickel. Both electrodes are placed in a KOH
solution which provides the hydrogen atoms, and they are
separated by a polymer separator. During the charging pro-
cess, water dissociates at the negative working electrode, and
atomic hydrogen may intercalate into the carbon material.
The following discharge process results in the recombin-
ing of water. By maintaining a constant current, the voltage

is measured across the two electrodes during the charging
and discharging. The amount of desorbed hydrogen is deter-
mined by measuring the electric charge in a galvanostatic
setup.
A comprehensive study which involved a broad range

of carbon materials was conducted recently by Tibbetts
et al. [32], whose experimental results cast serious doubts on
many claims so far for room-temperature hydrogen sorption
in carbon materials larger than 1 wt%. The authors analyzed
the possible pitfalls in the gaseous hydrogen adsorption pro-
cess using volumetric techniques [32], and proposed tech-
niques to handle all of those problems [33]. The chief areas
where hydrogen adsorption experiments may be in error are
as follows.
The first is that leaks can be difficult to distinguish from

hydrogen storage. Hydrogen molecules disappear from a
pressurized reservoir. If hydrogen molecules leak from a sys-
tem of volume V at a nearly constant rate L = dP/dt over
the period of the experiment t, an observer could incorrectly
attribute the pressure decrease to a wt% hydrogen stored
in a sample of mass m proportional to VL/m. For small
sample masses, the consequences of this can be particularly
treacherous.
A second source of error is that, in a high-pressure exper-

iment, pressure changes arising from ambient temperature
variations can be mistakenly interpreted as substantial sorp-
tion. At 10 MPa and 300 K, the pressure change with tem-
perature is 33.3 kPa/K. If this were interpreted as sorption
by a 1 g sample in a 1 L volume, the result would be 2.6 wt%
per degree temperature drop. Most reports in the literature
have samples smaller than 1 g.
A more significant, but less obvious source of tempera-

ture variation stems from the thermodynamic principle that
a chamber being pressurized experiences a temperature rise.
The enthalpy of high-pressure gas is higher than that of
low-pressure gas, and so the flux of high-enthalpy molecules
from a high-pressure chamber to a low-pressure chamber
raises the temperature of the gas in the low-pressure cham-
ber. This temperature is not easily measured if the temper-
ature sensor is not in good thermal contact to the gas or
if the walls of the chamber have a large heat capacity. For
an ideal gas adiabatic ally bled into an evacuated chamber,
the temperature rise is (Cp/Cv − 1�Initial, corresponding to
a 41% increase in absolute temperature for hydrogen [34].
The authors believed that many high-pressure adsorption
experimental results should be carefully corrected to exclude
the pressure drop brought by return to thermal equilibrium
after pressurization. Figure 3 shows the effect of thermal
equilibrium after pressurization on the pressure change in
the sample chamber [32].
It is worth noting that the metal hydride research com-

munity has devised experimental techniques to handle all of
these problems [33]. First, to avoid spurious readings from
gas cooling to ambient, use two calibrated volumes con-
nected by a valve, one an initially pressurized reservoir and
the other containing the sample. Then determine the pre-
cise equilibrium temperatures and pressures of both volumes
before and after opening the connecting valve. Second, to
unambiguously establish that there are no leaks, measure
not only the gas adsorbed, but also the gas desorbed from
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Figure 3. Hydrogen pressure versus time for a 307 mL chamber con-
taining no sample. This shows pressurization to 11.97 MPa from vacuum
at 25.3 h and the subsequent pressure decrease. Reprinted with permis-
sion from [32], G. G. Tibbetts et al., Carbon 39, 2291 (2001). © 2001,
Elsevier Science.

the sample. Third, present a complete pressure composi-
tion isotherm that precisely defines the pressure and com-
position at which the hydrogen-adsorbent bond is formed
and decomposes. A complete pressure composition isotherm
would show an interesting change in curvature with pressure
that would be very useful in classifying the sorption, and
lending credibility to the research [32].

2.2. Gaseous Hydrogen
Storage in CNTs

A summary of gaseous hydrogen storage in undoped and
doped carbon nanotubes from the literature is given in
Table 1.
Dillon et al. [26] were the first to publish experimen-

tal data on hydrogen adsorption in nanotubes, and mea-
sured exactly the desorption of hydrogen of nonpurified
SWNT samples (containing additional cobalt catalyst and
amorphous carbon). Using TPD, the authors found that the
hydrogen desorbed from both the nanotubes and activated
carbon samples at about the same temperature (∼133 K).
However, a second peak appeared at higher temperature
for SWNTs (∼290 K), indicating that there were additional
adsorption sites in SWNTs. They proposed that these sites
were when hydrogen molecules had access to the nanotube
cores. The authors did not see this high-temperature site in
either activated carbon or in arc-generated soot produced
without a catalyst. The SWNT constituent of the sample
appeared to be especially effective for hydrogen adsorption,
and an activation energy for hydrogen desorption was found
to be 19.6 kJ ·mol−1 (approximately five times that of planar
graphite). In 2000, Heben’s group performed inelastic neu-
tron scattering on this material, and showed that hydrogen is
physisorbed [35], but the authors made no statement about
the total amount.
The hydrogen storage capacity was estimated to range

between 5 and 10 wt% [26]. This figure was derived from the
measured hydrogen desorption of 0.01 wt% and an SWNT
content estimated at 0.2 wt%. Furthermore, it was assumed

that only the SWNTs in the sample contributed to the hydro-
gen adsorption, so the analysis required a large correction
for 99.8 wt% of material that was assumed inert. However,
hydrogen adsorption in high-porosity carbon (AX-21 car-
bon) is as high as 5.3 wt% at a temperature of 77 K and a
hydrogen pressure of 1 MPa [36].
In a more recent paper, Dillon et al. [37] presented an

oxidative technique to open the nanotubes: the degassing
of the samples in vacuum to 970 K, and an oxidizing in
water in the 325–975 K temperature range. They measured
the adsorption of hydrogen in such treated samples by their
TPD method, and found a noticeable enhancement (up to
a factor of 3 in the most favorable case) of the characteris-
tic desorption peak between 250 and 300 K. They attributed
this improvement of the adsorption capacity to the opening
and filling of the nanotubes. Taking into account that their
carbon soot samples containing only 0.05% of nanotubes
can adsorb ∼0.005% weight of hydrogen, Dillon and his
colleagues believed that the pure adsorbed hydrogen was
therefore ∼10 wt%. These authors have further developed
a cutting method to produce samples with a high concentra-
tion of short SWNTs with open ends that are accessible to
the entry of hydrogen molecules. With these better charac-
terized nanotube samples, they were able to achieve a more
accurate determination of hydrogen adsorption, which they
estimated to be at ∼3.5–4.5 wt% hydrogen at room temper-
ature and 0.07 MPa hydrogen pressure [38]. By opening and
recapping the nanotubes, they concluded that most of the
hydrogen is stored within the capillary, rather than in the
interstitial spaces between the SWNT.
Ye et al. [39] were motivated to perform measurements

on SWNT material of high purity because the previous mea-
surements were made on dilute SWNTs which required a
large correction for material that was assumed inert. Ye
et al. were the first to report hydrogen-adsorption investi-
gations on purified [40] laser-generated [41] SWNTs. They
undertook their experimental measurements of hydrogen
adsorption on high-purity “cut SWNTs.” To cut the SWNT
material and disrupt the tightly packed rope structure
found in highly crystalline pristine SWNTs, a small quan-
tity of material was sonicated in dimethylformamide, and
then extracted from the solvent by vacuum filtration. TEM
revealed that this treatment broadens the diameter distri-
bution of the SWNT ropes, and also increases the num-
ber of SWNT terminations within ropes (hence the SWNTs
are said to be “cut”). These differences were not evident
in the X-ray diffraction patterns of the material before and
after the treatment, perhaps indicating that the average rope
diameter was largely unchanged.
The adsorption of hydrogen was measured by the volu-

metric method without correction for thermal effects. The
highest gravimetric hydrogen storage capacity achieved in
SWNT material treated in this manner was 8.25 wt% (an
H/C atomic ratio of 1.0), at a temperature of 80 K and
pressure of ∼7 MPa. At a pressure of ∼4 MPa, a sudden
increase in the adsorption capacities of the SWNT samples
was reported; the authors suspected that a structural phase
transition was responsible for this effect. In their method,
the ropes were split into individual tubes, thereby increasing
the surface area available for physisorption. In their conclu-
sion, the authors [39] advanced that the ability of SWNT
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Table 1. Summary of the reported gaseous hydrogen storage capacity in carbon nanotubes and carbon nanofibers.

Sample Purity (%) T (K) P (MPa) wt% H2 Ref.

SWNT assumed 100 133 0�04 5–10 [26]
SWNT high ambient 0�067 3.5–4.5 [38]
SWNT ∼50 300 10�1 4�2 [42]
Aligned SWNT purified ambient 11 4 [46]
SWNT purified 77–300 8 1–1.5 [47]
SWNT high 80 ∼7 8�25 [39]
MWNT purified ∼300–700 ambient 0�25 [48]
SWNT purified ambient 4�8 1�2 [49]
SWNT–TiAl0�1V0�04 sonicated >98 ambient 0�067 6�5 [50]
SWNT–Ti–6Al–4V purified ambient 0�08 1�47 [53]
SWNT–Fe purified ambient 0�08 <0�005 [53]
Ball-milled SWNT <50 ambient 0�08 <0�1 [58]
in Ar

Ball-milled SWNT <50 ambient 0�9 1�0 [58]
in D2

CNT purified 298–773 0�1 0�4 [58]
Doped CNT — — — 0.5–1.0 [67]
Li–CNT purified 473–673 0�1 20 [64]
K–CNT purified <313 0�1 14 [64]
Li–CNT (wet H2� purified 473–673 0�1 12 [65]
Li–CNT (dry H2� purified 473–673 0�1 2�5 [65]
K–CNT (wet H2� purified <313 0�1 21 [65]
K–CNT (dry H2� purified <313 0�1 1�8 [65]
Li–CNT 10–40 473–663 0�1 0.7–4.2 [66]
SWNT 80–90 273 0�04 7 [50]
SWNT (90 vol%) 298 — 0�63 [90]
MWNT unpurified 298 — 0�05 [90]
MWNT unpurified 293 6�5 2�0 [57]
CNT — ambient ambient 0�5 [59]
SWNT purified 77 0�2 6 [60]
Aligned MWNT high 298 10 3�0 [61]
Aligned MWNT high 290 10 2�4 [62]
Random MWNT high 298 10 0�68 [61]
MWNT high, untreated 300 1�0 5–7 [63]
MWNT high, acid treated 300 1�0 13�8 [63]
MWNT high 300 7�0 0.7–0.8 [150]
SWNT unpurified 295 0�1 0�93 [149]
SWNT unpurified 77 0�1 2�37 [149]
MER MWNT 10–15% 298 3�6 0�03 [32]
Rice SWNT high 298 3�6 0�05 [32]
CNT — 298 11�35 11�26 [83]
GNF (herringbone) — 298 11�35 67�55 [83]
GNF (platelet) — 298 11�35 53�68 [83]
GNF — 77–300 0.8–1.8 0�08 [84]
CNF — 300 12 6�5 [86]
GNF — 300 10�5 0�7 [87]
CNF — 293 10 1 [88]
CNF — 298 12 1�4 [89]
Ball-milled GNF in D2 — ambient 0�9 0�5 [58]
GNF — 300 11 <0�1 [28]
VGCF — 298 3�6 <0�1 [32]
CNF — 300 12�5 1�6 [91]
herringbone GNF purified 77–300 1�5 1–1�8 [92]
GNF — 300 12 10 [93]
GNF — 300 12 10 [94]
CNF — 77 12 12�38 [95]
CNF — 300 11 5�7 [45]

Note: — represents data unavailable.



Hydrogen Storage by Carbon Nanotubes 19

material to adsorb and desorb hydrogen over a narrower
range of pressure may be used in storage systems without
wide pressure excursions.
High hydrogen-storage capacities on a total sample weight

basis were subsequently demonstrated on SWNTs with a
large mean diameter of about 1.8 nm produced at high
yield by a semicontinuous arc-discharge method [42]. In this
study, a sulfur promoter (FeS) was added, and H2 rather
than He was used as the buffer gas, and the electrodes made
an oblique angle in the synthesis process which were a little
different from the traditional arc method [43]. They treated
their samples (containing ∼50% SWNTs) by soaking in
hydrochloric acid and heating to high temperature (770 K)
under vacuum. Their adsorption measurement technique
consisted of monitoring the pressure change of hydrogen
versus time in a constant-volume cell containing the nano-
tubes sample; when equilibrium is achieved, the pressure
decrease corresponds to the amount of hydrogen adsorbed.
The results at room temperature and 10.1 MPa were 2, 2.5,
and 4.2 wt% for nontreated, partially treated, and entirely
treated samples, respectively (Fig. 4). The relatively high
hydrogen storage capacity was attributed to the large mean
tube diameter of about 1.85 nm, which they ascribed to the
addition of a sulfur-containing growth promoter [44, 45].
About 78.3% of the adsorbed hydrogen (3.3 wt%) could
be released under ambient pressure at room temperature,
while the release of the residual stored hydrogen (0.9 wt%)
required heating of the sample.
The same group examined the storage capacity of single-

walled carbon nanotubes pressed into tablets and heat
treated under argon flow at 1473 K for 2 h. They obtained
a storage capacity of 4 wt% at room temperature and
11 MPa [46]. About 70% of the adsorbed hydrogen was
released under ambient pressure. However, these high stor-
age capacities could not be confirmed by other groups using
the same measuring method. Tibbetts et al. [32] found stor-
age capacities of below 0.05 wt% for different nanotubes at
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Figure 4. Amount of H2 in wt% for SWNT samples, and the pressure
change versus the adsorption time. Sample 1 was used as synthesized.
Sample 2 was soaked in 37% HCl acid for 48 h, rinsed with deionized
water, and dried at 423 K. Sample 3 was pretreated in the same way as
sample 2, then vacuum heat treated for 2 h. Reprinted with permission
from [42], C. Liu et al., Science 286, 1127 (1999). © 1999, American
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11 MPa and room temperature. Chen et al. examined dif-
ferent purified and nonpurified SWNTs with the volumetric
method at 77 K and room temperature, applying hydrogen
pressures up to 8 MPa. The measurements gave no indi-
cation that carbon nanotubes exceed the storage capacity
of activated carbon. At room temperature, the hydrogen
uptake was below 1 wt%, and at 77 K about 1.5 wt% [47].
Wu et al. [48] probed the hydrogen-adsorption properties

of multiwall nanotubes synthesized by the catalytic decom-
position of CO and CH4 on powdered La2O3 catalysts. The
CO-generated tubes consisted of concentric cylinders, while
the CH4-produced tubes contained graphite layers that were
tilted with respect to the tube axis, forming cones. In both
cases, the catalyst was removed by stirring in dilute nitric
acid. The purified nanotubes were then annealed to 1370 K
in vacuum in order to increase crystallinity. The TGA anal-
ysis in flowing hydrogen showed that CO-generated CNTs
adsorbed a small quantity of hydrogen (0.25 wt%) when the
sample was cooled from 470 K to room temperature.
With a tapered element oscillating mass analyzer, Smith

et al. [49] measured SWNTs from Tubes@Rice at room tem-
perature and pressures up to 4.8 MPa. The highest storage
capacity of 1.2 wt% at 4.8 MPa was obtained for purified
SWNTs after an oxidation under a stream of CO2 at about
900 K. The activation of the SWNT samples by mild oxida-
tion in CO2, followed by heat treatment in an inert atmo-
sphere, increases the hydrogen adsorption capacity of the
SWNT samples by about a factor of 3 at 4.8 MPa.
A newly developed high-energy ultrasonic cutting proce-

dure which incorporates a TiAl0�1V0�04 alloy has been applied
to purified, laser-generated SWNT materials, allowing high-
capacity hydrogen adsorption at ambient conditions [50].
The degassed samples underwent a brief room-temperature
H2 exposure at 0.07 MPa, and the H2 TPD spectrum is char-
acterized by two separate desorption signals peaked at ∼375
and 600 K, indicating at least two different types of sites for
hydrogen adsorption. The hydrogen adsorption capacity, as
measured by calibrated TPD, was ∼6.5 wt% on a total sam-
ple weight basis after sonication in 4 M HNO3 for 16 h at
50 W · cm−2 and degassing to 825 K. This sample was found
to contain ∼15 wt% alloy of composition TiAl0�1V0�04 due to
decomposition of the ultrasonic probe. The pure TiAl0�1V0�04
samples generated using the same method exhibited X-ray
patterns consistent with the alloy found in the SWNT sam-
ples and only ∼2.5 wt% hydrogen adsorption. Assuming
that the alloy in the SWNT sample behaves like the pure
alloy sample, the hydrogen uptake on the SWNT fraction is
∼7.2 wt%. Samples with higher alloy contents had reduced
overall hydrogen capacities, but the value of ∼7 wt% on the
SWNT fraction was relatively constant. The presence of the
alloy might, in fact, stimulate hydrogen adsorption and des-
orption. Several control experiments have shown that the
observed uptake is not solely due to the presence of the
alloy, and there are some experimental indications of par-
tial electron transfer being responsible for the stability of
the hydrogen [50]. Unfortunately, the high storage capac-
ity of about 6.5 wt% could not be confirmed by volumet-
ric measurements performed by the same group, which give
a value of 2.3–2.8 wt% [51]. In the DOE report of year
2001, Heben’s group declared that, unfortunately, they can-
not reproduce the high hydrogen storage capacities using
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SWNTs generated with a new laser [52]. The hydrogen stor-
age capacities of these new SWNTs range from 2 to 4 wt%.
Recently, Hirscher et al. [53] investigated the influence of

sonication on the hydrogen storage capacity of SWNTs. The
samples were sonicated in 5 M HNO3 for various periods
of time using an ultrasonic probe of the alloy Ti–6Al–4V or
stainless steel. The sonication treatment introduces particles
of the Ti alloy or Fe into the samples, and the hydrogen
storage capacity increases with the sonication time. After
heating in high vacuum up to 900 K, the maximum value
of overall hydrogen storage at room temperature was found
to be 1.47 wt% in an SWNT–alloy composite, with a sharp
comparison to the value below 0.005 wt% in the SWNT–
Fe composite. Directly after the sonication treatment, the
samples show no hydrogen uptake at room temperature,
whereas after heating in high vacuum up to 900 K, hydrogen
storage at room temperature is observed. This is the well-
known activation procedure of titanium removing the natu-
ral oxide layer under vacuum and in the temperature range
from 700 to 900 K [54]. Afterwards, titanium readily takes
up hydrogen at room temperature. With increasing sonica-
tion time, the hydrogen storage capacity increases, as well
as the titanium content in the carbon samples. After hydro-
gen loading, X-ray diffraction measurements yield clear evi-
dence of the formation of titanium hydride (see Fig. 5). If
the total amount of hydrogen is ascribed to the fraction of
Ti-alloy particles in the SWNTs, the maximum content in the
alloy will be 3.3 wt%, which is below the maximum storage
capacity of this Ti alloy and titanium itself. Encouraged by
these findings, the authors concluded that all of the hydro-
gen uptake could be ascribed to the Ti-alloy particles [53].
Heben suggests that nanotubes in some of the samples are

being “activated” in some way by the alloy particles so that
they adsorb more hydrogen than they would in the absence
of the metal [55]. The alloy, he believes, may assist hydrogen
uptake by a catalytic effect in which the titanium dissoci-
ates the H2 or via thermal effects, where the exothermic
reaction of hydrogen with the titanium could locally create
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Figure 5. X-ray diffraction spectra (Cu K� radiation) of SWNTs soni-
cated in 5 M HNO3 for 16 h using a Ti-alloy horn. The as-sonicated
material shows the diffraction peaks of titanium. After deuterium load-
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ish, and the diffraction peaks of titanium deuteride appear. Reprinted
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thermal disturbances to the tube that might aid in the addi-
tion of the hydrogen. A mechanism that is midway between
physisorption and chemisorption is favored because much
of the stored hydrogen desorbs at higher temperatures than
is typically found for physisorption. The mechanism could
involve fractional electron charge transfer between hydrogen
molecules and the nanotube, with the hydrogen molecule
remaining intact [55].
Another strategy that might help crack the hydrogen-

storage mystery is to “decouple” the nanotube-cutting pro-
cess from the alloy-introduction step. With this in mind,
Heben’s group found ways to cut nanotubes without son-
ication using a controlled dry cutting method that nonde-
structively cuts the SWNTs without incorporating a metal
alloy in the latest DOE report of 2002 [56]. It is regrettable
that the details of this process have not been revealed yet.
In order to establish the degree of control achieved, they
used Raman spectroscopy to monitor the degree of cutting
caused by the new method. They found that, when identi-
cal conditions are employed to presumably achieve similar
degrees of cutting, the ratio of the Raman D band, which
is correlated to the number of defects (i.e., ends), to the G
band of the nanotubes increases by a fixed amount.
The hydrogen storage capacities of samples obtained

by this cutting method were evaluated with temperature-
programmed desorption. Hydrogen exposures were at room
temperature and 0.07 MPa for several minutes, and the sam-
ples were then cooled in the presence of the gas. The TPD
spectra of both uncut and cut samples contain a hydro-
gen desorption peak at ∼138 K, which can be attributed
to the normal physisorbed hydrogen which is seen for acti-
vated carbons. The spectrum of the cut sample additionally
shows a hydrogen desorption peak at ∼338 K, revealing the
presence of hydrogen that is stabilized at ambient tempera-
tures. The hydrogen desorption peaks occur at the different
temperature ranges for the sonicated samples which incor-
porate metal hydride alloy and “dry-cut samples” without
metal species. Obviously, the hydrogen adsorption mecha-
nism is strongly influenced by the incorporation of the metal
hydride species. Unfortunately, the hydrogen storage capac-
ity was not clearly provided, although the “dry-cut” samples
were evaluated with temperature-programmed desorption
and volumetric techniques. It was estimated that this new
cutting process avoided metal impurities, and resulted in
storage capacities below 1 wt% [56]. However, they claimed
that the values scattered, and were hard to reproduce. Opti-
mization of the process and the subsequent incorporation
of catalytic metallic species will be explored in the future to
determine if high-temperature, high-storage capacity mate-
rials may be prepared in a reproducible manner [56].
Ding et al. [57] tested CVD-grown MWNTs using the vol-

umetric measurement method with corrections for thermal
effects. The MWNTs were prepared by acetylene decompo-
sition, and pressed into pellets without further treatment.
These pellets were degassed at 673 K for 6 h to remove
the moisture and other absorbed contaminants. The ambi-
ent temperature was carefully monitored to correct the
pressure changes arising from the temperature variation.
At the same time, the sample chamber temperature was
also recorded. The gravimetric hydrogen storage capacity
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found was 2.0 wt% at room temperature and a pressure of
∼6.5 MPa.
Hirscher et al. [58] also conducted the hydrogen stor-

age on ball-milled graphite, graphite nanofibers, and SWNTs
which were ball milled under Ar or D2 atmosphere in order
to modify the microstructure. A very low reversible hydro-
gen uptake for the SWNTs milled under argon was observed.
However, they found 0.3, 0.5, and 1.0 wt% hydrogen uptake
on graphite, graphite nanofibers, and SWNTs, respectively,
and reversible hydrogen storage only for SWNTs. Dur-
ing high-energy ball milling under hydrogen pressure, the
microstructure of carbon nanotubes is severely damaged
by mechanical impact, and furthermore, dangling carbon
bonds may be formed which can react with the surrounding
hydrogen atmosphere. It is suggested that opening or cutting
of the tubes and ropes is essential.
The hydrogen uptake of carbon nanotubes in the low-

pressure range up to ambient pressure was measured by
Adu et al. [59] with a thermogravimetric analyzer. The stor-
age capacity at ambient temperature is nearly constant, and
about 0.5 wt%. However, Pradhan et al. [60] obtained a
hydrogen storage capacity of up to 6 wt% at 0.2 MPa with
processed bundles of SWNTs utilizing the same measuring
method.
Zhu et al. [61] tested the bundles of well-aligned mul-

tiwalled carbon nanotubes, and found that the hydrogen
storage capacity is over 3 wt% under 290 K and ∼10 MPa
pressure. However, they obtained a value of 0.68 wt% for
the random material at the same pressure. The same group
obtained a similar value of 2.4 wt% under similar condi-
tions for the aligned MWNT samples [62]. Unfortunately,
the masses used for the volumetric measurement have been
far below 1 g (about 100 mg). Even more startling were
the claims of Chen and his co-workers [63], who reported
that certain aligned carbon nanotubes can store hydrogen
at levels exceeding 5–7 wt% at room temperature under a
pressure of 1 MPa. Aligned carbon nanotubes with diam-
eters of 50–100 nm were grown on a stainless-steel wafer
by plasma-assisted hot-filament chemical vapor deposition.
The mass of the examined carbon material was less than
1 mg, and the weight of the substrate about 60–70 mg. They
measured the mass decrease of loaded nanotubes together
with the substrate by heating up to 600 K. In this study,
quadruple mass spectroscopy and thermogravimetric analy-
sis were employed to probe the hydrogen storage capacity.
However, a reference measurement of the substrate is miss-
ing. After the pretreatments of heating the samples to 570 K
and removing the catalyst tips, the hydrogen storage capacity
can be increased up to 13.8 wt% and the pressure required
for storage decreased. However, the community still awaits
confirmation of these experimental results by workers in
other research groups.

2.3. Gaseous Hydrogen Storage
in Doped CNTs

All the above H2-uptake systems require high pressure or
subambient temperatures, or both. Recently, Chen and co-
workers [64] reported high hydrogen adsorption in alkali-
metal-doped carbon nanotubes at ambient pressure and
slightly elevated temperatures. The carbon nanotubes used

in this work were synthesized by catalytic decomposition of
methane. Doping of the carbon nanotubes was carried out
by means of solid-state reactions with Li- or K-containing
compounds such as carbonates and nitrates. The extent of
hydrogen uptake was determined by TGA and confirmed
by TPD. The authors reported dramatic enhancement of
hydrogen storage in the alkali-doped systems, with the best
results found in the case of Li–CNTs (20 wt% gravimetric
storage). The remarkable storage improvement in Li–CNTs
(Fig. 6) relative to the virtually negligible (0.4 wt%) storage
in undoped nanotubes was attributed by them to adsorption
by means of metal hydride interaction.
Using in-situ FTIR spectroscopy, the authors correlated

an increase in intensity of the characteristic lithium hydride
vibration at ∼1420 cm−1 with increased hydrogen adsorp-
tion in the temperature range of 473–673 K. A new infrared
band, which the authors attributed to C–H stretching vibra-
tion, appeared in the spectral region of ∼2600–3400 cm−1.
This feature was observed to disappear upon thorough des-
orption of hydrogen. The authors suggested that an expla-
nation for the remarkable boost in storage capacity may
require dissociation of H2, catalyzed by the intercalated
alkali metal in the carbon nanotubes. The special open-
edged, layered structure of the nanotubes are also helpful
to improve the adsorption performance of hydrogen.
However, Yang [65] thought that the above measurement

results for the hydrogen adsorption should be corrected. The
grade of hydrogen used in the work of Chen et al. was not
reported, but a purity 99.99% was noted [64]. Therefore,
special care should be taken to eliminate possible mois-
ture contamination. In addition, special caution needs to be
taken in using TGA for measuring adsorption or reaction
kinetics. Upon a change in temperature or gas composi-
tion/flow rate, the accompanying change caused by changes
in buoyancy and friction forces from the gas flow is usually
of the same order of magnitude as the signal that is being
measured (i.e., the actual weight change). Hence, rigorous
calibration must be done for all changes.
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Figure 6. TGA profile of reversible H2 sorption–desorption cycle on
Li-doped CNT. The sample was cooled to 300 K, and then heated again
to 873 K. Reprinted with permission from [64], P. Chen et al., Science
285, 91 (1999). © 1999, American Association for the Advancement of
Science.
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Yang prepared alkali-doped carbon nanotubes according
to the method prescribed in the work of Chen et al. [64].
Nevertheless, ultrahigh-purity hydrogen (99.999%, with
moisture trap) was used to conduct the adsorption measure-
ments on Li-doped SWNT (Fig. 7). The results of hydrogen
adsorption with added water (2.3 vol%) was also obtained to
compare with the results of dry hydrogen adsorption (Fig. 8).
Furthermore, calibration runs were made under the same
conditions to calibrate the weight gains/losses [65]. The sim-
ilar qualitative features of the result of Chen et al. [64]
were reproduced over Li/nanotubes; however, the total
weight differential was only 2.5%, rather than 20% reported
by Chen et al. The essential qualitative feature of the
TGA profile was still maintained with moisture addition,
and the total weight differential in wet H2 was substan-
tially greater, at 12%, compared to 2.5% in dry H2. The
weight gains reached 1.8 and 21% over K/nanotubes in
dry or wet H2, respectively, compared to 14% reported by
Chen et al.
Yang also reported the IR spectrum of LiOH (with one

hydrate), and a striking similarity existed between this spec-
trum and that of Chen et al. This shows that the alkali
hydroxide and additional hydrates may form. The weight
gains by forming hydroxides (plus hydrates) agreed well with
the total weight gains reported by Chen et al. Although
Chen et al. did not find the emergence of water in the des-
orption product using TPD, the work of Yang showed that
the TGA measurements strongly depended on the concen-
tration and rate of supply of moisture.
Pinkerton et al. [66] made further investigations on doped

CNTs. The results indicate that, on Li-doped CNTs, neither
hydrogen nor carbon is required to generate the qualified
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Figure 8. TGA profile of Li-doped carbon nanotubes in 0.1 MPa wet
H2. (a) Increasing temperature from 20 to 500 �C at 5 �C/min. (b) Cool-
ing at slower rates. The total weight of Li/C was 10 mg. 2.3% (vol.)
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TGA cycling features, which are strikingly similar to those
reported by Chen [64] and Yang [65]. This result is obtained
for Li-containing samples measured in Ar without H2 and
in LiOH samples measured in either H2 or Ar. To eluci-
date the species responsible for weight cycling, additional
gases (N2, O2, H2O, or air) are deliberately introduced into
the TGA furnace (Fig. 9). Adding 0.5 sccm of dry air to
the TGA gas stream has spectacular effects on the cycling
features, and the magnitude grows as the O2 concentration
increases with continued exposure. The amplification derives
from the catalytic reaction between H2 and O2 under the
specific conditions with the Pt pan as a catalyst. Therefore,
these cycling features arise from atmospheric impurities in
the TGA which finally react with Li or K to form LiOH or
KOH. The authors conclude that the cycling species respon-
sible for the weight changes is, in fact, H2O, in agreement
with Yang [65]. The H2 storage results vary from 0.72 to
4.2 wt%, depending on the initial weight and scan rate under
46% H2 in Ar on Li-doped CNTs.
Zidan and Rao [67] believed that the introduction of

nanoparticles (dopants) to the nanotubes can enhance
hydrogen bonding at the edge and inside the tubes, allow-
ing for hydrogen storage to occur. The success of making
doped carbon nanotubes with transition metals and alloys
can allow for a weak covalent bond similar to cases of a
dihydrogen bond that is not restricted to a pure physisorp-
tion or chemisorption bond [68, 69]. Controlling the type
and size of tubes and dopant is expected to tune the product
for hydrogen sorption to occur at a desired temperature and
pressure. Preliminary results showed an indication of 0.5–
1% by weight hydrogen uptake and release from samples.
A thermogravimetric system capable of operating at a wide
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range of temperatures was used to measure the hydrogen
uptake and release. Unfortunately, no samples and experi-
mental details were revealed in this study [67].

2.4. Electrochemical Hydrogen Storage

Table 2 summarizes reported experimental results thus far
achieved for electrochemical hydrogen storage in carbon
nanotubes. The electrochemical hydrogen storage capacity

Table 2. Summary of the reported electrochemical H2 storage capacity
in carbon nanotubes.

Charge
capacity Max.

Sample Purity (%) (mA · h/g) wt% H2 Ref.

SWNT unpurified 110 0�40 [30]
MWNT (10–40%) 100 0�37 [30]
SWNT unpurified 550 2�0 [31]
SWNT — 160 0�57 [29]
MWNT — 200 0�74 [73]
SWNT 80 800 2�9 [74]
SWNT — 360 0�9 [75]
SWNT 90 440 1�6 [76]
Li–CNT — 160 0�59 [76]
Li–SWNT — 640 2�4 [76]
SWNT rope — 503 1�84 [78]
SWNT 95 316 1�2 [77]
MWNT 95 1157 4�1 [79]
SWNT purified 1200 4�35 [80]
Li–SWNT — 1080 3�9 [81]

Note: — represents data unavailable.

of SWNTs was measured by Nutzenadel et al. [30] using
carbon nanotube samples from worldwide research groups
or companies. In each case, 20 mg of SWNTs were finely
ground, mixed with 80 mg of Au powder (which serves as
a compacting additive, and does not participate in the elec-
trochemical reaction), and pressed at a pressure of 500 MPa
to form a pellet. The SWNT/Au pellet served as the nega-
tive electrode, and an Ni plate was used to form the coun-
terelectrode. Experiments were conducted in a half cell,
using a solution of 6 M KOH as the electrolyte; potentials
were referred to an Hg/HgO/OH− reference electrode. The
hydrogen weight density was deduced from the amount of
discharged current. The obtained hydrogen storage capac-
ity was ∼0.40 wt%. Nevertheless, the effect of chemical
posttreatment and/or metallic impurities on the absorptive
capacity of the SWNT samples was not quantified in this
work. MWNT samples exhibited a similar hydrogen stor-
age capacity of 0.37 wt%. The same group presented fur-
ther investigations on a variety of carbon nanotubes [31, 70].
The storage densities range from 0.04 up to 2 wt%, and
correlate with the specific surface area of the sample [71].
Nijkamp et al. [72] also observed a similar correlation in
low-temperature volumetric measurements on high-surface-
area carbon materials.
Lee et al. [29] conducted electrochemical charge–

discharge cycling experiments recently. CNT-based com-
posite electrodes were fabricated by mixing and grinding
first with conductive Ni powders (99.8%) for 50 min, and
later with the organic binder of polytetrafluoroethylene
(PTFE) for 20 min with a mixing composition ratio of
CNT:Ni:PTFE = 40:50:10. The pellet was made by pressing
the mixture into a mold of 10 mm diameter at 200 MPa. This
pellet was inserted into Ni metal mesh, and used for a work-
ing electrode. The counterelectrode Ni was separated by a
polymer separator. The charge–discharge cycles were carried
out in a solution of 6 M KOH solution. An Ag/AgCl stan-
dard electrode was used as a reference electrode in this mea-
surement. A charge/discharge capacity of 160 mA · h/g was
demonstrated, which corresponds to a gravimetric capacity
of ∼0.57 wt%.
Qin et al. [73] investigated the electrochemical proper-

ties of an MWNT–Ni electrode. The MWNT–Ni electrode
was found to have a high discharge capacity of 200 mA · h/g
(∼0.7 wt%) and a long charge/discharge cycle life. Recently,
electrodes made of purified and open SWNTs behaved
like metal hydride electrodes in Ni–MH batteries, show-
ing high electrochemical reversible charging capacity up to
800 mA · h/g corresponding to a hydrogen storage capacity
of 2.9 wt% [74]. Most recently, Zuttel et al. [75] studied
the electrochemical hydrogen storage capacity of a series
of CNTs, and found the highest value of capacity up to
0.9 wt%.
Kibria et al. [76] investigated the electrochemical hydro-

gen storage behaviors of undoped and alkaline-metal-doped
CNTs produced by various preparation techniques. Laser-
ablation-grown CNTs produce the highest hydrogen stor-
age capacity of 1.6 wt%. The alkali metal-doped CNTs
showed higher hydrogen storage capacities than undoped
CNTs. Although the hydrogen storage capacities of Li-
doped CVD and AD (arc discharge)-grown CNTs were six
times higher than that of undoped CNTs, it is only 0.6 wt%.
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For Li-doped LA grown CNTs, the hydrogen storage capac-
ity reached 2.4 wt%. The high hydrogen storage capac-
ity of alkali metal-doped CNTs seems to originate from
increasing the hydrogen adsorption sites of CNTs due to
introducing the doped metals in nanotube bundles, and
separating the tubes, but not from their chemical effects.
Purified SWNTs with a large mean diameter of approxi-
mately 1.85 nm, which were synthesized by a semicontin-
uous hydrogen arc-discharge method [42], were also used
for electrochemical hydrogen adsorption experiments [77].
After high-temperature treatment, a reproducible maximum
discharge capacity of 316 mA ·h/g, corresponding to 1.2 wt%
hydrogen storage, was achieved at 298 K under normal pres-
sure. After 100 charge/discharge cycles, >81% of the maxi-
mal capacity was maintained.
Dai et al. [78] further measured the electrochemical

charge/discharge hydrogen capacity of macroscopically long
ropes (up to 100 mm in length) of well-aligned SWNTs
(60–70 wt% purity) with a larger mean diameter of about
1.72 nm. A discharge capacity of 503 mA · h/g, correspond-
ing to 1.84 wt% hydrogen, was achieved reproducibly at
ambient temperature under normal atmosphere. A much
higher charge capacity of 1157 mA · h/g, corresponding to
4.1 wt% hydrogen, was obtained using electrodes made up
of MWNTs [79].
Reversible insertion of lithium into purified single-wall

carbon nanotubes was achieved electrochemically [80]. Car-
bon nanotubes exhibited reversible capacities of approxi-
mately 460 mA · h/g and very high irreversible capacities
of 1200 mA · h/g, corresponding to 4.35 wt% hydrogen,
which the authors ascribe to the large specific surface area
(350 m2/g). In-situ X-ray diffraction revealed an irreversible
loss of crystallinity, suggesting that doping disrupts the inter-
tube binding, analogous to exfoliation in layer hosts. In
another study, lithium-inserted carbon nanotubes exhibited
reversible capacities approximately 780 mA · h/g and very
high irreversible capacities of 1080 mA · h/g, corresponding
to 3.9 wt% hydrogen [81].
Pekker et al. [82] performed the hydrogen storage exper-

iments with carbon nanotubes and graphite via a dissolved
metal reduction method in liquid ammonia. Dried ammo-
nia was condensed to the carbon material which had been
mixed with lithium under an inert atmosphere. The suspen-
sion was stirred for 1 h at about 220 K, and then ammonia
was evaporated by heating to room temperature. After a sec-
ond condensation, methanol was added to the sample. The
sample was heated again to room temperature to evaporate
NH3, and then it was washed and dried. With thermoana-
lytical and electron-microscopic studies, the authors could
show that the applied hydrogenation method gives rise to
the formation of strongly bound derivatives. Desorption of
hydrogen takes place at around 770 K, and the content was
1.7 and 0.7 wt% for graphite and carbon nanotubes, respec-
tively.
Generally speaking, the electrochemical loading of carbon

nanostructures shows no spectacular high storage capacity.
Furthermore, the uptake seems to be proportional to the
specific surface area of the carbon material, and therefore
comparable to activated carbon [28].

2.5. Hydrogen Storage in Carbon Nanofibers

Carbon nanotubes are not the only carbon structures
which are able to retain hydrogen in their framework;
graphite nanofibers also exhibit hydrogen adsorption poten-
tial. The hydrogen storage experimental results for graphite
nanofibers are also listed in Table 1. Rodriguez’s group pre-
pared various graphite nanofibers, and conducted hydrogen
adsorption experiments using the produced nanofibers [83].
These graphite nanofibers consist of catalytically produced
graphene sheets that are oriented to form various fibrous
structures. The orientation of the sheets in the fibers can be
controlled by the choice of catalyst. Hydrogen gas applied
at 11.35 MPa was absorbed at room temperature (298 K).
The hydrogen storage capacity was found to be, for CNTs,
11.26 wt%, for herringbone carbon fibers 67.55 wt%, for
platelet fibers 53.68 wt%, and finally, for graphite 4.52 wt%.
Unfortunately, this surprising hydrogen adsorption capacity
has not been confirmed to date, neither experimentally nor
theoretically [18]. Attempts by other researchers to repro-
duce these high-hydrogen storage densities have failed, and
typically, results of only 0.08 wt% have been achieved [84].
The extraordinarily high results were later suggested to be
influenced by the presence of water vapor, which expanded
the spacing between the graphite layers (typically ∼3.4 Å) to
accept multiple layers of hydrogen [85]. Browning et al. [86]
synthesized carbon nanofibers at 870 K by passing ethy-
lene over a series of Fe–N–Cu catalysts. They obtained a
hydrogen storage capacity in their sample at room temper-
ature and 12 MPa of 4.18 and 6.54 wt% with a postpro-
duction treatment. Poirier et al. [87] tested the hydrogen
storage performance of carbon nanofibers, as well as inter-
calated and exfoliated carbon materials. At room temper-
ature, carbon nanofibers adsorb 0.7 wt% at a hydrogen
pressure of 10.5 MPa, which is comparable to activated car-
bon. However, the hydrogen coverage per unit surface area
is found to be substantially larger on carbon nanostructures
than on activated carbon. de la Casa-Lillo et al. [88] found
that the highest values of hydrogen adsorption in activated
carbons or activated carbon fibers was close to 1 wt% at
10 MPa and room temperature. Hwang et al. [89] reported
that the carbon nanofibers from methane decomposition
using an Ni–MgO catalyst exhibited a hydrogen adsorption
capacity up to 1.4 wt% after heat treatment at 1470 K in
N2 atmosphere. Hirscher et al. [28] also performed volu-
metric measurements at 11 MPa and 300 K using GNFs
prepared by catalytic vapor deposition, and observed a
hydrogen uptake lower than 0.1 wt%. Nevertheless, the
ball-milled graphite fiber reached up to 0.5 wt% hydrogen
adsorption capacity at 0.9 MPa and room temperature using
the TDS technique [58]. Tibbetts et al. [32] studied the
sorption of hydrogen very carefully by nine different car-
bon materials at pressures up to 11 MPa and temperatures
from 193 to 773 K. The largest sorption observed is less
than 0.1 wt% hydrogen at room temperature and 3.5 MPa.
Ritschel et al. [90] observed a storage capacity of 1273 K
Ar-treated GNF less than 0.2 wt% at room temperature and
4.5 MPa.
Using the thermogravimetric analysis, Ströbel et al. [91]

measured the hydrogen adsorption of carbon nanofibers and
activated carbon at high pressure. At a pressure of 12.5 MPa
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and room temperature, they observed a maximum weight
increase corresponding to a hydrogen uptake of 1.6 wt%
in activated carbon and of 1.2 wt% for the fibrous mate-
rial. Harutyunyan et al. [92] obtained consistent results on
purified tubular-formed and herringbone-type GNFs. They
found 1.8 wt% at 77 K and about 1 wt% at room tempera-
ture under 1.5 MPa hydrogen pressure.
However, encouraging results have been reported by

Gupta and Srivastava [93, 94], who achieved hydrogen
adsorption capacities of ∼10 and ∼15 wt% for graphite
nanofibers grown by thermal cracking. The GNFs were acti-
vated by heating 1 h at 420 K under 10−7 MPa in a steel
reactor. After 15–16 h, hydrogen absorption started, and the
hydrogen uptake saturated at pressures higher than 9 MPa.
More recently, Fan et al. reported a 10–13 wt % hydrogen
adsorption capacity using vapor-grown carbon fibers [95]. In
a further research paper [45], the same group reduced the
storage capacity of carbon fibers by a factor of 2. As with
carbon nanotubes, a large degree of variation in the results
exists, and further verification is required.
The rather scattered experimental results published on

hydrogen storage measurements of carbon nanofibers also
listed in Table 1. The figures in the table show that the
large discrepancies between claims of high hydrogen stor-
age capacities and almost no storage at all exist up to the
present day. The experimental data range from 67.55 down
to 0.08 wt%.

3. THEORETICAL CALCULATIONS
OF HYDROGEN STORAGE
BY CARBON NANOTUBES

Theoretical models allow the study of ideal systems, and are
useful tools for investigating complex systems. Models have
been made of the physical adsorption of molecular hydrogen
on carbon nanotubes, as well as chemical adsorption of both
atomic and molecular hydrogen. These studies have investi-
gated hydrogen binding sites on the carbon framework and
adsorption isotherms and density profiles. Theoretical inves-
tigations can be extremely useful in developing an under-
standing of the elementary steps in the adsorption process,
as well as in predicting an upper limit on the hydrogen stor-
age capacity.
The theoretical calculations are generally classified into

two groups according to how they treat time within their the-
oretical model. Statistical mechanics and molecular dynam-
ics include time, and are used for looking at molecules in
motion. Quantum mechanics (electronic structure methods)
and molecular mechanics are time independent, and can
perform accurate energy calculations on snapshots of the
molecular system.

3.1. Statistical Mechanics
(Monte Carlo) Methods

Most grand canonical Monte Carlo (GCMC) studies on
hydrogen adsorption in carbon nanotubes have used a 12:6
Lennard–Jones [96–98] potential to model the classical
molecular interactions. The study of hydrogen adsorption

is complicated by a significant contribution from quan-
tum effects [99, 100]. Darkrim and co-workers [99, 101]
state that Chakravarty et al. [102] found that, for molec-
ular hydrogen clusters at temperatures above 20 K, a
full path-integral formalism was unnecessary, and the less
computation-intensive Feynman–Hibbs [103] perturbative
approach to modeling quantum effects seemed sufficient.
Darkrim found that, for simulations of hydrogen adsorp-
tion on nanotubes, the Feynman–Hibbs-based corrections
accounted for a 5% difference at room temperature and
about 15–25% at 77 K. This clearly demonstrates that,
while an uncorrected Lennard–Jones potential can be used
successfully for qualitative work at room temperature and
above, quantitative work requires treatment of the quantum
effects. Another complicating factor now often included is
a treatment of the quadrupole and dipole interactions [104,
105], and which were mandatory for the studies of charged
systems [106]. A summary of the methods and some param-
eters can be found in Table 3.
All of the simulations reported so far have made two

assumptions. First, they base their calculations on semiem-
pirical potentials taken from work on planar graphite sys-
tems. Second, they assume that the same potentials can
be used for both endohedral and exohedral adsorption. It
is therefore reasonable to be skeptical of the quantitative
accuracy of these studies until these two assumptions are
shown to be reasonable enough to give good quantitative
results.

3.2. Electronic Structure Method Studies

One approach to eliminate the two assumptions made for
the statistical mechanic studies (vide supra) is to use elec-
tronic structure methods. These methods may also treat
quantum effects and electron correlation directly or indi-
rectly, and can lead to highly accurate results (±4 kJ ·
mol−1� [107]. The major difficulty of these methods is
the computational effort required, with the more accu-
rate methods scaling catastrophically with model size [e.g.,
O�N 5–7�]. Additionally, processes involving hydrogen partic-
ularly require the more accurate methods to be used, due to
the problem of basis-set incompletion [108]. However, these
methods are ideal for studies of process mechanisms and
thermodynamics. This makes these studies complementary
to the statistical mechanics studies, as they can be used to
refine the statistical mechanic models and parameters.
Recent advances in electronic structure methods have

allowed larger systems to be studied more accurately
than before. The development of several methods that
use periodic boundary conditions has been very advanta-
geous for indefinite systems such as graphite, crystals, and
nanotubes. The pseudopotential plane-wave method [109]
or the self-consistent charge-density-functional-based tight-
binding method (SCC–DFTB) [110] are the main methods
used to study nanotubes. These methods use either a local
density approximation (LDA) [111] or a generalized gra-
dient approximation (GGA) [112]. The GGA is generally
more accurate than the LDA, but it has been criticized for
overestimating repulsive interactions in systems character-
ized by weak bonding forces. Another new development
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Table 3. Summary of Monte Carlo simulation methods and parameters.

Move, insert, Pot. C–C H2–H2 C–H2 Chem. Quant. Polar.
delete prob. type (� /nm) (� /nm) (�/K) (� /nm) (�/K) pot. Temp. inc. inc. Ref.

1, 1, 1 L–Ja 0�34 0�2958 36�7 3�179 32�056 −2�7 293 Yes, Yes [101]
(sic?) F–Hb

1, 1, 1 L–Ja 0�297 33�3 0�319 30�5 No No [121]
0.1, 0.45, 0.45 S–Gc, Yes, [100]

C–Bd P–Ie

0.4, 0.3, 0.3 S–Gc, [106]
D-Jf

L–Ja 0�296 41�5 0�318 34�1 No No [151]
S–Gc type 0�297 42�8 No No [118]

0.5, 0.25, 0.25 L–Ja 0�335 0�296 36�7 No No [152]

a Lennard–Jones potential [96–98].
b Feynman–Hibbs perturbative approach [103].
c Silvera–Goldman potential [153], which includes three-body terms.
d Crowell–Brown potential [154]; accounts for polarizability of carbon atoms [100].
e Path-integral method of Feynman [155].
f Diep–Johnson anisotropic force field [156].
Note: Primary sources for interaction potentials: W. A. Steele, “The Interaction of Gases with solid Surface.” Pergamon, Oxford, U.K., 1974 (used by Yin et al. [151]);

T. Kihara, “Intermolecular Forces.” Wiley, New York, 1978 (used by Yin et al. [151]).

is the ONIOM [113] method that allows simple molecu-
lar mechanics methods to be combined with more accurate
quantum mechanics. These new methods are allowing ever
more accurate studies to be performed on carbon nanotube
systems.

3.3. Binding Sites for Molecular Hydrogen
Physisorption on Graphitic Materials

Molecular hydrogen physisorption can occur at a number of
sites on graphitic systems. These include on top of atoms,
bonds, and the center of the carbon hexagons. One density
functional theory study [114] used a local density approxi-
mation (LDA), and they found that the most stable config-
uration for hydrogen molecules was above the center of a
hexagon, although the preference for this position was small,
indicating that the barriers for classical diffusion would be
small. Dubot and Cenedese [115] used semiempirical AM1
simulations to model Li-doped SWNTs, and found that Li
adsorbed inside and outside the tube, with the most stable
site also being the center of a hexagon. More recently, both
static and dynamic calculations were conducted by Arel-
lano et al. [116] to investigate the interaction of molecular
and atomic hydrogen with single-wall carbon nanotubes. An
ab initio FGI96MD code [117] was selected, in which the
DFT was used to compute the electron density and the total
energy of the system, and LDA to account for exchange
and correlation effects. Molecular physisorption inside and
outside the nanotube walls was predicted to be the more
stable state of those systems, with the binding energies for
physisorption of the hydrogen molecule outside the nano-
tube in the range 4–7 kJ · mol−1. From their GCMC study
of nanotube bundles, Williams and Eklund [118] showed
that the geometry of the site affected the average adsorp-
tion potential experienced by the hydrogen molecule. They
found that the three endohedral sites they studied had a
larger potential than sites inside the nanotube. The largest

potential was for endohedral sites in the internal channels
(11 kJ · mol−1�, followed by the grooves (9 kJ · mol−1� and
surfaces (6 kJ · mol−1� on the outer surface of the bundle,
with the sites inside the tube being only (5 kJ ·mol−1�. This
means that physical adsorption and desorption of molecu-
lar hydrogen from nanotubes are low-energy processes, as
many experimental studies have shown. A recent study of
the interaction of molecular hydrogen with planar graphite
clusters by Okamoto and Miyamoto [119] confirmed that the
LDA interaction energy curve was in very good agreement
with the results of ab initio second-order Møller–Plesset
(MP2) calculations.

3.4. Hydrogen Density Profile

Lee et al. [29, 120] used SCC–DFTB calculations, and found
that hydrogen molecules existed in a number of concentric
layers inside the nanotubes. At room temperature, statisti-
cal mechanics studies that reported the density profile about
the carbon nanotube exhibited a single dense monolayer of
hydrogen molecules close to the nanotube wall [100, 101,
106, 121, 122]. This monolayer was present both inside and
outside the tube. After this monolayer the density rapidly
reduced to the equivalent of a bulk phase at the same
compression, indicating that the thermal vibration energy
overcomes the ordering enthalpy for the second and subse-
quent monolayers. Statistical mechanics studies show that at
77 K, the lower thermal vibration energy of the hydrogen
molecules did allow a second [99] dense monolayer shell to
form, with a density intermediate between the first mono-
layer and the bulk phase.
Adding charge to the carbon nanotube increased the

interaction with hydrogen molecules, and also induced a sec-
ond monolayer shell at room temperature [106]. The authors
of this study suggest that such a charged system could
be created by either metal intercalation or by electrostatic
charging. Dubot and Cenedese [115] used semiempirical
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AM1 simulations to study molecular hydrogen adsorption
in Li-doped SWNTs. The molecular hydrogen bound to the
Li atom with a binding energy of 43 kJ · mol−1, and was
repelled from the tube wall if the tube was not doped.
Froudakis [123] used the ONIOM method to investigate the
nature of the hydrogen adsorption in K-doped SWNTs, and
to compare it with the adsorption in pure SWNTs. The cal-
culations showed that the charge transfer from the alkali
metal to the tube polarizes the hydrogen molecule, and this
charge-induced dipole interaction is responsible for higher
hydrogen uptake in the doped tubes. This may explain why
the hydrogen uptake is improved by the doping of catalysts
used in making the carbon nanotube.
All of these monolayers appear to have an average thick-

ness of ∼3.5 Å. This agrees nicely with the SCC–DFTB cal-
culations of Tada et al. [124], who found that there was an
energy threshold to entering the nanotube that was depen-
dent on the tube diameter, with the barrier reducing to
ambient energy levels only when the diameter was above
6 Å. The density of the external monolayer is higher than
for the same monolayer on an ideal graphite sheet, and the
density of the internal monolayer is higher again [121].

3.4.1. Implications of the Density Profile
The increased adsorption of ideal carbon nanotubes appears
to be based on the presence of the dense monolayer. These
monolayers are dependent on the surface area, which scales
with the number of carbons. Alternately, the bulk phase is
dependent on the interstitial spaces and nanotube internal
volume. These areas are dependent on the square of the
number of atoms. This means that a graph of either nano-
tube size or nanotube packing separation against system
density over bulk density will have a maximum. Therefore,
when compared with a simple nonadsorbent system, the car-
bon nanotubes will have configurations of maximum bene-
fit. For systems for which a single monolayer is predicted,
this maximum occurs when one monolayer is adsorbed on
the nanotube surfaces (radius ∼1.2 nm, tube separation
∼0.7 nm) [101]. No one has quantified the maximum for
charged or low-temperature systems where two monolay-
ers may exist, but intuitively, it would be expected to be
at an additional multiple of 3.5 Å, a radius of ∼1.55 or
∼1.9 nm and a separation of ∼1.05 or ∼1.4 nm. Counter-
ing any “ideal” configuration is the random distribution of
diameter and nanotube arrangement in experimental sys-
tems. A recent theoretical study [125] on randomly gener-
ated bundles predicted adsorption isotherms that appeared
insensitive to the details of the geometry.

3.5. Isotope Separation
Using Carbon Nanotubes

The separation of atomic isotopes is an energy-intensive
and time-consuming process. A recent paper by Challa
et al. [126] modeled that separation of the isotopes of hydro-
gen using a GCMC method including quantum treatment
via a path-integral method. They calculated selectivities of
10,000 for T2/H2 and 1000 for D2/H2 at low temperature
and pressure (20 K:10−4 Pa), which reduced to, respectively,
6 and 5 at 77 K and 1300 Pa. These results indicate that

carbon nanotubes have great potential for use in isotope
separation.

3.6. Nanotube Properties

The chemical reactivity of nanotubes has been analyzed by
comparing unstrained and strained systems. One group [127]
used first principle calculations to look at atomic hydrogen
adsorption on a tube that had been elastically squashed to
form an elliptic tube. They found a large (∼100 kJ ·mol−1�
difference in the binding energy between the regions of high
and low curvature in the ellipse. Another group [128] ana-
lyzed, using an empirical method, the reactivity at areas
of high curvature caused by twisting or bending the nan-
otubes. They also found that sites of higher curvature
have higher binding energies (∼155 kJ · mol−1� for atomic
hydrogen. They also presented some preliminary experi-
mental evidence that nanotubes can preferentially react at
strained sites. The finding that the reactivity of carbon nan-
otubes is modifiable by physical distortion of the tube struc-
ture makes carbon nanotubes quite different from planar
graphitic materials where increased reactivity occurs only at
defect sites.

3.7. Chemical Adsorption
on Carbon Nanotubes

No chemical adsorption was observed in studies using
statistical mechanic methods on systems with molecular
hydrogen at ambient energy levels. Only the studies with
atomic hydrogen discussed below had reactions leading to
chemisorption of the hydrogen. None of those systems mod-
eled carbon nanotubes at conditions proposed for hydro-
gen storage nor proposed a mechanism for release of the
chemisorbed hydrogen. However, it is well known that cer-
tain metal catalysts promote the formation of atomic hydro-
gen, and some of these metals are being combined with
carbon nanotubes.
Using density functional theory, Jeloaica and Sidis [129]

calculated the interaction between atomic hydrogen and
a graphite surface. A coronene-like model of the (0001)
graphite surface is considered. Two adsorption regions sepa-
rated by a barrier were found: a physisorption region around
3 Å from the surface, and a chemisorption region around
1.5 Å. The former is site independent, and compatible with
a high mobility of the hydrogen atoms parallel to the sur-
face. The latter is located exclusively on top of a carbon
atom, which was consistent again with earlier studies using
the semiempirical method [130–133], and more details can
be found from our recent review [134]. Yang and Yang [135]
focused on the adsorption of H atoms on three faces of
graphite: (0001) basal plane, (1010) zigzag edge, and (1121)
armchair edge. The relative energies of adsorption (or C–
H bond energies) follow the order zigzag edge > armchair
edge > basal-plane edge. They also found that adsorption
on the basal plane sites is exothermic and stable. On the
edge sites, the C–H bond energy decreases by nearly 125 kJ ·
mol−1 when two H atoms are adsorbed on the same site.
On the basal plane, the C–H bond energy decreases from
190 kJ ·mol−1 when two H are adsorbed on alternating sites
to 110 kJ · mol−1 when they are adsorbed on two adjacent
sites.
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Lee et al. [29, 120] used an SCC–DFTB method, and
identified two chemisorption sites for atomic hydrogen on
SWNTs: similarly to graphite, the carbon atom top sites at
the exterior and the interior of the tube wall. Gülseren and
co-workers [127, 136] and Tada et al. [124] found that the
binding energy depends sensitively on the curvature of the
nanotubes, either zigzag or armchair, and was proportional
to the inverse of the radius. They found that the sp3 rehy-
bridization of a single carbon atom from sp2 was always
exothermic, provided the new bonding orbital was exohe-
dral, and predicted that no chemisorption could occur inside
the nanotube. However, Tada et al. reported repulsive inter-
actions between hydrogen and a planar graphite layer that
are not in agreement with the results of Arellano et al. [114];
the discrepancy between the results of the two calculations
may be due to the different treatments (GGA by Tada et al.
and LDA by Arellano et al.), with GGA known to overesti-
mate repulsive interactions. Gülseren and co-workers [127,
136] also found that the CnHn nanotubes formed were direct
band insulators with a gap of 1.5–2.0 eV at the G point of
the electronic band structure, in contrast to pure nanotubes
which are metallic or semiconductors.
Bauschlicher [137] used a (10,0) carbon nanotube for

studying the hydrogen and fluorine binding using the
ONIOM method (B3LYP/4-31G:UFF). The addition of
two or four hydrogen atoms (from molecular hydrogen)
to a (10,0) tube is computed to be endothermic. As a
comparison, fluorine atoms appear to favor bonding next to
existing fluorine atoms, and the adsorption is quite exother-
mic. The reason may be that the H2 bonding energy (460 kJ ·
mol−1 at B3LYP level) is larger than F2 bonding energy
(140 kJ ·mol−1�. In another study, Bauschlicher [138] exam-
ined the maximum coverage of the tube wall, finding that the
average C–H bond energy for the more stable 50% coverage
is 240 kJ ·mol−1, which is higher than that of 100% cover-
age (160 kJ · mol−1�. This indicates that it is very difficult
to achieve 100% coverage on a (10,0) tube. The favorable
50% coverage corresponds to about 4% by weight storage
of hydrogen.
Froudakis [139] applied the ONIOM approach to a 200-

atom (4,4) SWNT, treating up to 64 carbons and 32 hydro-
gens with the higher level of theory. The small diameter of
the tube together with the large number of atoms considered
allow the higher level model to include a cylindrical part of
the tube. The calculations showed that hydrogen atoms bond
to the tube walls, and do not enter the tube interior. This
binding takes places in zigzag rings around the tube walls,
and not in lines toward the tube axis, changing the tube
shape and causing an enlargement of the tube volume by
15%. After the tube walls are half filled with hydrogens, the
energetically more favorable procedure of hydrogen inser-
tion in the tube is obtained.
These results for hydrogen chemisorption on the exte-

rior wall of SWNT are in fair agreement with that on
the basal plane of graphite. The values of 110 kJ · mol−1
from Yang and Yang [135] and 160–240 kJ · mol−1 from
Bauschlicher [138] agree well with 96 kJ ·mol−1 from exper-
imental desorption of hydrogen from MWNT. However,
more studies, both experimental and theoretical, need to be
made to eliminate the remaining differences. Furthermore,
these large energy barriers somewhat preclude hydrogen

chemisorption as a useful storage method at ambient tem-
peratures.

3.8. Hydrogen Storage Inside Closed SWNT

In another series of studies [140, 141], hydrogen atoms
were used to bombard the wall of a model nanotube in
a molecular dynamics study. They found that atoms with
kinetic energy in the range 90–360 kJ ·mol−1 were chemically
adsorbed on the surface. Atoms with energy higher than this
but lower then 1.3 MJ ·mol−1 bounced off the tube. Atoms
with energy higher than 1.3 MJ ·mol−1 began to pass through
the tube wall; some did this without damaging the wall, some
would remain in the tube while others passed out the other
side, and some entered and damaged the wall. The study
also showed that any damage was “healed” within a short
time (1–3 ps). The studies proposed that carbon nanotubes
could be used as molecular-sized containers for hydrogen, or
deuterium and tritium, particularly where very high densities
are required.
Lee et al. [142] addressed the issue of a possible mech-

anism for the insertion of hydrogen molecules into the
nanotubes using an SCC–DFTB method. According to their
hypothesis, a hydrogen atom bonded to a carbon atom in an
arch-type geometry could push the carbon atoms down, and
then flip into the C–C midbond. The C–C bond recovers
after the H atom flips into the internal space. Once the first
atoms has flipped in, the nearest neighbor top site atoms can
flip more easily because of the lower activation barrier, lead-
ing to a continuous flip-in process. Then the zigzag flip-in
process, that is, the continuous flip-in process in the second
nearest neighbor top site, ultimately results in the forma-
tion of zigzag geometry. A kick-in mechanism was proposed
to explain hydrogen insertion in the nanotubes. Repeat-
ing the kick-in process eventually leads to the formation of
molecular hydrogen inside the tubes. The storage mecha-
nism is completed by a similar hydrogen extraction mecha-
nism with a low energy barrier. Similarly to Gülseren and
co-workers [127, 136] mentioned earlier, the calculations
revealed that C–H bond formation changes the electronic
structures of metallic carbon nanotubes to semiconductors
during the electronic chemical storage process. This suggests
that doping or adding conductive materials to the nano-
tube electrode was required in the electrochemical storage
experiments.

4. INTERACTION BETWEEN
HYDROGEN AND CNTs

Current theoretical studies of simple physical adsorption on
pure carbon nanotubes predict a maximum of 14 wt% under
low temperature and ideal conditions. The real adsorption
process is likely to be more complicated, and the theoreti-
cal simulations have the potential for further refinement. In
particular, as more quantitative and microscopically in-depth
experimental results become available, the model parame-
ters and assumptions will become more realistic.
Only some of the experimental results agree well with

the theoretical calculations. It is not difficult to under-
stand this because experiments are performed on real-world



Hydrogen Storage by Carbon Nanotubes 29

materials, whereas calculations are based on idealized mod-
els. The carbon nanotubes made from various preparation
methods under varied conditions will have different struc-
tural features. It is also probable that the carbon nanotubes
are synthesized with defects or damaged, disordered, and
functionalized during purification and cutting treatments.
Molecular simulations which consider the effects of pack-
ing disorder, diameter polydispersity, functionalization, and
nanotube wall effects are currently underway [143].
Little is known of the effects of nanotube stereochemistry

on hydrogen uptake. SWNTs may, in the future, be prepared
in bulk quantities with a variety of diameters and stereo-
chemistries, depending on the nature of the rolling process
of the graphitic sheet. Zigzag, armchair, and chiral nano-
tubes have been identified by Raman spectroscopy [144], but
methods of forming them in pure high yield have not been
discovered. The structure of the nanotube affects its prop-
erties, including conductance, density, and lattice structure,
and possibly hydrogen adsorption. For example, an SWNT
is metallic if the value (m − n) is divisible by 3. Conse-
quently, when tubes are formed with random values of m
and n, we would expect that two-thirds of nanotubes would
be semiconducting, and the other third metallic. Raman
studies at multiple wavelengths which enable the differenti-
ation between semiconducting and metallic nanotubes may
enable an answer which is better suited for hydrogen adsorp-
tion [145]. If a preference is determined, the aim of current
preparative carbon nanotube research should be directed
to producing specific metallic or semiconducting nanotubes.
Recently, diameter tuning of SWNTs has been reported
through variation in laser pulse power [146]. This advance
is important in furthering progress toward the DOE goals
since there is theoretical and experimental evidence that the
diameter of SWNTs can affect the capacity, thermodynam-
ics, and kinetics of hydrogen storage. In addition to control-
ling nanotube size distributions, Heben’s group also learned
how to detangle and order nanotubes on a large scale [147].
This capability may eventually be important for achieving
high packing densities, and therefore high volumetric hydro-
gen storage densities.
There is considerable debate over the issue of how

SWNTs interact with hydrogen in the scientific commu-
nity [50]. Is it a purely physical or chemical interaction
or is it perhaps somewhere in between? It is important
to obtain a deeper understanding of this process so that
accurate theoretical models and predictions may be devel-
oped. Factors such as tube diameter and chirality may need
to be targeted for synthesis, and so that their interaction
with storage capacity and performance characteristics can
be understood and optimized. In a previous study, Dillon
et al. [26] showed that hydrogen is not dissociated when
adsorbed on arc-generated SWNTs, even though the bind-
ing energy is 19.62 kJ ·mol−1. Recently, they used TPD and
FTIR techniques to show that hydrogen is nondissociatively
adsorbed on laser-generated nanotubes [50]. They found
that the interaction between hydrogen and SWNTs was mid-
way between conventional van der Waals adsorption and
chemical bond formation. Both infrared and Raman inves-
tigations on hydrogen-charged high-capacity purified sam-
ples of SWNTs are presently underway in an effort to better
understand the nature of the carbon–hydrogen interaction.

None of the experiments has so far addressed the local
structure of the binding sites, further complicating com-
parisons with theoretical predictions. Binding energies of
physisorbed hydrogen can be obtained by thermal analysis,
but these do not provide atomic-scale geometric information
about the binding sites. Furthermore, experimental binding
energies are generally much larger than values calculated
for the idealized structure. Inelastic scattering of thermal
neutrons, a spectroscopic technique that is sensitive to the
local environment in which the hydrogen molecules are
trapped, is now being used to probe the nature of the hydro-
gen adsorption site in carbon nanotubes [148]. A proof-of-
principle experiment was recently published, and Figure 10
shows the temperature dependence of the neutron energy-
loss spectra from this work. In principle, one should be able
to determine how much hydrogen is trapped in multiple
sites of different symmetry. Furthermore, the temperature
dependence of the energy-loss peaks associated with differ-
ent sites is a direct measure of the binding energy, a quan-
tity that can be directly compared with theory. The shift in
peak position and the decrease in intensity with tempera-
ture signify physisorption on a tube surface, with a bind-
ing energy slightly larger than would be obtained on a flat
graphite surface. This experiment demonstrates that rota-
tional spectroscopy using thermal neutrons provides impor-
tant microscopic information about hydrogen-binding sites
in nanotubes, although the experimental conditions are of
no practical interest (0.6 g as-grown SWNTs, 25 K, 11 MPa).
As shown in Table 1, there is a large range of published

values for reversible hydrogen storage in carbon nanotubes.
One reason for this range may be insufficient characteri-
zation of the carbon nanotubes as mixtures of opened and
unopened, single-walled and multiwalled, various diameter
and helicities have been tested together with other unknown
carbonaceous species. Another reason may be insufficient
rigor in making hydrogen adsorption measurements on sam-
ples on the order of several milligrams where minute par-
asitic effects can easily and erroneously be attributed to
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Figure 10. Neutron energy-loss spectra of raw SWNT material loaded
with hydrogen at low temperature and high pressure show a peak
resulting from excitation of quantized molecular rotation levels of
physisorbed hydrogen. Reprinted with permission from [16], J. E. Fis-
cher, Chem. Innov. 30, 21 (2000). © 2000, American Chemical Society.
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hydrogen uptake. This means that we should be interpret-
ing currently described experiments with care. Neverthe-
less, these results do give some indications that reaching the
DOE target for hydrogen storage may be achievable, and
they must be regarded as an intermediate step within an
advanced learning process.

5. FUTURE PERSPECTIVES
Research reports aimed at optimizing the carbon nanotubes
for hydrogen storage appear frequently in the literature.
The current reliable values for hydrogen uptake in car-
bon nanostructures [3, 32] need to be greatly increased to
meet the DOE target. The feasibility of a viable carbon-
nanostructure-based storage medium for hydrogen remains
undetermined from the results reviewed here, with the cur-
rent state of the art not providing a solution. This field of
study is complicated by the publication of inaccurate storage
capacities. It has been shown that it is easy to make large
errors in determining hydrogen storage capacities. In this
quickly moving field, it becomes critical for every experimen-
tal result to be confirmed and corroborated by other groups,
to avoid the continued dissemination of unreliable results.
In this regard, we would like to advocate that systematic
studies of the complementary measurement methods should
be carried out, and standard procedures for measuring the
H2 uptake within the limitations of each method should
be established. International conferences and workshops on
gas adsorption measurement in carbon nanotubes should be
called to discuss this challenging topic.
The computational chemistry studies provide a useful

model of hydrogen physisorption on carbon nanotubes. At
room temperature, a single dense monolayer of molecular
hydrogen forms on the inside and outside of the tube. Due
to the geometry of the system, this implies that a limiting
arrangement for maximum storage exists. A second mono-
layer, less dense than the first, can form at low tempera-
ture and when the nanotubes are charged. This will further
increase the storage capacity, but will also have a limiting
geometric arrangement. This second charge-induced mono-
layer may be one explanation for the enhanced storage in
nanotubes with intercalated metals. Alternately, a mecha-
nism that involves the hydrogen molecule dissociating on a
metal catalyst followed by atomic hydrogen moving across
the tube surface before adsorption is proposed. However,
it remains to be shown experimentally or theoretically that
these metals can directly promote hydrogen chemisorption
and, more importantly for hydrogen storage, whether such
a process is reversible.
The temperature and pressure requirements for molec-

ular hydrogen adsorption and desorption, and the kinetics
for charging and discharging are also expected to be a func-
tion of nanotube diameter and aspect ratio, and still need to
be addressed. More work needs to be done to refine these
theoretical models, and to develop a model compatible with
the requirements of the DOE Hydrogen Plan. Highly accu-
rate experimental results could provide more realistic mod-
eling parameters for the theoretical simulations of hydrogen
storage.

It may be a combination of experimental and theoretical
efforts that will lead to a full understanding of the adsorp-
tion process, so that the uptake can be rationally optimized
to commercially attractive levels. It is scientifically interest-
ing and challenging to continue research on the sophisti-
cated experimental techniques and interactions of hydrogen
with different and well-characterized carbon nanostructures.
On the basis of a thorough understanding of the hydro-
gen adsorption in carbon nanotubes, fine adjustments and
optimization of the production conditions can be conducted
to obtain carbon nanotubes with specific structures which
facilitate the hydrogen storage in carbon nanotubes. After
optimization is complete, it will be necessary to scale up
the synthetic and purification techniques that generate the
ideal adsorbent nanotubes. These issues represent signifi-
cant technological and theoretical challenges in the years to
come.

GLOSSARY
Ab initio method Method solely based on the laws of quan-
tum mechanics—the first principles referred to the name
ab initio—and on the values of a small number of physical
constants.
AM1 simulations Semiempirical electronic structure
method. The full name is Austin Model 1, similar to
MNDO (modified intermediate neglect of differential over-
lap), based upon NDDO (neglect of diatomic differential
overlap).
Buckminsterfullerene Broad term covering the variety of
buckyballs and carbon nanotube structures. Named after the
architect Buckminster Fuller, who is famous for the geodesic
dome, which buckyballs resemble.
Capillarity General term for phenomena observed in liq-
uids due to intermolecular attraction at the liquid bound-
ary, for example, the rise or depression of liquids in narrow
tubes, the formation of films, drops, bubbles, and so on.
Compressed hydrogen storage Hydrogen storage pressure
(typically some 20 MPa).
Density functional theory In parallel to the development
of ab initio theory, it was theorized that all molecular prop-
erties could be described as a function of the electron den-
sity (Hohenberg and Kohn, 1964). Density function theory
is a theoretical approach to describe the electron density by
using mathematical functions, called functionals.
Electronic structure method Uses the laws of quantum
mechanics rather than classical physics as the basis for their
computation. Quantum mechanics states that the energy and
other related properties of a molecule may be obtained
by solving the Schrödinger equation (H� = E�, where H
is the Hamiltonian operator, E is the energy of the par-
ticle, and � is the wavefunction). There are now three
major classes of electronic structure methods: semiempirical
method, ab initio method, and density functional method.
Fuel cell Electrochemical device that continuously con-
verts the chemical energy of a fuel to electrical energy.
Hydrogen economy Such an economy is one where hydro-
gen is used for energy storage, distribution, and utilization.
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Inelastic neutron scattering (INS) Process of scattering
neutrons from a specimen, accompanied by a change in
energy of the neutron. Neutron beams for INS may be pro-
duced by nuclear reactors or by spallation reactions induced
by accelerating charged particles into an appropriate target.
After moderation, a monochromatic neutron beam can be
extracted either using crystal monochromators or via time-
of-flight methods.
Lennard–Jones potential Mathematical form of the
potential-energy curve that describes the interaction of
molecules, which stems from the work of the English
chemist J.E. Lennard–Jones.
Metal hydride storage Storage of hydrogen by use of a
metal alloy. The hydrogen is soaked into the alloy like into a
sponge, and fills the spaces in the crystal lattice of the alloy.
The storage is filled, applying a modest overpressure, and is
usually operated in the temperature range of 20–80 �C.
Molecular dynamics Simulation of the time-dependent
behavior of a molecular system, such as vibrational motion
or Brownian motion. It requires a way to compute the
energy of the system, most often using a molecular mechan-
ics calculation. This energy expression is used to compute
the forces on the atom for any given geometry.
Molecular mechanics method Uses the laws of classical
physics to predict the structures and properties of molecules.
Møller–Plesset (MP) calculation This was theorized that
the electron correlation was a perturbation of the wavefunc-
tion, and so the MP perturbation theory could be applied
to the HF (Hartree–Fock) wavefunction to include the elec-
tron correlation. As more perturbations are made to the sys-
tem, more electron correlation is included; these methods
are denoted as MP2, MP3, and MP4.
Monte Carlo methods There are many types of calcula-
tions that are referred to as Monte Carlo calculations. All
Monte Carlo methods are built around some sort of a ran-
dom sampling, which is simulated with a random-number-
generating algorithm. In computational chemistry, a Monte
Carlo simulation is usually one in which the location, orien-
tation, and perhaps geometry of a molecule or collection of
molecules are chosen according to a statistical distribution.
MWNT Multiwalled carbon nanotube.
ONIOM approach The full name is “our own n-layered
integrated molecule orbital and molecular mechanics” devel-
oped by Svensson et al. at Emory University, USA, in 1996.
This method allows the accuracy of quantum mechanics and
the large molecule capability of molecular mechanics meth-
ods to be combined. The method works by dividing a molec-
ular system into successively smaller domains that can each
be treated at increasingly sophisticated theory levels.
Semiempirical method Uses parameters derived from
experimental data to simplify the computation. It solves an
approximate form of the Schrödinger equation that depends
on having appropriate parameters available for the type of
chemical system under investigation.
Statistical mechanics methods Statistical mechanics is the
mathematical means to calculate the thermodynamic prop-
erties of bulk materials from a molecular description of
the materials. Statistical mechanics computations are often

tacked onto the end of ab initio vibrational frequency cal-
culations for gas-phase properties at low pressure. For
condensed-phase properties, often molecular dynamics or
Monte Carlo calculations are necessary in order to obtain
statistical data.
SWNT Single-walled carbon nanotube.
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1. INTRODUCTION
Hydrogenated nanocrystalline silicon (nc-Si:H) or micro-
crystalline Si (�c-Si:H) films appear as a promising material
for thin-film devices such as solar cells, thin-film transis-
tors, and sensors, since the electron mobility of nc-Si:H is
much improved compared to that of hydrogenated amor-
phous silicon films (a-Si:H). Understanding the electronic
transport and optical properties of nc-Si:H is very impor-
tant for improving such device properties. As schematically
shown in Figure 1, structure of nc-Si:H is very complex and
is characterized by “crystalline grain clusters” (region A)
which consist of crystalline grains from nano-size to ∼20 nm,
and it is surrounded by “disorder zones” (region B) [1, 2].
Region A forms columnar clusters of much larger dimen-
sions extending perpendicular to the substrate. Although the
influences of the grain size and crystalline volume fraction
on the electronic transport have been discussed, the details
of their quantitative natures are still not clear [1–8].
To understand the physical properties in such complex

materials, a percolation approach may be useful. A percola-
tion path for electronic transport in nc-Si:H films has been
suggested [3]. In fact, three-dimensional conductance net-
work calculations (computer simulations) for the conductiv-
ity, � , and Hall mobility, �H, show an existence of critical
threshold of such percolation path [9]. It is suggested that
an effective medium approximation (EMA) [10] is useful
for explaining the quantitative transport and optical proper-
ties in inhomogeneous systems [11]. In the present chapter,

current understanding of electronic and optical properties
of nc-Si:H films is briefly reviewed along the idea of EMA
in which random mixture of particles (region A and B) is
assumed for simplicity [11].
Nonactivated behavior of electronic transport (tem-

perature-dependent dc conductivity), on the other hand,
is one of the important and unsolved problems, which
can be related to complicated structure of nc-Si:H films.
In some cases, the dc conductivity seems to be propor-
tional to exp�−B/T 1/2� [12, 13]. Reasons for these behav-
iors have been discussed in terms of hopping conductivity
in a traditional manner [12, 13]. In this chapter, the non-
activated behavior can be, alternatively, explained in terms
of thermionic emissions of electrons over random barriers
between crystalline clusters [14].

2. PREPARATION OF HYDROGENATED
NANOCRYSTALLINE SILICON

Low-temperature fabrication process can be required for
thin-film transistors and photovoltaic cells with inexpen-
sive substrates. The following preparation techniques have
been used to achieve it: (i) plasma-enhanced chemical vapor
deposition (PECVD) of silane (SiH4� gas diluted in H2
gas, (ii) thermocatalytic or hot-wire assisted chemical vapor
deposition (HWCVD) of SiH4 gas diluted in H2 gas, and
(iii) pulsed laser crystallization (PLC) of amorphous silicon
films. These techniques are summarized below.

2.1. Plasma-Enhanced CVD

This method has been well established in depositing hydro-
genated amorphous silicon films (a-Si:H) and hence we only
modify the deposition conditions to prepare nanocrystalline
silicon (nc-Si:H) [1–5]. The structural compositions of
nc-Si:H vary by changing the deposition conditions, that is,
the silane to hydrogen ratio and the plasma excitation fre-
quency. Unlike a-Si:H deposition, decrease of the silane to
hydrogen gas ratio (less than 2% in gas ratio) is required to
increase volume fraction of crystalline. It should be noted
that the material prepared by PECVD is a phase mix-
ture of amorphous and crystalline regions. The substrate
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Substrate

20 nm
Grain cluster

(Region A)

20
0

nm
Disorder

(Region B)

Figure 1. Schematic illustration of a structure of �c-Si:H. Region A
is a crystalline grain cluster and region B is a disordered zone which
surrounds region A.

temperature is taken to be around 200 �C. Higher plasma
excitation frequency up to 100 MHz leads to a simultaneous
increase of the deposition rate (commercially very important
and is ∼0�1 nm/s) [15, 16], the crystalline volume fraction
(∼80%), and the average grain size (∼30 nm) [15]. It is
known that atomic hydrogen (H) plays an important role for
nucleation of crystallization, although the reason for this is
not clear.

2.2. Hot-Wire Assisted CVD

Hot filament, such as tungsten (W) or tantalum (Ta) fila-
ment, assists catalytic decomposition of a silane and hydro-
gen gas mixture in this technique [17–19]. A wide range
of deposition parameters is adjustable for the deposition.
The most important parameter for this technique to pro-
duce nc-Si:H is the silane to hydrogen gas ratio (less than
∼3% in gas ratio). A filament diameter, for example, is
250 �m and substrates are placed in the cm range from the
filament whose temperature is kept around 1600 �C. Sub-
strate temperature is around 200 �C. Much higher deposi-
tion rate in this technique than PECVD has been reported
and it approaches ∼3 nm/s depending on deposition condi-
tions. Although overall qualitative electronic properties of
HWCVD nc-Si:H are similar to those of PECVD nc-Si:H,
the mobility-lifetime product, for example, is smaller in
HWCVD samples than PECVD ones. This can be attributed
to larger number of defects in HWCVD nc-Si:H films.

2.3. Pulsed Laser Crystallization

Crystallization of amorphous silicon films occurs at a liquid-
solid phase induced by pulsed excimer laser heating (see,
e.g., [20]). To reach the melting threshold, the laser energy,
160 mJ/cm2 for example, is required for the pulse width
around 30 ns. This required energy is very small, since
the region heated by irradiation is limited to near surface.
A rapid crystallization with low processing temperature is
achieved by this method and the grain size around 100 nm
is obtained. Uniformity and reproducibility in crystallization
may still be a problem.

3. SPECTROSCOPIC
CHARACTERIZATION

As the optical transmission properties (optical absorption
below and above bandgap) will be discussed in the next
section, we concentrate here on only the structure-related
spectroscopies. As already stated, nanocrystallines prepared
by PECVD and HWCVD have complex structures. Com-
bined data of X-ray diffraction (XRD), Raman spectroscopy
(RS), and transmission electron microscopy (TEM) can be
useful to analyze the structure of nanosilicon [4]. Raman
spectroscopy and XRD are used to estimate crystalline vol-
ume fraction, in which the intensity ratio of the different
signal contributions is calculated from a deconvolution of
the spectra. A popular method to estimate the grain size is
the application of the Scherror formula on XRD peaks.
It is noted that RS and XRD are not sensitive for low

crystalline volume fraction Xc (10–20%) and are not sensi-
tive to the spatial distribution of crystallites (or amorphous
phase), although TEM imaging still reveals isolated grains in
amorphous tissue for low Xc. TEM imaging in cross section
is important to know the spatial inhomogeneity. It is noted
also that the crystalline volume fraction Xc estimated from
Raman spectroscopy is always smaller than that estimated
from XRD [4]. In spite of this difficulty of exact determi-
nation of Xc, RS or XRD is an easy technique and hence
these techniques are often used as a measure of crystalline
volume fraction.
The other spectroscopic methods, such as electron spin

resonance (ESR) study, produce information on defect
structure [7, 8, 21]. The ESR signals at g-values, 2�0052 ±
0�004� 2�0043 ± 0�002� 1�996 < g < 1�998 (depending on
doping and temperature), and 2.1, have been found in nano-
crystalline silicon films and each can be attributed to Si dan-
gling bonds (2.0052), dangling bonds in oxygen-rich regions
(2.0043), electrons in conduction band, conduction band
tails or donor states (1.996–1.998) which is called the con-
duction electron (CE) resonance, and acceptor states (2.1).
The spin densities of g = 2�0052 and 2.0043 resonances
remain around 1016 cm−3 for undoped and doped samples,
while the spin density of g = 1.996–1.998 increases with
P-doping up to around 1018 cm−3. The CE resonance
increases with the dc conductivity, which will be discussed
also in Section 4, and the density of CE is reported to be
almost the same as that of the donor density.
The number of Si dangling bonds (g = 2�0052) is smaller

compared with polycrystalline Si, which may be due to an
excellent hydrogen passivation during the PECVD process.
The majority of Si dangling bonds are expected to locate at
the boundaries between crystalline column and disordered
(amorphous) region.

4. ELECTRONIC AND
OPTICAL PROPERTIES

In this section, we concentrate on the electronic and opti-
cal properties of nanocrystalline Si prepared by the PECVD
method. Since particular interest has been paid to the elec-
tronic and optical properties of these films, the thermal and
mechanical properties have not been discussed so far. As the
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deposition temperature is around 200 �C, the physical prop-
erties should be stable below this temperature. Si is classified
into a “hard” material and thus nanocrystalline Si should
also be expected as a mechanically tough material.

4.1. Effective Medium
Approximation

We briefly introduce the effective medium approximation
(EMA) before proceeding with the discussion. The EMA
predicts the total network conductance �m for composite
materials in D dimensions:〈

� − �m
� + �D − 1��m

〉
0

= 0 (1)

where � is a random variable of conductivity. Assuming that
a random mixture of particles of two different conductivities,
for example, a volume fraction, C, has conductivity of �0,
and the remainder has conductivity of �1, substantially less
than �0, simple analytical expressions of dc conductivity and
Hall mobility as a function of C have been derived (see the
pioneering works by Kirkpatrik [10] and Cohen and Jort-
ner [22]). EMA has been also extended to calculate the ac
conductivity in which case � in Eq. (1) becomes a complex
admittance ��∗ = �1 + i�2� [23]. As the dielectric constant,
�∗ = �1− i�2 = �2/�− i�1/�, is closely related to �∗, optical
absorption coefficient ���� can be calculated using ���� =
4�����/cn, where c is the light speed and n the refractive
index [11].

4.2. Application of EMA
to the Experimental Data

Solid circles in Figure 2 show the dc conductivity at room
temperature as a function of crystalline volume fraction, Xc,
for a series of undoped �c-Si:H films [3]. Note that the-
oretical prediction of such a dependence for complicated
systems is a very hard task. Shimakawa [11] has applied the
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Figure 2. Room-temperature conductivity as a function of crystalline
volume fraction for a series of undoped nc-Si:H. Reprinted with permis-
sion from [11], K. Shimakawa, J. Non-Cryst. Solids 266–269, 223 (2000).
© 2000, Elsevier Science.

EMA to the experimental data and the result of the EMA
is shown by the solid line, where �1 = 3 × 10−9 �Xc = 0�
and �0 = 3× 10−2 S cm−1 (Xc = 1) were used in D = 3. The
experimental data do not fit the solid line very closely, which
may be attributed to the varying grain sizes. In other words,
the system we treated cannot be an ideal case for EMA.
Following the solid line, however, the percolation threshold
appears at Xc = 0�33, which agrees very well with the com-
puter simulation (Xc = 0�32) [9].
Solid circles in Figure 3 show the room temperature Hall

mobility in undoped �c-Si:H as a function of volume frac-
tion of crystalline Si [24]. Shimakawa [11] has tried to apply
the Cohen and Jortner approach (EMA) [22] and the solid
line shows the calculated result with �1 = 0�2 �Xc = 0� and
�0 = 2 cm2 V−1 s−1 (Xc = 1). Note, however, that �1 =
0�2 cm2 V−1 s−1 used here is not the true Hall mobility of the
amorphous state (Xc = 0), because the well-known anomaly
of the Hall effect observed in hydrogenated amorphous sil-
icon (a-Si:H) interferes with obtaining a proper value of
Hall coefficient [25]. The fitting of the calculation to the
experimental data is reasonably good and the percolation
threshold is shown to exist at Xc = 0�33 [11]. The small Hall
mobility (∼2 cm2 V−1 s−1� even at Xc = 1�0 is about three
orders of magnitude smaller than that for single-crystalline
Si [26]. This can be attributed to the complicated structure
of �c-Si:H. As already shown in Figure 1, the grain bound-
aries (between region A) dominate the transport properties
and hence the mobility of �c-Si:H films is reduced signifi-
cantly. This means that crystalline Si wears “grain boundary”
and hence the mobility for a crystalline itself is still small.
Next, we argue the size effect of crystallite on the Hall

mobility. In earlier works [3, 5, 26], the Hall mobility with
the same Xc has been suggested to increase linearly with
crystallite size � and has been explained by the grain-
boundary trapping model (electronic transport is dominated
by thermionic emission over a potential barrier). In com-
mercial viewpoint, this may be very hopeful, since higher-
mobility materials can be easily realized by bigger size of
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Figure 3. Room-temperature Hall mobility as a function of crystalline
volume fraction in undoped nc-Si:H. Reprinted with permission from
[11], K. Shimakawa, J. Non-Cryst. Solids 266–269, 223 (2000). © 2000,
Elsevier Science.
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crystallites. Unfortunately, however, as shown in Figure 4, a
series of experimental data of the Hall mobility is shown to
depend on the crystallite size as �� with � ≈ 0�3 [11]. This
sublinear dependence of �H has been explained by the fol-
lowing way [11]: At the same Xc, the area of a disordered
zone (DZ) (and hence the number of localized states in
region B) can be regarded to be proportional to the surface
to volume ratio RSV. Since �H is expected to be inversely
proportional to the area of DZs, we get �H ∝ R−1

SV. As RSV is
proportional to ��/��, where � = 2�0 and � = 3�0 in Euclid
space dimension and � < 2 and � < 3�0 in fractal space, the
relation of �H ∝ �� gives � = �− �.
In Euclid space dimension, we get � = 1. This can be

also easily understood by the following way. Imagine a cubic
length � = L in Euclid space. The total surface area for this
cubic is 6L2. When it is divided into eight parts, that is, � =
L/2, the total surface area is 12L2. The total surface area
(grain boundary) is thus expected to be inversely propor-
tional to �, when the volume is kept the same L3. However,
if we consider � and � in the fractal dimensions, one gets
the sublinear dependence. In fact, the fractal dimensions of
� ≈ 1�9 and � ≈ 1�6 are predicted from a computer simu-
lation for metallic clusters growing in thin films [27], which
gives �H ∝ �0�3.
Next, the excess optical absorption in fundamental absorp-

tion region is discussed. A larger optical absorption coeffi-
cient for nc-Si:H than for crystalline silicon (c-Si) from the
infrared to the blue region has been reported [5, 28, 29].
This is an advantage for using solar cells, because many
more photons can be absorbed in the films. An example of
this difference is shown in Figure 5. Three solid lines are the
experimental data for a-Si:H, nc-Si:H, and c-Si. Why such
an excess optical absorption is observed in �c-Si:H is still a
matter of debate. Although a scattering of light is suggested
to be an origin of the enhanced optical absorption [29], Shi-
makawa [11] took the EMA, in an alternative way, to explain
the excess absorption. The results obtained from EMA for
Xc = 0�8 and D = 3 are shown by open circles. The fre-
quency (energy)-independent refractive index, n0 = 3�9 for
c-Si and n1 = 3�2 for a-Si:H which can be given as the root
of real part of optical dielectric constant, are used in the
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Figure 4. Hall mobility at room temperature as a function of grain size.
Reprinted with permission from [11], K. Shimakawa, J. Non-Cryst. Solids
266–269, 223 (2000). © 2000, Elsevier Science.
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with permission from [11], K. Shimakawa, J. Non-Cryst. Solids 266–269,
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calculation. The calculated results agree very well with the
experimental data, except at energy of around 1.7 eV. This
suggests that a mean field constructed by mixture of amor-
phous and crystalline states dominates the optical absorption
in nc-Si:H. The multiple light scattering seems to be not so
important in this energy range.

4.3. Transport Mechanism

We understand in the preceding section that the EMA is
useful to understand the macroscopic electronic and optical
properties of composite materials, in particular the depen-
dence of crystalline volume fraction of physical properties
of nc-Si:H. In this section, we discuss the microscopic elec-
tronic transport mechanisms of nc-Si:H. For example, the
mechanism of dc conductivity is very unclear.
Data shown in Figure 6 exhibit the temperature depen-

dence of dc conductivity for n-type nc-Si:H films [6].
These cannot be fitted to the conventional relation �dc =
�0 exp�−�E/kT � with a single activation energy at higher
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Figure 6. Band diagram near the conduction band. A percolation
threshold for electronic transport by thermionic emission process is rep-
resented by the dashed line. The Fermi level is given by the dash-dotted
line.
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temperatures. Above 20 K, Finger and co-workers [6] have
suggested that conduction occurs across potential barrier
� �=�E� between different crystalline regions and a barrier
energy distribution leads to a curvature of ln�dc versus 1/T .
They further suggested that the transport takes place across
higher barriers at higher temperatures and lower barriers at
lower temperatures [8].
More quantitative discussion of the transport mechanism

is given as follows by Shimakawa [14]. At relatively high tem-
peratures, the dc conductivity due to thermionic emission of
electrons over a potential barrier between crystalline grain
clusters is expected to occur and can be given as

�dc = AT 2eW exp�−�/kT �/kT (2)

where A is the Richardson constant, W the barrier width,
and � the barrier height measured from the Fermi level [30].
Figure 7 shows the band diagram representing this situation.
The barrier height may be randomly distributed and hence
the electronic transport can be dominated by the percola-
tion level Epc (dashed line). � defined here should therefore
correspond to Epc − EF. Note that Eq. (2) is based on one-
dimensional array of potential barriers and therefore, strictly
speaking, Eq. (2) cannot be applied to the present materi-
als, since we should consider three-dimensionally distributed
potential barriers. This point will be discussed in a future
publication.
Here the nonactivated behavior suggests that � �=Epc −

EF� decreases with decreasing temperature, which can
be attributed to the temperature-dependent ionization
of donors (upward shift of the Fermi level). From
this temperature-dependent conductivity, temperature vari-
ation of Epc − EF can be deduced. The temperature
dependence of Epc − EF should include the temperature
dependence of bandgap in the discussed temperature range,
that is, �T , where � is the coefficient of temperature vari-
ation in bandgap and is taken to be 4 × 10−4 eV/K [31].
The net temperature variation of Epc −EF �=��T �− �T � is
given in Figure 8. From the pre-exponential term in Eq. (2),
the barrier width W is also estimated. It is of interest that
W = (2–4) ×10−6 cm is estimated for all the samples. This
value seems to be a reasonable value.
A linear temperature dependence of the value of Epc −

EF, at relatively high temperatures, suggests that the donors
are essentially all ionized (“exhaustion” or “saturation”
regime) [31]. In this regime, Epc − EF is given as follows:

Epc − EF = kT ln Nc
Nd

(3)

Epc–EF
EF

C.B.

Epc

Figure 7. Temperature variation of �dc at relatively high temperatures
as a function of doping levels.
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where Nc (effective density of conduction band) is taken
to be 5 × 1019 cm−3, and Nd is the donor concentration.
From Eq. (3), the estimated values of Nd are plotted as a
function of doping gas ratio, which are shown in Figure 9.
Nd is almost linearly dependent on the doping gas ratio and
this relationship deduced here is nearly the same as those
obtained from the SIMS and the other measurements such
as ESR by Finger et al. [8].
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Figure 9. Estimated correlation between the donor concentration and
doping gas ratio.
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Finally, we should discuss the other transport mecha-
nisms which have been proposed so far. The temperature-
dependent dc conductivity below room temperature, on one
hand, has been represented by the following expression in
undoped and doped �c-Si:H films:

�dc = �0 exp
[
−
(
T0
T

)x]
(4)

where T0 is a constant and x = 1
2 [12, 13]. This type behavior

can be understood either by variable-range hopping in the
Coulomb gap [32] or by nearest-neighbor hopping between
granular (conducting) islands [33]. Ram et al. [13] suggest
that the unrealistically large Coulomb gap is estimated from
the parameter T0 and hopping of electrons between granu-
lar islands dominates the transport. It should be noted that
the pre-factor �0 in Eq. (4) has a serious problem: It is
well known that there is the discrepancy, by many orders
of magnitude, between experimental and theoretical values
of the constant �0 [34]. This means that the experimentally
observed conductivity cannot be replicated by Eq. (4) quan-
titatively. To the present author’s view, therefore, a careful
treatment using the concept of variable-range hopping may
be required for reaching proper conclusion.
The model of thermionic emission over potential barri-

ers cannot be applied to the carrier transport at lower tem-
peratures below 20 K. Instead, nearest-neighbor hopping of
electrons between donor sites has been suggested, in which
carriers move through potential barriers (hopping sites also
exist in barrier regions). Hopping of carriers is a special
issue and hence the details of hopping conductivity at lower
temperatures are discussed elsewhere [14].
There are also many interesting features of these inho-

mogeneous materials, for example, the growth mechanisms
and related ac transport [2] and the photoconductivity [19].
A general behavior of photoconductivity in nc-Si:H is very
similar to that found in a-Si:H [19]. A recent work of ac and
dc photoconductivities in a-Si:H [35, 36], in which “inho-
mogeneity” is taken into consideration, may be useful to
understand the photoconductivity in the present materi-
als as well. These were not discussed in the present brief
review.

5. APPLICATIONS
Nanocrystalline Si (nc-Si:H) thin films prepared by PECVD
or HWCVD are a candidate for electronic and photo-
voltaic applications such as thin-film transistors (TFTs) (see,
e.g., [37]) and solar cells. Nanocrystalline Si solar cells are
more stable than a-Si:H-based solar cells [38, 39], since nc-
Si:H is relatively free from light-induced degradation. Tak-
ing p-i-n structure, the open circuit voltage Voc is achieved
to be 600 meV and the efficiency is approaching 10%
[40, 41].
The applications of TFTs in large-area flat panel displays

are very attractive using Si thin films. TFTs based on hydro-
genated amorphous silicon films (a-Si:H) have been used
in massive produced displays and sensor arrays. Although
the mobility (TFT mobility) of a-Si:H TFTs is low (∼1 cm2·
V−1 s−1�, they are suitable as the pixel switches in active
matrix liquid crystal displays. This is due to a capability of

fabrication with low cost and large area (>15 in), with high
yield and very uniform performance. To get high-resolution
displays, larger electron mobility should be required in the
pixel TFTs. The major drawbacks for a-Si:H-based TFTs are
(i) low electron mobility and (ii) low stability: the thresh-
old voltage Vth shifts with successive switching. The TFT
mobility using nc-Si:H is reaching ∼20 cm2 V−1 s−1 and
higher stability is reported. Note that the TFT mobility in
polycrystalline Si by pulsed laser crystallization (PLC) is
reported to be ∼600 cm2 V−1 s−1 [20]. The challenge to
get higher mobility and higher stability in nc-Si:H films is
continuing.

6. CONCLUSIONS
The study of hydrogenated nanocrystalline Si (nc-Si:H) is
advancing day by day, since nc-Si:H films are regarded as
promising materials for commercially accepted large-area
solar cells and thin-film transistors. The nc-Si:H films take
very complex structures consisting of disordered (amor-
phous) and ordered (crystalline) forms. The quantitative
explanation of the electronic and optical properties of
nc-Si:H, therefore, is very hard.
A current understanding of nc-Si:H films has been briefly

reviewed in the present chapter, including preparation meth-
ods and spectroscopic characterization. It was shown that
an effective medium approximation was useful to explain
the electronic transport and optical properties in nano- or
microcrystalline Si films, which strongly depend on the vol-
ume fraction of crystallite. The present chapter also made
clear the following unknown properties of these complicated
materials: (i) The Hall mobility is sublinearly proportional to
the crystallite size, which can be attributed to a fractal nature
of the microcrystalline system. (ii) The nonactivated tem-
perature variation of dc conductivity at relatively high tem-
peratures is well explained in terms of the band transport
across the potential barriers (percolation-limited thermionic
emission process). Hopping transport may dominate only at
lower temperatures.
All results predicted here may help further understand-

ing and development of nano-, micro-, and polycrystalline
materials.

GLOSSARY
EMA Effective medium approximation, one of the perco-
lation approximations which are useful to calculate the elec-
trical and optical properties in condensed matters.
Variable-range hopping One of the hopping mode of elec-
tron hopping between localized states, which has been pro-
posed by Mott.
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1. INTRODUCTION
The real confined systems, also called low-dimensional sys-
tems or nanostructures, are any three-dimensional quantum
systems in which the carriers are free to move in only two,
one, or even zero dimensions.
In nanostructured semiconductors the concept of quasi-

particles is related to electrons, holes, and excitons; the char-
acteristic length that defines the confinement degree is the
effective Bohr radius of excitons, a∗

B. This magnitude may be
considerably larger than lattice constant, aL. Therefore, it is
possible to create a mesoscopic structure which is, in one,
two, or three dimensions, comparable to or even lesser than
a∗
B but still larger than aL. In these structures the elementary

excitations will experience quantum confinement, resulting
in a finite motion along the confinement axis and an infi-
nite motion in other directions. This way, one deals with
the so-called nanostructured systems or, in a broad accepted
classification, the quasi-two-dimensional systems (single het-
erostructures, quantum wells, multiple quantum wells, and

superlattices), quasi-one-dimensional systems (quantum well
wires), and quasi-zero-dimensional systems (quantum dots,
crystallites, and quantum boxes).
The confinement degree of quasi-particles is related to

the magnitudes a∗
B and the quantum confinement size d (or

r0); two regimes can be readily distinguished: the weak con-
finement regime and the strong confinement regime. The
weak confinement regime corresponds to the case when the
nanostructure confinement size [d (or r0)] is smaller but
still a few times larger than a∗

B. The mathematical condi-
tion is a∗

B � d (or r0). In this case, the electron and hole
are correlated; the exciton can be envisioned as a quasi-
particle moving around inside the nanostructure with only
little energy increment due to confinement. In this case, the
infinite potential well model (within the single band effec-
tive mass approximation) gives a reasonable description of
the experimentally observed shift in the exciton ground state
energy.
The strong confinement regime corresponds to the condi-

tion a∗
B � d (or r0). In this case the confinement effect domi-

nates over the Coulomb potential, and the electron and hole
should be viewed as individual particles predominantly in
their respective single particle ground states with only little
spatial correlation between them. In this regime the exciton
in the nanostructure “feels” the boundary effects strongly,
and the inclusion of a finite height for the confining poten-
tial barrier has become an important requirement in order
to account for recent experiments on the optical properties
of small nanostructures.
In general the nanostructures are fabricated using two

different materials A and B, considering that A and B are
semiconductors with bandgaps �A

g and �B
g , respectively. In

the nanostructure growth process, one of the materials is
deposited over the other one and a potential barrier is
formed in the interface due to the difference of bandgaps.
According to the gap positions and values, three types of
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nanostructures can be obtained which we will identify as
type I, II, and III nanostructures (see Fig. 1).
In the type I nanostructures, B material is a bar-

rier for both the valence and conduction electrons, which
are localized within the same A material. Examples of
type I nanostructures are GaAs–Ga(Al)As, Ga0	47Al0	53As–
InP, GaSb–AlSb, etc.
In the type II nanostructures (also called staggered nano-

structures) one material acts as a well for conduction elec-
trons but as a barrier for valence electrons. Examples of
the type II nanostructures are InP–Al0	53In0	48As where the
electrons are mostly in the InP material and the holes
in Al0	53In0	47As, and InAs–GaSb where the electrons are
mostly in the InAs semiconductor and the holes are mostly
in the GaSb semiconductor. In type II nanostructures, we
deal with interface excitons where the interacting parti-
cles are spatially separated, a situation which is reminiscent
of that of the bound impurity states created by impurities
placed in the barriers of the quantum structures.
The general importance of the confined systems and

nanostructured materials has been widely suggested to be a
key process in the future of nanotechnology and of inter-
est in diverse fields including magnetics, pharmaceutics,
aerospace, nanoelectronics, optoelectronics, etc.
Several methods for obtaining the confined systems exist,

namely, the reduction of some spatial directions to quantum
scale, by the application of any kind of fields or by limiting
the borders in the synthesis of the materials.
Several forms of classifying the confined systems exist;

the most universal considers the number of directions where
the particle could move freely. For example, quasi-two-
dimensional systems (Q2D) have two directions for the free
movement of the carriers and one confined spatial direc-
tion (see Fig. 2). The Q1D system has only one direction
for free movement and two directions of confined move-
ment where the carriers are compelled to move in a reduced
space of quantum scale (see Fig. 3). The Q0D systems have
no directions for free movement; the three spatial directions
are confined (see Fig. 4). The energy spectrum in the spa-
tial direction of confinement is always discrete if the particle
remains totally confined and discrete and continuous if the
particle remains partially confined.
Recently, a great number of experimental type articles

have been published which are related to the impurity
states and atomic systems confined in different types of
nanostructures; we will mention some of them. Cheong
and Jeong [1] studied the GaAs/AlGaAs quantum wells

εg εg

εg

Figure 1. Types of semiconductor nanostructures. (a) Type I; (b) type
II; (c) type III. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

Figure 2. Quasi-two-dimensional system (single square quantum well).

using reflectance-based optically detected resonance spec-
troscopy. This technique consists of monitoring changes in
the strength of the e1h1 excitonic reflectance feature induced
by the far-infrared laser beam. A reflectance signal is mod-
ulated when the far-infrared photon energy matches the
energy difference between two electronic states of the sys-
tem under study. The more conventional optically detected
resonance spectroscopy with which the interband photolu-
minescence intensity is monitored will be referred to as pho-
toluminescence based optically detected resonance [2–6]. By
comparing photoluminescence optically detected resonance
and reflectance-based optically detected resonance results
from the same samples it was established that reflectance-
based optically detected resonance was sensitive to both
neutral and negatively charged donors. In this work they
proved the utility of this new technique, reflectance-based
optically detected resonance, for investigating the elec-
tronic states of neutral and negatively charged donors in
several GaAs/AlGaAs multiple-quantum-well samples. The
high sensitivity of reflectance-based optically detected res-
onance reveals new internal donor transitions of negatively
charged donors. These results were agreed with theoretical
calculations [6, 7].
Zhu and Xu [8] presented advances in nanoscopic

probing techniques that have led to the development of
direct spatial and spectroscopic methodologies, which have
revealed a wealth of information about single quantum dots.
These techniques, combined with the favorable properties
of naturally formed quantum dots, have allowed one to

Figure 3. Quasi-one-dimensional system (cylindrical quantum well
wire).
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Figure 4. Quasi-zero-dimensional system (spherical quantum dot).

treat a single exciton confined to a quantum dot as a sin-
gle solid state quantum absorber in analogy to atomic and
molecular systems. Direct measurements on these systems,
including absorption and coherent nonlinear spectroscopy,
have revealed dipole moments and dynamic time scales of
the individual excitations. Combined with microscopy, these
probes have revealed global properties of the quantum dot
system.
Zhao et al. [9] experimentally and theoretically studied

the electronic structures of acceptors confined at the cen-
ter of InxGa1−xAs/Al0	3Ga0	7As quantum wells. The aim of
this investigation was to explore the effects of biaxial defor-
mation potential on acceptors confined in quantum well
structures. Satellite peaks related to 2S and 2P of the con-
fined acceptors were observed in selective photolumines-
cence spectra. The deduced energy separations between the
acceptor heavy-hole-like ground state and different excited
states were compared with the theoretical calculated results.
The impurity states were calculated using a four-band effec-
tive mass theory, in which the valence band mixing as well
as the mismatch of the band parameters and the dielectric
constants between well and barrier materials were taken into
account. An excellent agreement between experimental and
theoretical data was found.
In [10] coherent transport in Si metal–oxide–semicond-

uctor field-effect transistors with nominal gate lengths
50–100 nm and various widths at very low temperature were
investigated. Independent of the geometry, localized states
appear when G � e2/h and transport is dominated by reso-
nant tunneling through a single quantum dot formed by an
impurity potential. They found that the typical size of the
relevant impurity quantum dot is comparable to the chan-
nel length and that the periodicity of the observed Coulomb
blockade oscillations is roughly inversely proportional to the
channel length. The spectrum of resonance and the non-
linear I–V curves allowed them to measure the charging
energy and the mean level energy spacing for electrons in
the localized state. Furthermore, they found that in the
dielectric regime the variance var�ln g� of the logarithmic
conductance ln g is proportional to its average value �ln g�,
consistent with one-electron scaling models.

On the other hand, there are many theoretical works car-
ried out on the impurity states and atomic systems con-
fined in the nanostructures. We will mention some of them.
Thus, in [11] the effect of a spatially dependent effec-
tive mass in a finite GaAs/AlxGa1−xAs parabolic quantum
well with a magnetic field on hydrogenic impurity ground
state (1S) binding energies and lowly excited state (2p±-
like) was calculated, respectively, as a function of well
width and magnetic field and impurity position by using the
one-dimensional method. They compared their results with
square quantum wells and without the effect of spatially
dependent effective mass result. The physical meaning of
the square wavefunction was discussed.
Hsieh and Chuu [12] studied the binding energy of the

ground state of a hydrogenic impurity located at the center
of a multilayered quantum wire within of the effective mass
approximation. The multilayered quantum wire consisted of
a core wire (GaAs) coated by cylindrical shell (Ga1−xAlxAs)
and then embedded in the bulk (Ga1−xAlxAs). The calcula-
tion was performed, by using a trial wavefunction. To make
a comparison, the ground and excited state (1s, 2p, and 3d
states) binding energies of a hydrogenic impurity located at
the center of a single-layered quantum wire were also cal-
culated. It was found for small wire radius that the ground
state binding energy of the hydrogenic impurity located at
the center of a multilayered quantum wire behaves very dif-
ferently from that of a single-layered quantum wire.
Hsieh [13] calculated the ground state binding energy of

the hydrogenic impurity located at the center and off cen-
ter of a multilayered quantum wire in a constant magnetic
field applied parallel to the wire axis by using the effec-
tive mass approximation. His system was constructed as a
core wire made of GaAs surrounded by a cylindrical shell of
AlxGa1−xAs and then embedded in the bulk of AlyGa1−yAs.
A variational trial wavefunction was proposed. It was found
for a small wire radius that the ground state binding energy
of a hydrogenic impurity located at the center of a mul-
tilayered quantum wire behaves very differently from that
of a single-layered quantum wire. The calculation showed
that the binding energy depends on the potential profiles,
potential barrier height, impurity position, shell thickness,
magnetic field, and the difference between the Al concentra-
tion contained in the shell and bulk regions. His trial func-
tion was also able to reproduce the binding energies of a
hydrogenic impurity located at the center of a single-layered
quantum wire; a good agreement with the previous results
was obtained.
In [14] the ground state energies of several interacting

electrons confined in a parabolic dot in two dimensions were
obtained by using hyperspherical coordinates and high order
perturbation theory. The effect of a perpendicular magnetic
field is to change the ground state discontinuously in orbital
angular momentum L. The preferred values of L for the
ground state and the associated electronic structures were
studied in detail. It was found that the effective interaction
between two electrons moving in different cyclic orbits is a
short-range attraction matched a long-range repulsive tail.
Because of this, electrons tend to fill adjacent cyclic orbits
and form bunches in the ground states. The effects of an
impurity ion were also considered.
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Chen et al. [15] employed a simple approximation treat-
ment, which combines the spirit of the variational princi-
ple and the perturbation approach to study the confined
phonon effect on the binding energy of a hydrogenic impu-
rity located inside a quantum well. The electron bulk lon-
gitudinal optical phonon and the electron surface phonon
interactions were both taken into account in their calcula-
tion. The image charge effects may be significant if there
is a large dielectric discontinuity between the well and the
surrounding medium. However, since the purpose of this
work is to concentrate on the confined phonon effects on
the impurity binding energies, the image effects were not
taken into account in their calculation.
Sali et al. [16] reported a calculation of the photoion-

ization cross-section describing the excitation of a shallow
bound electron from the hydrogenic donor impurity ground
state to three of the conduction subbands nx, ny , and nz

corresponding, respectively, to the x, y, and z directions of
the dot in the case of an infinite well model. The photoion-
ization cross-section associated with a hydrogenic shallow
donor impurity was calculated as a function of the excitation
energy �� in a GaAs quantum dot for several values of the
dimensions of the dot and for an on-center donor impurity
and off-center donor impurities.
Reyes-Gómez et al. [17] extended the fractional-

dimensional space approach to study exciton and shallow-
donor states in symmetric-coupled GaAs/Ga1−xAlxAs
multiple quantum wells. In this scheme, the real anisotropic
“exciton (or shallow donor) plus multiple quantum well”
semiconductor system is mapped, for each exciton (or
donor) state, into an effective fractional-dimensional isotr-
opic environment, and the fractional dimension is essentially
related to the anisotropy of the actual semiconductor sys-
tem. Moreover, the fractional-dimensional space approach
was extended to include magnetic-field effects in the study
of shallow-impurity states in GaAs/Ga1−xAlxAs quantum
wells and superlattices. In their study, the magnetic field
was applied along the growth direction of the semicon-
ductor heterostructure and introduced an additional degree
of confinement and anisotropy besides the one imposed
by the heterostructure barrier potential. The fractional
dimension was then related to the anisotropy introduced
both by the heterostructure barrier potential and mag-
netic field. Calculations within the fractional-dimensional
space scheme were performed for the binding energies of
1s-like heavy-hole direct exciton and shallow-donor states
in symmetric-coupled semiconductor quantum wells, and for
shallow-impurity states in semiconductor quantum wells and
superlattices under growth-direction applied magnetic fields.
Fractional-dimensional theoretical results were shown to be
in good agreement with previous variational theoretical cal-
culations and available experimental measurements.
Reference [18] presented that interelectron interactions

and correlations in quantum dots can lead to spontaneous
symmetry breaking of the self-consistent mean field, result-
ing in the formation of Wigner molecules. With the use of
spin-and-space unrestricted Hartree–Fock calculations, such
symmetry breaking was discussed for field-free conditions,
as well as under the influence of an external magnetic field.
Using as paradigms impurity-doped (as well as the limit-
ing case of clean) two-electron quantum dots (which are

analogs to heliumlike atoms), it was shown that the inter-
play between the interelectron repulsion and the electronic
zero-point kinetic energy leads, for abroad range of impu-
rity parameters, to the formation of a singlet ground state
electron molecule, reminiscent of the molecular picture of
doubly excited helium. A comparative analysis of the condi-
tional probability distributions for the spin-and-space unre-
stricted Hartree–Fock and exact solutions for the ground
state of two interacting electrons in a clean parabolic quan-
tum dot revealed that both of them describe the formation
of an electron molecule with similar characteristics. The self-
consistent field associated with the triplet excited state of the
two-electron quantum dot (clean as well as impurity doped)
exhibits a symmetry breaking of Jahn–Teller type, similar to
that underlying formation of nonspherical open-shell nuclei
and metal clusters. Furthermore, they showed that impurity
and/or magnetic field effects can be used to achieve con-
trolled manipulation of the formation and pinning of the dis-
crete orientations of the Wigner molecules. Impurity effects
were further illustrated for the case of a quantum dot with
more than two electrons.
In [19] Buonocore et al. presented the results of their

theoretical studies on the influence of hydrogenic impurities
on the electron localization in a deformed quantum wire.
Although their primary interest was on porous silicon, it
must be said that the calculation methods they illustrated
are very general and can be applied to all those situations
where the effects of the nanostructure geometry cannot be
neglected.
Kayanuma [20] showed that the eigenvalue problem for

bound states of hydrogenic donors located at the edge of a
semiconductor surface could also be solved exactly for arbi-
trary values of the edge angle. Considering a neutral donor
located at the edge of a crystal surface, which is formed
by an intersection of two flat surfaces, he chose the edge
line as the z axis. The two surfaces were assumed to be
given by y =± tan��0/2�x, with �0 the angle between edges.
For 0 < �0 < �, the crystal surface has a wedgelike shape,
but for � < �0 < �, it has a notch. The polar coordinates
�r� �� �� of the electron were defined in the usual way. It
was assumed that the electron is completely confined in the
region −�0/2 ≤ � ≤ �0/2. Throughout his work, he adopted
the effective mass approximation. The attractive potential
due to the positive ion core was given by V �r� = −e2/�r , in
which � is the dielectric constant of the crystal. The pene-
tration of the wavefunction outside the crystal and the effect
of the image potential were both neglected. All these effects
should be taken into account as a refinement of the model
in actual analyses of experimental data [21]. Levine’s model
of the surface donor [22] was included in his model as a
special case.
Kandemir and Cetin [23] studied the dependence of low-

lying energy levels of impurity magnetopolaron subjected to
a 3D parabolic potential on both magnetic field and spatial
confinement length. To achieve this, they restricted to the
case of bulk longitudinal optical (LO) phonons and intro-
duced a trial wavefunction taken to be the direct product
of an electronic part and a part of coherent phonons. They
were also concerned with the study of the effects due to
the electron–LO–phonon interaction, quantum confinement,
and magnetic field on the cyclotron masses associated with
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the transitions between the ground and first-excited states
of an electron bound to a hydrogenic impurity in a 3D
parabolic potential. They found an analytical expression for
the impurity magnetopolaron energy that allows them to
perform a systematical analysis of the effects of both mag-
netic field and spatial confinement on the binding energies
of impurity magnetopolaron in quantum dots, quantum well
wires, and quantum wells. They established a unified treat-
ment that allows them to make comparisons between the
results of binding energies of impurity magnetopolarons in
these three systems.
Schlottmann [24] studied an Anderson impurity placed at

the center of a nanosized metallic sphere. The main differ-
ence with the standard mixed-valence problem is that the
energy spectrum of the host is now discrete. Similar to the
Kondo impurity [25], the problem could be mapped onto
the Bethe ansatz solution of the Anderson model [26, 27].
The model and the Bethe ansatz equations diagonalizing
were solve numerically for the ground state and the low-
est energy charge and spin excitations. The energies of the
states increase monotonically with the f -level energy. For
an even number of electrons in the system (in s states and
localized at the impurity), the impurity in the ground state
is spin compensated into a spin singlet via the Kondo effect.
The specific heat and the susceptibility are exponentially
activated at low T due to the discreteness of the energy
spectrum, with the gaps given by the lowest energy charge
and spin excitations. The model also represented a quantum
dot as a side branch to a short quantum wire.
Yen [28] theoretically studied resonant states of shallow

donor arbitrarily lying in a two-dimensional quantum well
structure based on the multisubband model. The density-of-
states spectra of the resonant states were obtained using the
resolvent operator technique. For illustration, he calculated
the binding energy, the density of state spectrum width, and
the resonance energy shift of the 2p0 state in a quantum well
as a function of the impurity position. Considerable coupling
was found. It caused a capture or escape time as short as
≈0.1 ps.
Apalkov and Chakraborty [29] considered a system of an

incompressible quantum Hall liquid in close proximity to
a parabolic quantum dot containing a few electrons. They
observed a significant influence of the interacting electrons
in the dot on the excitation spectrum of the incompressible
state in the electron plane. Their calculated charge density
indicates that, unlike the case of an impurity, interacting
electrons in the dot seem to confine the fractionally charge
excitations in the incompressible liquid.
Yang and Hsu [30] calculated the binding energy of the

ground state of hydrogenic impurity seated at the center of
quantum well GaAs/Ga1−xAlxAs with the inclusion of the
effect due to the image charges (excluding the self-energy
image potential). For a given depth of the quantum well,
they found that the absolute value of the image potential
energy without the metallic mirror is equal to that with a
fixed metallic mirror while a certain width of the quantum
well is met. Hence, it was proposed that the binding energy
of the shallow impurity ground state in the quantum well
with and without the metallic mirror could be separately
measured by the variation of the width of quantum well. The
contribution of the image potential energy to the binding

energy of the shallow impurity ground state could then be
deduced.
Essaoudi et al. [31] discussed the stability of an exciton

bound to an ionized donor impurity in a GaAs/Ga1−xAlxAs
semiconductor quantum well subjected to an external mag-
netic field for different values of the impurity location. The
binding energy was calculated in the effective mass approx-
imation by means of variational method. At zero magnetic
field, the complex becomes unstable when the impurity is
far away from the center of the well. When the magnetic
field increases, the stability holds in all cases for an impurity
located at the center of the well.
Brandi et al. [32] treated the interaction of light with

a spherical GaAs/AlGaAs quantum dot within a dressed-
band approach. The Kane band structure scheme was used
to model the GaAs bulk semiconductor and the interaction
with the laser field is treated through the renormalization of
the semiconductor energy gap and conduction/valence effec-
tive masses. This approach, valid far from resonances, was
used to investigate the light shifts induced in the electronic
and shallow on-center donor states in semiconductor quan-
tum dots, which were shown to be quite considerable. This
model calculation could be extended to include magnetic-
field effects, and it was suggested that the strong localization
of the electronic and impurity states due to the quantum dot
and enhanced by laser confinement could prove useful for
manipulation of electronic and donor states in some pro-
posed solid-state-based quantum computers.
Stébé et al. [33] concentrated their study on the (D+�X�

complex resulting from the binding of an exciton X to an
ionized hydrogenic donor impurity D+. Its possible exis-
tence was predicted in 1958 by Lampert [34]. Its stability
and binding in 3D semiconductors was the subject of several
theoretical studies within the effective-mass approximation
as a function of the electron to hole effective mass ratio
$ = me/mh. As a result, it appeared [35] that the (D+�X�
complex is stable if $ ≤ $c = 0	454. It was expected that
due to the quantum confinement, the (D+�X) complex will
be more stable in quantum wells than in 3D semiconduc-
tors. There are few measurements available [36–40] on an
exciton bound to ionized donors in quantum wells. From
the theoretical point of view, variational determinations of
the ground state energies [41, 42] have first proven that the
(D+�X) complex with the impurity located at the center of
the well is stable in GaAs/Ga1−xAlxAs quantum wells with
x = 0	15 and x = 0	30.

2. METHODS OF SYNTHESIS
AND FABRICATION
OF NANOSTRUCTURED MATERIALS

There is increasing interest in producing structures of nano-
meter size for use in device fabrication and proof of physics
laws in nanometer sized structures. This is a growing field
and nowadays is very important for investigating new tech-
niques for nanometer device fabrication.
The most used materials for production of nanostructured

materials are, in first place, semiconductors and metals and,
in second place, dielectrics, magnetic, and superconduc-
tor compounds. They are also manufactured using organic
materials, polymers, biomaterials, etc.
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Nowadays there are so many methods of synthesis and
production of nanostructured materials, in a laboratory
scale, but the most important are those where high quality
quantum nanostructures are achieved. These methods pro-
duce materials that have one atomic layer precision, with
abrupt grown interfaces with one monolayer roughness and
with great control for purity and doped impurities.
In addition to this technology, in order to guarantee the

high quality of the nanostructured materials, the investiga-
tion laboratories need to count on several characterization
techniques in-situ. Independently of the dimensionality of
the grown nanostructures, the most used and known tech-
niques for the production or fabrication of the differ-
ent kinds of nanostructured materials are molecular beam
epitaxy (MBE), metal organic chemical vapor deposition
(MOCVD), and lithography, also known as nanolithography.

2.1. Molecular Beam Epitaxy

MBE is a method by means of which a semiconductor,
such as GaAs, is grown in an ultrahigh vacuum environ-
ment by supplying molecular and/or atomic beams of Ga,
As, and other constituents onto a cleaned crystalline sub-
strate [43–51]. Because one can prepare semiconductor films
of high quality by MBE with a precision in thickness of one
atomic layer or better, it is now widely used in all nano-
structured materials. MBE is one of the best methods for
the preparation of a very flat surface of one semiconduc-
tor on which another semiconductor of an arbitrary thick-
ness can be deposited. This feature allows one to control
the composition profile and thereby to implement an arti-
ficial potential V �z� as a function of position z along the
direction of stacking. A number of studies have shown, how-
ever, that interfaces of GaAs–AlAs (or AlGaAs) grown by
MBE are generally abrupt but have a roughness ' of one
monolayer, a = 2	83 Å. Hence it is very important to clar-
ify the origin and nature of such roughness and to establish
a method for controlling the atomic structure of interfaces.
In addition, one should note that the atomic structure of
an interface is usually a frozen image of the freshly grown
surface and therefore provides valuable information on the
microscopic process of epitaxial growth. On the other hand,
the high purity of the low-dimensional system obtained by
MBE indicates that the mobility is dominated mainly by scat-
tering by phonons. The advantages of epitaxial growth by
MBE, with respect to other methods or technologies, are
multiple techniques in-situ that permit an absolute control of
the ground parameters of the grown structure, such as size,
high purity, abruptness and flatness of interface and impu-
rities in doped heterostructures, and the ultrahigh vacuum
environment that it possesses.

2.2. Metal Organic Chemical
Vapor Deposition

The MOCVD method is the most useful and conventional
process for fabricating thin layer semiconductor heterostruc-
tures. In general MOCVD has a reaction chamber that is
basically dependent upon the heating system, which fits for
long growth run. It is possible to use a radio frequency

induction coil as an alternative heater; there is a possibil-
ity of dissociation of gases, which produces radicals due
to a plasma discharge in reduced pressures, and then it is
necessary to employ a large-scaled electric power supply
in connection with a precise electric circuit. However, in
the case of synthesis of the II–VI compound semiconduc-
tors, it should be pointed out that there are several prob-
lems concerning the difficulty in precisely controlling the
II/VI mole ratio because of the high dissociation pressure of
VI elements and also the premature reaction taking place
in the vapor phase prior to epitaxial deposition on a sub-
strate. In order to avoid such problems, Yamada [52] has
used new metal organic sources diluted in a He gas, namely,
dimethylzinc (DMZn) with a concentration of 1.06% in a
He gas, for the growth of cubic-structured CdxZn1−xS–ZnS
strained-layer multiple quantum wells [53–55]. A mixture
of 10% H2S in a H2 gas was used as the sulfur source.
Its MOCVD apparatus consists of a main reaction cham-
ber and a sample exchange supplemental chamber with a
transfer tube. A special feature is that they employ a halo-
gen lamp capable of heating substrates up to 600 C by
infrared radiation. Two chambers are constructed for all VI
materials and each inner wall is coated with TiN films, to
avoid accidental impurity contamination. In order to control
the gas flow ratio of II/VI, a personal computer connected
to a relay box linked to an interface which was capable of
switching both the piezovalves of the MFC (mass flow con-
troller) and air valves on or off is used. Then, all of gas
sources flowed directly into the MFCs, so that the bub-
bling system by a carrier gas was unnecessary for the metal
organic (DMZn and DMCd) gas flow as well as the H2S gas
flow [56, 57]. Therefore, the process using the low-pressure
MOCVD system with all gaseous sources has proven to be
advantageous for precise control of II/VI mole ratio as well
as lower temperature growth (350 C) of the II–VI com-
pound hetrostructures.

2.3. Lithography

It is instructive to consider the conventional but advanced
forms of lithography as practiced today. As it has developed
for the semiconductor industry, lithography is the creation
of a pattern in a resist layer, usually an organic polymer
film, on a substrate material. A latent image, consisting of
a chemical change in the resist, is created, by exposing the
desired area with some form of radiation. The pattern is
developed by selectively removing either the exposed areas
of resist (for a positive resist) or the unexposed areas (for a
negative resist). These processes are shown schematically in
Figure 5. The development of a polymeric resist is usually
done with a solvent that brings out the pattern based on the
solubility difference created by exposure.

2.3.1. Overview of Lithography
Electrons, ions, and photons can all be used for expo-
sure in the lithography process. Because of intrinsic scat-
tering mechanisms, in no case can the energy provided by
the exposing radiation be confined to arbitrarily small vol-
umes. First, the radiation or particle beam cannot be con-
fined arbitrarily because of diffraction, Coulomb repulsion
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Figure 5. Schematic diagram of the basic lithographic steps of resist
exposure and development.

among particles, optical limitations, or other effects. Sec-
ond, the energy incident on a resist layer spreads in the film,
because of intrinsic scattering mechanisms in the solid.
The figures of merit for a resist/developer system include:

the sensitivity to the exposure dose dependence of the resist
response, the resolution dictating the minimum feature size,
and the suitability of the resist for pattern transfer. While
the sensitivity and contrast of a system are vital in determin-
ing the speed and process latitude, it is the resolution and
pattern transfer utility that are most important to research
level nanostructure fabrication.
Inorganic resist materials exist and have been applied in

the high resolution of the field. Related processes include
vapor or plasma developments that operate on difference in
gas phase or plasma reactivity rather than liquid develop-
ment based on solubility differences. Self-developing resists
are of some importance in the high resolution of the area.
For these materials the exposing radiation volatizes the
resist, creating a pattern in the resist without a development
step. By this method, structures on the order of unit cell
dimensions were made some years ago [58].

2.3.2. Photon Lithography
The use of photons for high resolution of the lithographic
exposure is a broad field that includes most of the lithogra-
phy in use today. This is the technique most widely used by
the semiconductor industry and illustrates the general tech-
nique of lithography. It can be taken to include X-ray lithog-
raphy and deep and near-ultraviolet photolithography. Only
the shortest wavelengths are directly relevant to high resolu-
tion of the fabrication. The projection and proximity printing
processes to be described are analogous to processes that
could be used at nanometer dimensions for parallel printing
with electrons or ions.
In projection lithography a mask containing the desired

pattern is demagnified by an optical system and projected on
the resist layer. This is desirable since there is no damaging
contact between the mask and wafer, and the fabrication of
the mask is not so critical since it is demagnified. The reso-
lution is limited, however, by diffraction and the quality of
the optics. The diffraction limit for the minimum resolvable
grating period is usually taken as the Rayleigh criterion for
the overlap of the diffraction peaks, which is approximately

minimum line resolvable spacing ≈ (

NA
(1)

where ( is the wavelength and NA is the numerical aperture
of the optical system, which is of the order of one. The short-
est wavelength to be used with conventional optics is about
193 nm from an excimer laser source. The use of wave-
lengths much shorter than this is limited by absorption in
optical materials. While the technology constantly improves,
with better optics, improved contrast enhanced resists, and
sources of shorter wavelength, the limit of far-field diffrac-
tion is a fundamental one that prevents its use for feature
sizes smaller than the wavelength of light. Photolithography
is essentially ruled out for fabrication at dimensions below
100 nm.
Projection systems employing X-rays would reduce

diffraction effects, but the problem of fabricating optics to
use in the X-ray region remains. Work in this area is advanc-
ing, with the development of multilayer mirrors and X-ray
mask technology.
Proximity printing allows the 1:1 replication of a mask

pattern. The effects of near field diffraction can be arbitrar-
ily reduced by decreasing the distance between mask and
substrate. Qualitatively, the minimum linewidth is

d ≈ √
(s (2)

where s is the separation between mask and substrate.
Proximity printing can be done effectively by X-ray expo-

sure where the shorter wavelengths, of the order of 1 nm,
allow much greater mask–substrate separation. With short
wavelength X-rays, diffraction can effectively be ignored for
attainable gaps of the order of a few micrometers. However,
the exposure of polymeric resist by X-rays takes place pri-
marily through the generation of photoelectrons, which then
expose the resist by the same mechanisms as an electron
beam. The range of the photoelectrons in the resist will limit
the resolution. Since the photoelectrons can have energies
up to that of the X-rays, their range can be greater than
100 nm for the shorter wavelength X-rays. We can see qual-
itatively that there is a trade-off between diffraction and the
range of photoelectrons in limiting the resolution. Perhaps
the most significant problem with X-ray printing is the cre-
ation of a durable and stable mask of high contrast. All
materials absorb X-rays, so the transparent area of the mask
must be very thin or nonexistent. An absorbing metal, such
as gold supported on a thin film such as SiN4, is one type
of mask. Some of the smallest features replicated by X-rays
were 17.5 nm in extent, fabricated by using edge-evaporated
metal as a mask. Some other high-resolution process is nec-
essary to generate the mask features; in most cases this
means electron beam lithography.

2.3.3. Electron Beam Lithography
This technique has now developed substantially and has
been used extensively for the generation of photolitho-
graphic masks. Schemes for electron beam 1:1 printing sim-
ilar to those using X-rays or ions have been explored but
generally not for the creation of nanostructures. Because of
the ready availability of small electron sources and the high
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quality of electron optics, electron beams can be focused to
dimensions less than 1 nm and scanned with great accuracy.
In scanned electron beam lithography, a small electron

source is imaged on the substrate through a series of electro-
magnetic lenses in an electron-optic column. The beam can
be rapidly scanned over the sample to trace out any desired
pattern. In the normal exposure of organic polymer resist,
the electron beam causes the breaking of bonds or induces
additional chemical bonds to be formed. This results in dif-
ferent molecular sizes in the exposed versus the unexposed
areas, and this can be translated into differences in solubility
in an appropriate developer.
The problem with electron beams is to confine the deposi-

tion of energy to a small area in the resist. There are several
scattering processes in the material that lead to the depo-
sition of energy at distances remote from the initial impact
point of the electron. This leads to the well-known proximity
and resolution limiting affects.
The scattering effect of longest range is the backscat-

tering of electrons, resulting in large-angle scattering with
energies near that of the incident electron. The range of
these backscattering electrons can be many micrometers for
typical electron beam energies. This range has been deter-
mined to have a dependence power law, proportional to
(Energy)1	7, over a wide electron energy range. This presents
the greatest problems for energies where the electron range
is comparable to the feature spacing [59].
Because of small-angle scattering events, forward scatter-

ing tends to spread the incident beam passing through the
resist. The scattering angles decrease with electron energy,
and the spread of the beam is obviously more important for
thicker resist layers.
With electron beams it is possible to expose such small

areas that the molecular size of the resist can become sig-
nificant. This can be of the order of 10 nm for large organic
molecules. The grain size of a polycrystalline layer to be pat-
terned can also become larger than the size of the desired
features. Clearly there are many new materials considera-
tions to be addressed at nanometer dimensions. Another
consideration important for the ultrasmall size range is the
time it takes to write a pattern by a scanning serial process.
This time is inversely related to the size of the pixel. The
smaller the electron beam size, the lower the current avail-
able for exposure and the longer the exposure time. The
resists of highest resolution also require higher exposures.
Fortunately the areas involved in exposures for devices are
small. The time for writing is insignificant for experimental
devices where only a few objects are being written, and the
benefits and success of scanned electron beam lithography
have been great.
A recently studied alternative approach to scanned elec-

tron bean lithography is to use technology related to the
scanning tunneling microscope to scan a low energy elec-
tron beam in close proximity to the surface. The use of low
energy beams allows only thin conducting layers to be mod-
ified by the electron beam. There are exciting possibilities
for manipulating individual atoms, as demonstrated by IBM
researchers. For dimensions larger than this, the flexibility
and capabilities of scanned beams as opposed to scanned
sources are, as yet, more significant for fabricating devices
for research.

2.3.4. Ion Beam Lithography
The use of ion beams is diverse, with a great range of ion
species and energies. Both collimated beams of large area
and scanned focused beams have been applied. The inter-
action of the ion beam with a solid can be to expose resist,
which is most appropriate for high energy and low mass
ions. It is also possible to etch away material, to change the
chemistry by implantation, to deposit films selectively, or to
induce structural changes within a selected area [60].
For ion lithographic printing, the effects of diffraction are

negligible, because of the extremely small de Broglie wave-
lengths. Masks of high contrast are a challenge to fabricate,
since the ions are absorbed in all solids. The use of ion
channeling masks consisting of absorbers on oriented single
crystals and of shadow masks supported by grids has been
demonstrated. These masks are usually defined by electron
beam lithography. Considerations of ion scattering in solids
are similar to those for electrons but are less severe.
Scanned focused beams can be used to draw patterns of

any desired shape. The limits of the size of the ion source
and the quality of focusing optics have been the factors lim-
iting focused beam resolution. The quality of ion optics is
poor compared to light optics and aberrations have limited
the size of the spot. Advances with liquid metal field emit-
ters have been significant in producing bright ion sources.
Scanned focused systems with liquid metal sources have
been demonstrated with beam diameters as small as about
20 nm.
In the exposure of resist by scanned ion beams there is

no proximity effect of the type seen for electron beams,
and energy is transferred very efficiently to the resist. By
appropriate choices of resist processes, it is possible to
expose thin imaging layers very efficiently without ion dam-
age to the substrate. Resist features as small as 20 nm have
been demonstrated by exposure using focused systems with
liquid metal ion sources. Direct ion milling with scanned
focused beam or chemically assisted ion milling processes
can be used to etch materials directly with impressive reso-
lution approaching the size of the beam. However, the rates
achieved limit this approach to removal of small volumes of
material.
By implantation-enhanced disordering within selected

areas, lateral quantum structures have been created in
GaAs–AlGaAs heterostructures. These techniques allow for
lateral modulation of the composition and the bandgap,
without exposing surfaces.

2.4. Envelope Function Approximation

In this section we shall deal with the determination of eigen-
states in the low-dimensional systems. The emphasis will be
focused on a simple description of these eigenstates.
First, we shall present the assumptions used to derive

the envelope function scheme. The reader will perceive
that when the �k wavevector of carrier is zero, the algebra
is relatively easy. Let see, in general way, what the method
fundamentals are. The description is based on the dispersion
relations of the host materials.
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Remember that the electronic state in the periodic field
is described by a Bloch function,

��kn��r� = exp�i�k · �r�u�kn��r� (3)

which is periodic in the “�k” space,

��kn��r� = ��k+�g� n��r� (4)

where �g is a reciprocal lattice vector and n is the band num-
ber. Therefore, this function can be expressed as in a Fourier
series in the reciprocal space,

��kn��r� =
1√
N

∑
�l
an��r� �l� exp�i�k · �l� (5)

where �l is a direct lattice vector. The coefficients of this
expansion,

an��r� �l� =
1√
N

∑
�k

��kn��r� exp�−i�k · �l� (6)

are denominated the Wannier functions, They can also be
written as

an��r� �l� =
1√
N

∑
�k

u�kn��r� exp.i�k · ��r − �l�/ (7)

Remember that N is the number of possible values of �k
for the nth band in the first Brillouin zone.
One can appreciate that the Wannier functions do not

depend on the �k wavevector, possessing also the following
properties:

1. There are as many Wannier functions as points in the
direct lattice and therefore as values of �k in the first
Brillouin zone.
Indeed, in Eq. (5) there are as many terms [and con-

sequently many values of an��r� �l�/ as different values
of �l (actually N ).

2. The Wannier functions are located at the proximity of
each �l node of the direct lattice.

3. The Wannier functions obey also that

an��r� �l� = an��r − �l� (8)

which is almost evident if we take into account the
periodicity of u�kn��r� in Eq. (7).

4. The Wannier functions satisfy the relation

an��r − �s� �l� = an��r� �l + �s� (9)

which is obtained immediately from Eq. (8).
5. The Wannier functions are orthonormalized:

∫
a∗
n′��r� �l′�an��r� �l� d�r = 0nn′0�l �l′ (10)

That is,
∫

a∗
n′��r� �l′�an��r� �l� d�r = 1

N

∑
�k′

∑
�k
exp.−i��k · �l − �k′ · �l′�/

×
∫

�∗
�k′n′��r���kn��r� d�r

= 1
N

0nn′
∑
�k
exp.−i�k · ��l − �l′�/

= 0nn′0�l �l′ (11)

2.4.1. Effective Hamiltonian
We will now look for the solution of the nonstationary
Schrödinger equation for one electron in the crystal, under
an external potential; that is,

{
Ĥ + Û

}
3��r� t� = i�

53��r� t�
5t

(12)

where Ĥ is the Hamiltonian of the electron in the periodic
field of crystal and Û is the perturbation potential associated
with the external field.
Let us look for a solution of the form

3��r� t� = ∑
n

∑
�l
fn��l� t�an��r� �l� (13)

where fn��l� t� is denominated envelope function of the nth
band. Notice that the solution involves all the bands.
Substituting the Eq. (13) in (12), after multiplying by

a∗
n′��r − �l′� and integrating, we get

∑
n

∑
�l

∫
a∗
n′��r − �l′�.Ĥ + Û /an��r − �l�fn��l� t� d�r

= i�
∑
n

∑
�l

5fn��l� t�
5t

∫
a∗
n′��r − �l′�an��r − �l� d�r (14)

Considering the normalization condition of the Wannier
functions and making the sum in the right side of the equa-
tion we get

∑
n

∑
�l
fn��l�t�

∫
a∗
n′��r−�l′�.Ĥ+Û /an��r−�l�d�r= i�

5fn′��l′′�t�
5t

(15)

Remembering that for the nonperturbed electron

Ĥ��kn��r� = �n��k���kn��r� (16)

we apply the Ĥ operator to the Wannier functions [Eq. (6)]
and taking into account Eq. (5) we get

Ĥan��r − �l� = 1√
N

∑
�k

�n��k���kn��r� exp�−i�k · �l�

= 1
N

∑
�k

�n��k� exp�−i�k · �l�

×∑
�l′

an��r − �l′� exp�i�k · �l′�
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= 1
N

∑
�l′

an��r − �l′�∑
�k

�n��k� exp.i�k · ��l′ − �l�/

= ∑
�l′

�
n� �l−�l′an��r − �l′� (17)

where we have introduced

�
n� �l−�l′ =

1
N

∑
�k

�n��k� exp.−�k · ��l − �l′�/ (18)

that is, the Fourier transform of the energy in the �k space
that shows the overlap integral of Ĥ between two Wannier
functions in �l and �l′ for the same band. That is,
∫
a∗
n′��r−�l′�Ĥan��r−�l�d�r=∑

�l′
�
n� �l−�l′

∫
a∗
n′��r−�l′�an��r−�l�d�r

=∑
�l′
�
n� �l−�l′0nn′0�l�l′ =�

n� �l−�l′0nn′ (19)

Substituting (19) in (15), we obtain

∑
n

∑
�l

{
0nn′�n� �l−�l′ + Unn′��l� �l′�}fn��l� t� = i�

5fn′��l′� t�
5t

(20)

where

Unn′��l� �l′� =
∫

a∗
n′��r − �l′�Ûan��r − �l� d�r (21)

is the matrix element of the perturbation potential.
Considering that the Fourier series for energy, in the �k

space, is

�n��k� =
∑
�l
�
n�l exp�i�k · �l� (22)

where the �
n�l coefficients are given by Eq. (18), and consid-

ering that

�k → −i6 (23)

we can get the following product:

�n��k�f ��r�=
∑
�l
�
n�l exp.i�−i6�· �l/f ��r�=∑

�l
�
n�l exp��l ·6�f ��r�

(24)

But

exp��l · 6� = 1+ �l · 6 + 1
2
��l · 6�2 (25)

Then

�n�−i6�f ��r� = ∑
�l
�
n�l

{
f ��r�+ �l · 6f ��r�+ 1

2
�l26 2f ��r�+ · · ·

}

= ∑
�l
�
n�lf ��r + �l� (26)

where we have taken into account that the term in curls is
the Taylor series for the function f ��r + �l�.
Using Eq. (26), we can get

∑
�l
�
n′� �l−�l′fn′��l� t� = ∑

�l
�
n′� �l−�l′fn′��l′ + �l − �l′� t�

= �n′�−i6�fn′��r� t���r=�l′ (27)

Then, we can write Eq. (20) as follows:
[
�n′�−i6�fn′��r� t�− i�

5fn′��r� t�
5t

]
�r=�l′

+∑
n′

∑
�l
Unn′��l� �l′�fn��l� t� = 0 (28)

This is the expression for the envelope function, also called
the Schrödinger equation in the Wannier representation.
Suppose that the electron moves in only one band. This

means that the external potential is weak enough in order
to not induce interband transitions; therefore

Unn′��l� �l′� = 0nn′Unn��l� �l′� (29)

We will also consider that the potential varies slowly with
the position; that is,

aL

'U

U
� 1 (30)

aL being the lattice constant. Then,

Unn��l� �l′� = U��r� t�0�l�l′ (31)

where we have taken into account Eqs. (10) and (21).
Introducing

Unn��l′� �l′� = U��r� t���r=�l′ (32)

and substituting Eqs. (29) and (31) in Eq. (28) we obtain
[
�n�−i6�+ U��r� t�− i�

5

5t

]
fn��r� t� = 0 (33)

where it is clear that �r = �l′. fn��r� t� is formally tried as a con-
tinuous function that varies slowly with the position around
�l′ [according to Eq. (30)].
Indeed, let us compare Eq. (13) with Eq. (5) [considering

Eq. (8)].
If a weak external field, which varies slowly in distances of

the order of lattice constant, is applied, the electron wave-
function in a determined band is expressed as [according to
Eq. (13)]

��kn��r� t� =
∑
�l
an��r − �l�fn��l� t� (34)

where fn��l� t� is defined from (33). We have considered that
the following relation must be satisfied:

fn��r� t���r=�l = f ��l� t� (35)
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and where we formally have passed from the discrete vari-
able l to the continuous one �r , which is acceptable if fn��l� t�
varies slowly in distances of the order of the lattice constant,
around the �l node.
In absence of external field .U��r� t�= 0/, we simply obtain

f 0
n �

�l� t� = exp
[
i

(
�k · �l − ���k�

�
t

)]
(36)

which, if is substituted in Eq. (34), leads to the equation of
the stationary states.
Notice that instead of the original Eq. (12), now we have

a Schrödinger equation for the envelope function, in which
the Ĥ + Û Hamiltonian has been substituted by the effective
Hamiltonian

Ĥef = �n�−i6�+ Û (37)

that, as one can appreciate, depends on the dispersion rela-
tion �n��k�.
Thus, the envelope function can be understood like the

effective wavefunction for the electron in the crystal.
Fortunately, in most of physical phenomena occurring in

semiconductors and metals, the participating electrons are
those situated in the bottom or the top of the bands (this
is, in their extremes). For these electrons it is convenient to
introduce the effective mass and the effective Hamiltonian,
which can be written as follows:

Ĥef = −
[

�
2

m∗
nx

52

5x2
+ �

2

m∗
ny

52

5y2
+ �

2

m∗
nz

52

5z2

]
+ Û (38)

In the isotropic crystal case, the effective masses are equal
in any direction and Eq. (38) is rewritten as

Ĥef = −�
26 2

2m∗
n

+ Û (39)

where m∗
n is the effective mass of the n band.

In this case we say that the band is parabolic since the
dispersion relation is given by

�n��k� =
�
2k2

2m∗
n

(40)

which is, besides, isotropic.
So for a constant potential (in the time) one can write the

effective Schrödinger equation for a stationary state as

{
−�

2

2

[
1

m∗
nx

52

5x2
+ 1

m∗
ny

52

5y2

+ 1
m∗

nz

52

5z2

]
+ Û ��r�

}
fn��r� = �fn��r� (41)

which is widely used.
This method is known as the effective mass approximation.

2.5. Envelope Function Description
of Quasi-Particle States
for Nanostructured Systems

The envelope function model is particularly adequate to
study quasi-particle properties of low-dimensional semicon-
ductor structures. This is a dynamic method for the determi-
nation of energy bands of particles in solid state physics, and
the nanostructures are considered dynamic systems since
they are always under the action of either a barrier potential
or interface potential. The envelope function scheme and
the effective mass approximation were clearly discussed, for
first time, by Bastard [61, 62].
In order to obtain the nanostructure energy states, in

the envelope function scheme, our problem will be to
find the boundary conditions which the slowly varying
part of the nanostructure wavefunctions must fulfill at the
heterointerfaces.
Other approaches to the nanostructure eigenenergies

have been proposed which are more microscopic in essence
than the envelope function description. The tight-binding
model is nowadays successfully used for nanostructures of
any size, although it may have difficulties in handling self-
consistent calculations, which arise when charges are present
in the nanostructures. Another microscopic approach is the
pseudo-potential formalism, which is very successful for
the bulk materials. The advantage of these microscopic
approaches is their capacity to handle any nanostructure
energy levels (i.e. those close to or far from the 7 edge).
This occurs because these models reproduce the whole bulk
dispersion relations. The envelope function approximation
has no such generality. Basically, it is restricted to the
vicinity of the high-symmetry points in the host’s Brillouin
zone (7�X� L). However, we feel that it is invaluable due
to its simplicity and versatility. It often leads to analytical
results and leaves the user with the feeling that he can trace
back, in a relatively transparent way, the physical origin of
the numerical results. Besides, most of the nanostructures
energy levels relevant to actual devices are relatively close
to a high symmetry point in the host’s Brillouin zone.
In the following we shall assume that A and B materials

constituting the nanostructure are perfectly lattice matched
and they crystallize with the same crystallographic struc-
ture. In order to apply the envelope function model two key
assumptions are made:

(1) Inside each material the wavefunction is expanded on
the Wannier functions (with �l = 0) of the edges under
consideration

3��r� = ∑
n

f A
n ��r�uA

n� �k0
��r� (42)

if �r corresponds to an A material, and

3��r� = ∑
n

f B
n ��r�uB

n� �k0
��r� (43)

if �r corresponds to a B material, where �k0 is the point
in the Brillouin zone around which the nanostructure
states are built. The summation over n runs over as
many edges as are included in the analysis.
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(2) The periodic parts of the Bloch functions are assumed
to be the same in each kind of material, which con-
stitutes the nanostructure

uA

n� �k0
��r� ≡ uB

n� �k0
��r� (44)

Thus our nanostructure wavefunction will be writ-
ten as

3��r� = ∑
n

f A�B
n ��r�u

n� �k0�r� (45)

and our objective will be to determine f A�B
n ��r�. The

envelope function f A�B
n ��r� depends of the kind of low-

dimensional system.

2.5.1. Quasi-Two-Dimensional System
The quasi-two-dimensional systems are formed by multiple
heterostructures such as quantum wells, multiple quantum
wells, and superlattices. The envelope function in this case is

f A�B
n ��r⊥� z� =

1√
S
exp�i�k⊥ · �r⊥�9A�B

n �z� (46)

where S is the sample area and �k⊥ = �kx� ky� is a two-
dimensional wavevector which is the same in the A and B
layers in order to preserve translational invariance in plane
�x� y�.
Although �k⊥ could theoretically span the whole in-plane

section of the host’s Brillouin zone, it is in practice seldom
larger than ≈1/10 of its size.
We shall also assume that for all n, 9A�B

n �z� varies slowly
at the scale of the host’s unit cell. Thus the heterostructure
wavefunction 3��r� is a sum of the products of rapidly varying
functions.
The heterostructure Hamiltonian can be written in the

form

Ĥ = p̂2
x

2m∗
x

+ p̂2
y

2m∗
y

+ p̂2
z

2m∗
z

+ VA��r�YA + VB��r�YB (47)

where YA�YB� are step functions which are unity if �r cor-
responds to an A layer (to a B layer) and VA�VB� is the
potential in the A(B) layer.
The envelope function in the z direction, 9n�z�, of an A/B

layer is the solution of the Schrödinger equation
{
− �

2

2m∗
nz

d2

dz2
+ Vn�z�

}
9n�z� = �n9n�z� (48)

where Vn�z� is the heterostructure potential determined
by the band discontinuity: m∗

nz ≡ m∗
n�z� = m∗

n�A�m
∗
n�B� and

Vn�z� = 0 in the A(B) layer.
Let us see the general case of a superlattice. In a given

A/B superlattice there is a new periodicity along the growth
direction z. The SL period d (sum of the layer thickness of
the A and B layers, dA + dB) is longer than the lattice con-
stants of the constituents, so that a new mini-Brillouin zone
is formed in the wavevector range of −�/d ≤ kz ≤ �/d.
The mini-Brillouin zone formation results in generation of
miniband structures in the conduction and valence bands.

We consider the miniband structures of the 76 conduc-
tion band and the 78 valence band (heavy hole, �J �MJ � =
�3/2�±3/2� and light hole, �3/2�±1/2�). The total wave-
function in each layer can be written in the form

3A�B

�k �r� = ∑
n

f A�B

n� �k ��r�u
n� �k=0��r� (49)

where we can use the following form of the envelope
function:

F A�B

n� �k ��r� = exp
(
ikA�B

n� x x
)
exp

(
ikA�B

n� y y
)
f A�B

n� �q �z� (50)

Then f A�B

n� �q �z� is the envelope function determined by the SL
potential and the effective masses, and �q is the SL wavevec-
tor parallel to z. The periodicity of the SL results in the
Bloch theorem for the envelope function:

f A�B

n� �q �z+md� = exp�imqd�f A�B

n� �q �z� (51)

where m is integer.
The envelope function of an A/B SL is the solution of the

Schrödinger equation
{
− �

2

2m∗
n�z�

d2

dz2
+ Vn�z�

}
fn� �q�z� = �nfn� �q�z� (52)

where Vn�z� = 0�'�n� in the A(B) layer. For convenience
we will omit the band index n in the following treatment.
The form of the envelope function can be written as

f �q�z� =




f A
�q �z� = ?A

�q exp�ikAz�+ @A
�q

× exp�−ikAz� in the A layer

f B
q �z� = ?B

�q exp�ikBz�+ @B
�q

× exp�−ikBz� in the B layer

(53)

kA = √
2m∗

A�/� kB =
√
2m∗

B��− '��/� (54)

Considering the continuity of the probability density,
�f �q�z��2, for a stationary state, we obtain the following
boundary condition of the envelope function at the A/B
interface for �zA − zB� → 0:

f A
�q �zA� = f B

�q �zB� and

1
m∗

A

df A
�q �zA�

dz
= 1

m∗
B

df B
�q �zB�

dz

(55)

Finally, the miniband dispersion relation, which is similar
to the well known Kronig–Penney relation, is given by

cos�qd�=cos�kAdA�cos�kBdB�

− 1
2

(
kAm

∗
B

kBm
∗
A

+ kBm
∗
A

kAm
∗
B

)
sin�kAdA�sin�kBdB� (56)

This equation has been widely used to calculate the mini-
band energies.
Figure 6 shows (a) the potential structure and the enve-

lope function profiles of the electron and heavy hole in a
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Figure 6. Potential structure and the envelope function profiles in
superlattice. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

GaAs(3.2 nm)/AlAs(0.9 nm) SL and (b) the dispersion rela-
tions of the electron and heavy hole minibands, calculated
using Eq. (56). In Figure 6a, the solid and dashed lines indi-
cate the envelope functions at the mini-Brillouin-zone cen-
ter (q = 0� 7 point) and the mini-Brillouin-zone edge (q =
�/d�� point), respectively. In this calculation, the follow-
ing effective-mass parameters are used [63]: m∗

e = 0	0665m0,
m∗

hh = 0	34m0, and m∗
lh = 0	117m0 for the electron, heavy

hole, and light hole GaAs, and m∗
e = 0	15m0, m∗

hh = 0	4m0,
and m∗

lh = 0	18m0 for AlAs, where m0 is the free-electron
mass. The miniband dispersions are tailored by changing the
layer thickness, potential height, and effective masses, which
are structural parameters in crystal growth. Figure 7 shows
the n = 1 and n = 2 electron miniband of the energies at 7
and � points in a GaAs(3.2 nm)/AlAs(dB nm) SL as a func-
tion of the AlAs layer thickness. This figure exhibits a typi-
cal example of the miniband tailoring. The miniband width
increases with the decrease of the AlAs (barrier) thickness,
which results from the increase of the coupling strength
of wavefunctions because of the increase of the tunneling
probability. In the case of the disappearance of the mini-
band width, the electronic state corresponds to a quasi-two-
dimensional state in an isolated quantum well (QW).
The z dependence of the effective mass means, in princi-

ple, that it is different in different layers but in general may
vary even in a given medium if no abrupt interfaces are con-
sidered. Then, the kinetic energy term in Eq. (52) should be
substituted by the more general Ben Daniel and Duke [64]
hermitian form

−�
2

2
5

5z

1
m∗�z�

5

5z
(57)
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Figure 7. Electron miniband energies at 7 and � points in a super-
lattice. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

Finally, Eq. (52) for the envelope function can be gener-
alized as {

−�
2

2
5

5z

1
m∗�z�

5

5z
+ V �z�

}
9�z� = �9�z� (58)

2.5.2. Quasi-One-Dimensional System
Let us consider a quasi-one-dimensional system with finite
length and width formed by A and B materials; in general,
the wavefunction can be written as

3��r� = ∑
n

f A�B
n ��r�u

n� �k0�r� (59)

We will also consider that the quasi-one-dimensional
system is a quantum well wire of rectangular or circular
cross-section, where the z direction coincides with the free
direction of the carrier motion; that is, the confinement
direction is in the cross section.
The envelope function for both cases can be written as

f A�B
n ��r� = exp�ikzz�9

A�B
n ��r⊥� (60)

where 9A�B
n ��r⊥� depends on the cross section symmetry,

9A�B
n ��r⊥� =




XA�B
n� l �x�YA�B

n�m �y� rectangular quantum
well wire

exp�il��RA�B
n� l �r� circular quantum

well wire

(61)

where l, m are integer numbers and �r� �� z� are the cylin-
drical coordinates. For convenience we will omit the band
index n in the following treatment.
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The differential equations for the envelope functions
are now{

− �
2

2m∗�x�
d2

dx2
+ VA�B

b �x�

}
XA�B

l �x� = �lX
A�B
l �x�

{
− �

2

2m∗�y�
d2

dy2
+ VA�B

b �y�

}
YA�B

m �y� = �mYA�B
m �y�

(62)

for rectangular symmetry. In this case the barrier potential is

VA�B
b ��r� =




VA�B
b �x� =

[
0 for 0 < x < a

� for a < x

VA�B
b �x� =

[
0 for 0 < y < b

� for b < y

VA�B
b �z� = 0 for − L < z < L

(63)

The rectangular quantum well wire behavior is, accord-
ing to the x, y directions, as two isolated single quan-
tum wells under the action of an infinite barrier potential,
where the boundary conditions are simply XA�B

l �a� = 0 and
YA�B

m �b� = 0. With this requirement the eigenfunctions are

XA�B
l �x� =

√
2
a
sin

l�

a
x

YA�B
m �y� =

√
2
b
sin m�

b
y l�m=1�2�3�			

(64)

The energy levels for the nth band are

�l�m = �2
�
2

2m∗
Aa

2
l2 + �2

�
2

2m∗
Bb

2
m2 (65)

For circular symmetry the differential equation for the
envelope function is

d2RA�B
l

dC2
+ 1

C

dRA�B
l

dC
±

(
1∓ l2

C2

)
RA�B

l = 0 (66)

where

C = ?A�Br ?A =
√
2m∗

A�r��l

�2
?B =

√
2m∗

B

�2
�V0 − �l�

(67)

The upper signs in Eq. (66) correspond to material A (we
are considering that the potential VA

b is zero) and the lower
signs correspond to material B, where the interface potential
is V B

b = V0. Equation (66) is the Bessel differential equa-
tion �+�−� and modified Bessel differential equation �−�+�
respectively.
Integrating Eq. (66) for each material we obtain the

Bessel function of the first kind, Jl�?
Ar�, and the modified

Bessel function, Kl�?
Br�, respectively; these functions and

their derivatives must satisfy the continuity requirement for
Rl in the r = r0 interface, where r0 is confinement circular
section radius. That is,

aJl

(
?Ar0

) = bKl

(
?Br0

)
and

a

m∗
A

J ′
l

(
?Ar0

) = b

m∗
B

K ′
l

(
?Br0

) (68)

where a, b are constants which are determined using the
normalization condition for the wavefunction 3��r�. Then we
can calculate the energy levels for each n band solving the
following transcendental equation;

J ′
l

(
?Ar0

)
m∗

AJl

(
?Ar0

) = K ′
l

(
?Br0

)
m∗

BKl

(
?Br0

) (69)

2.5.3. Quasi-Zero-Dimensional System
In this case the electron is totally or partially confined in
the three spatial directions and since there is no direction
for the free movement, the total energy does not depend
on any of reciprocal space �k wavevector components. Nor
can we define, in a mathematical sense, the effective mass
as a function of �k. However, since the electron still is under
the action of the crystalline field, we can use the concept of
effective mass as the change of its properties, as well as the
effective mass scheme.
Therefore, if we continue with the final result obtained

from the envelope function method or the effective mass
approximation, the wavefunction can be written as

3��r� = ∑
n

f A�B
n ��r�u

n� �k0�r� (70)

where we are assuming that the quasi-zero-dimensional sys-
tem is a spherical quantum dot formed by two materials A
and B, where the potential V0 is given by

VA�B
b �r� =

{
0 0 ≤ r ≤ r0 (A material)

V0 r > r0 (B material)
(71)

Taking into account the problem symmetry, it is reason-
able to consider the spherical coordinates �r� �� ��. In these
coordinates the Hamiltonian can be written as

Ĥ = − �
2

2m∗
A�B

{
52

5r2
+ 2

r

5

5r
− L̂2

r2�2

}
+ VA�B

b �r� (72)

where the L̂2 operator is

L̂2 = 1
sin �

[
5

5�

(
sin �

5

5�

)
+ 1

sin �

52

5�2

]
(73)

In this case, the envelope function f A�B
n ��r� is expressed as

a product of functions of r , �, and �,

f A�B
n ��r� = f A�B

n �r�Yl�m��� �� (74)

where Yl�m��� �� are the spherical harmonics, and f A�B
n �r�

are the new envelope functions that fulfill with the equations

d2f A�B
n� l

dC2
+ 1

C

df A�B
n� l

dC
±

(
1∓ l�l + 1�

C2

)
f A�B
n� l = 0 (75)

where the new variable C is defined as

C = ?A�Br ?A =
√
2m∗

A�r��n� l

�2

?B =
√
2m∗

B

�2
�V0 − �n� l�

(76)



Impurity States and Atomic Systems Confined in Nanostructures 57

For convenience we will omit the band index n in the
following treatment.
The upper signs correspond to the interior region of quan-

tum dot and lower signs correspond to the exterior. The
solutions of these equations are the envelope functions in A
and B materials and can be written as

f A�B��r� =
{
f A
l �C�Yl�m��� �� = ajl�?

Ar�Yl�m��� ��

f B
l �C�Yl�m��� �� = bkl�?

B�Yl�m��� ��
(77)

where jl�?
Ar� is the spherical Bessel function of the first

kind, kl�?
Br� is the modified spherical Bessel function of the

third kind, and a, b are constants which are determined with
the normalization condition of the wavefunction. The new
boundary condition in the r = r0 interface of quantum dot
can be expressed as

ajl
(
?Ar0

) = bkl

(
?Br0

)
and

a

m∗
A

j ′l
(
?Ar0

) = b

m∗
B

k′
l

(
?Br0

) (78)

Then, the eigenstates are determined solving the follow-
ing transcendental equation:

j ′l
(
?Ar0

)
m∗

Ajl
(
?Ar0

) = k′
l

(
?Br0

)
m∗

Bkl

(
?Br0

) (79)

The energy states �n� l�m of the system are characterized
by three quantum numbers, namely, the principal number n,
the orbital number l, and the magnetic number m. The
orbital quantum number determines the angular momentum
value L̂:

L̂2 = �
2l�l + 1� l = 0� 1� 2	3 	 	 	 (80)

The magnetic quantum number determines the L̂z com-
ponent parallel to the z axis:

L̂z = �m m = 0�±1�±2� 	 	 	 �±l (81)

Every state with a certain l value is �2l + 1� degenerate
according to 2l+ 1 values of m. The states corresponding to
different l values are usually denoted as s, d, f , and g states
and so forth in alphabetical order. For example, states with
zero angular momentum �l = 0� are referred to as s states,
those with l = 1 are denoted as p states, and so on. The par-
ity of states corresponds to the parity of the l value, because
the radial function is not sensitive to inversion (r remains
the same after inversion) and spherical function after inver-
sion transforms as follows:

Yl�m��� �� → �−1�lYl�m��� �� (82)

The specific values of energy are determined by the
VA�B

b ��r� function. Consider a simple case corresponding to
one spherically symmetric potential well with an infinite bar-
rier; that is,

VA�B
b ��r� =

{
0 for 0 ≤ r ≤ r0

� for r > r0
(83)

In this case energy values are expressed as

�n� l =
�
2X2

n� l

2m∗
Ar

2
0

(84)

where Xn� l are roots of the spherical Bessel functions with
n being the number of the root and l being the order of the
function.
This formulation can be adapted to the case of a rect-

angular quantum box where the envelope function can be
written as

f A�B
n ��r� = XA�B

n �x�YA�B
n �y�ZA�B

n �z� (85)

and thus we obtain three equations in order to calculate the
X, Y , and Z new envelope functions for each direction,

{
− �

2

2m∗
A�B�x�

d2XA�B
n �x�

dx2
+ VA�B

b �x�

}
XA�B

n �x�

= �n� xX
A�B
n �x� (86){

− �
2

2m∗
A�B�y�

d2YA�B
n �y�

dy2
+ VA�B

b �y�

}
YA�B

n �y�

= �n� yY
A�B
n �y� (87){

− �
2

2m∗
A�B�z�

d2ZA�B
n �z�

dz2
+ VA�B

b �z�

}
ZA�B

n �z�

= �n� zZ
A�B
n �z� (88)

which represent three uncoupled equations corresponding to
three isolated single quantum wells. If we consider that the
dimensions of the rectangular quantum box are a, b, and c,
according to x, y, and z directions, respectively, then, taking
into account the infinite barrier potential between A and B
materials, we obtain the solutions

XA
l �x� =

√
2
a
sin

l�

a
x YA

m �y� =
√
2
b
sin

m�

b
y

ZA
p �z� =

√
2
c
sin

p�

c
z

(89)

where l, m, and p are quantum numbers taking positive
nonzero integers.
In this case energy values are expressed as follows:

�l�m�p = �2
�
2

2m∗
A�x�a

2
l2 + �2

�
2

2m∗
A�y�b

2
m2 + �2

�
2

2m∗
A�z�c

2
p2

(90)

The theory of the quasi-particle states used previously to
study the nanostructures is suitable for quasi-particles like
electrons and holes; however, in order to be used for the
excitons we need to make some modifications.
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2.6. Idealized Confined Systems when
Symmetry of the Confinement Region
Does Not Have Regular Form and the
Schrödinger Equation is Nonseparable

When the Schrödinger equation for a given quantum system
is nonseparable in nature, then some approximation tech-
niques must be used to study its solution. In a similar situa-
tion for a confined quantum system, the variational method
might constitute an economical and physically appealing
approach. It has been shown that the variational method is
useful for studying this class of systems when their symme-
tries are compatible with those of the confining boundaries.
We will only consider the application of the variational

method in the case of a symmetric quantum system confined
by impenetrable potentials, as a simple example of a more
general situation.

2.6.1. General Description of the Method
For the moment, let us assume that, for a given system, the
time-independent Schrödinger equation can be written as

Ĥ3n = En3n (91)

where Ĥ = −�1/2�6 2 + V �q� is the associated Hamiltonian
for this system, IqJ is the set of coordinates on which V
depends, and � = m = 1.
An approximate solution of Eq. (91) may be obtained by

replacing 3n by a trial wavefunction 9n, which possesses a
similar behavior at the “origin” as well as asymptotically at
infinity. An estimate of the energy of the system is then
obtained by minimizing the functional

∫
9∗

nĤ9n dK (92)

with the additional restriction that

�n = min
∫

9∗
nĤ9n dK = 0n�n′ (93)

As is shown in any quantum mechanics textbook, one can
find that

�n = min
∫

9∗
nĤ9n dK ≥ En (94)

That is, a poor guess of 9n leads to a poor estimate of �n,
which means that we have not properly included our quali-
tative knowledge of the system under study.
In practical calculations, the functions 9n depend upon

the coordinates, say Iq1� q2� 	 	 	 � qsJ, and on a set of
unknown parameters I?1� ?2� 	 	 	 � ?kJ such that �n =
�nI?1� ?2� 	 	 	 � ?kJ. In order to determine the set I?kJ one
must solve the system of equations

5�n

5?i

= 0 i = 1� 2� 	 	 	 � k (95)

from which �n can be readily obtained. In doing this we have
�n and 9n as an approximate energy and wavefunction for
the state n, respectively.

Let us assume a quantum system confined within a
domain D, for which the Hamiltonian can be written as

Ĥ = Ĥ0 + V �q� (96)

where Ĥ0 is the Hamiltonian for the free system, and

V �q� =
{+� q � D

0 q ∈ D
(97)

is the confining potential.
The solution of Eq. (96) must satisfy

3�q� = 0 q ∈ 5D (98)

where 5D is the boundary of D.
In order to use the variational method, we must construct

a trial wavefunction that satisfies the boundary condition
imposed by Eq. (98). This function can be defined as

9�q� = g�q�30�q� ?� (99)

where 30�q� ?� has a structure similar to the solution of the
Schrödinger equation for Ĥ0, but the good quantum num-
ber(s) that define the energy of the free system is (are)
replaced by a parameter (or a set of parameters) ?, because
the confining conditions impose new quantization rules.
The function g�q� must satisfy the boundary condition

given by Eq. (98). This technique can be used when the
symmetry of the confining potential is compatible with the
symmetry of the system under study.
When the latter is not the case, the form of the trial wave-

function given by Eq. (99) must be slightly changed since the
symmetry is broken by the confinement potential. However,
in spite of the lack of compatibility between both symme-
tries, the system and confinement domain often are related
through a coordinate transformation of the form

q = q�q′� (100)

where q ′ are the coordinates of the center of symmetry of
D and q are the coordinates of the center of symmetry of
the system.
Even in the aforementioned case, it is still possible to

construct the trial wavefunction as in Eq. (99), except that
the coordinates q of the system under study must be written
in terms of the coordinates q′ of D using the rule given in
Eq. (100). Under such conditions the trial wavefunction for
this asymmetry situation can be written as

9�q�q′�� = g�q�q′��30�q�q
′�� ?� (101)

Once the latter has been done, the energy functional can
be constructed and minimized with respect to ?, as usual.
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3. PHYSICAL EFFECTS OF IMPURITY
STATES AND ATOMIC SYSTEMS
CONFINED IN SEMICONDUCTOR
NANOSTRUCTURES

In contrast to bulk materials, the nanostructures are char-
acterized by a lack of translational invariance along the
confinement direction. Thus, the impurity binding energy
explicitly depends on the precise location of the impurity.
It is important to know where the impurity atom is placed
in the nanostructure, and the binding energy of the donor
state associated with impurity atom will depend on whether
the impurity atom sits at the center or the axis of the
nanostructure.
The second important feature of Coulombic problems

in nanostructures is the variation of the impurity bind-
ing energy with the characteristic dimension of the well.
When the nanostructure confinement dimension (confine-
ment size) decreases, the impurity binding energy increases,
as long as the penetration of the unperturbed nanostructure
wavefunction in the barrier remains small. This may seem
surprising at first sight since we intuitively associate extra
kinetic energy with the localization of a particle in a finite
region of space. Moreover, it is actually true that the energy
of the ground bound state of the impurity increases as the
confinement size decreases, when it is measured from some
fixed reference. However, the onset of the impurity con-
tinuum, which (for donors) coincides with the energy of
the nanostructure bound state, also moves up with decreas-
ing confinement size. The binding energy finally increases
since, in the bound impurity states, the carrier is kept near
the attractive center by nanostructure walls and thus expe-
riences a larger potential energy than in the absence of a
nanostructure. On the other hand the onset of the impu-
rity continuum does not benefit from any extra potential
energy gain, as the continuum states are hardly affected by
the Coulombic potential.
When the Schrödinger equation for a given quantum sys-

tem is nonseparable in nature, then some approximation
techniques must be used to study its solution. In a sim-
ilar situation for a confined quantum system, the varia-
tional method might constitute an economical and physically
appealing approach [65]. It has been shown [66] that the
variational method is useful for studying this class of sys-
tems when their symmetries are compatible with that of the
confining boundaries. In general, in the problems related to
impurity and atoms confined in the different nanostructures,
these considerations are fulfilled.

3.1. Hydrogenic Impurity
in Quasi-Two-Dimensional Systems

In Figure 8, we sketched the shape of the impurity wave-
function, keeping the in-plane distance between the carrier
and the attractive center C�C = √

x2 + y2� equal to zero.
Several quantum well thicknesses (upper part of Fig. 8)
and several impurity positions in a thick well (lower part
of Fig. 8) have been considered. For thick wells �L � a∗

B�
the on-center impurity wavefunction resembles that of the
bulk 1s states. On the other hand, the on-edge impurity

L >> a
B
* L << a

B
*L ~ a

B
*

zi = 0zi = 0zi = 0

zi = 0 zi = L /4 zi = L /2

Figure 8. Evolution of the shape of the impurity wave function in a
quantum well of decreasing well thickness for an on-center impurity
(upper part) and with the impurity position in a thick well (lower part).

wavefunction approaches the shape of a 2pz wavefunction
if �L/a∗

B� � 1. This is because the barrier potential forces
the impurity wavefunction to almost vanish at z = ±L/2. If
L/a∗

B � 1 and if the barrier height is very large, the electron
z motion becomes forced by the quantum well potential.
Thus, along the z axis the impurity wavefunction looks like
the ground state wavefunction of the well 91�z�.

3.1.1. Approximate Solutions
of the Hydrogenic Impurity Problem

In all that follows we will consider donorlike impurities
unless otherwise specified. The conduction bands of both
host materials of the quantum well are assumed to be iso-
topic and parabolic in �k. We neglect the effective mass jumps
at the interfaces as well as the differences in the relative
dielectric constants of the two host materials. The impu-
rity envelope functions are the solutions of the effective
Hamiltonian

Ĥ = Ĥ0 + VI =
p̂2

z

2m∗
e

+ p̂2
x + p̂2

y

2m∗
e

+ V0Y

(
z2 − L2

4

)

− e2

�
√

C2 + �z− zi�
2

(102)

where V0 is the barrier height and Y�x� is the step function
[Y�x� = 1 if x > 0; Y�x� = 0 if x < 0]. The impurity position
along the growth axis is zi. The �x� y� origin is at the impu-
rity site because all the impurity positions are equivalent in
the layer plane; �C is the projection of the electron position
vector in the layer plane .C�x� y�/.
In the absence of the impurity the eigenstates of Ĥ0 are

separable in �x� y� and z,

Ĥ0�L� �k⊥� =
(
�L +

�
2k2

⊥
2m∗

e

)
�L� �k⊥� (103)
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where L labels the quantum well eigenstates (energy �L),
that is, the quantum well bound ��L < V0� and unbound
states ��L > V0� and �k⊥ = �kx� ky�. Since the �L� �k⊥� basis is
complete we may always expand the impurity wavefunction
3loc in the form

�3loc� =
∑
L� �k⊥

c�L� �k⊥��L� �k⊥� (104)

The Coulombic potential couples a given subband L, as
well as a given vector �k⊥ with all others. The intersubband
coupling (especially the one with the subbands of the quan-
tum well continuum) is difficult to handle. In a quasi-two-
dimensional situation we would like to set c�L� �k⊥� ≡
cL0

��k⊥�0L� L0
, that is, to neglect intersubband coupling [67,

68]. This procedure is convenient as the impurity wavefunc-
tion displays a separable form:

��r �3loc� = 9L0
�z��� �C� (105)

The wavefunction �� �C� is the solution of the two-
dimensional Schrödinger equation

[
p̂2

x + p̂2
y

2m∗
e

+ Veff�C�

]
�� �C� = ��− �L0

��� �C� (106)

where Veff is the effective in-plane Coulombic potential,

Veff�C� =
−e2

�

∫ +�

−�
dz92

L0
�z�

1√
C2 + �z− zi�

2
(107)

which is L0 and zi dependent. A solution of Eq. (106) can
be sought variationally, the simplest choice for the ground
state being the nodeless one-parameter trial wavefunction

�0�C� =
1
(

√
2
�
exp�−C/(� (108)

where ( is the variational parameter. The bound state
energy is obtained through the minimization of the function

�L0
�zi� (� =

�
2

2m∗
e(

2
− 2e2

�(

∫ �

0
xe−x

×
∫ +�

−�

dz92
L0
�z�√

x2 + 4
(2
�z− zi�

2
dx + �L0

(109)

and the binding energy is

�bL0
�zi� = �L0

−Min
(

�L0
�zi� (� (110)

One should be aware that the decoupling procedure
[Eqs. (105)–(110)] runs into difficulties in the limits L → �
and L → 0. In the former case the energy difference �L0+1 −
�L0

becomes very small and many subbands become admixed
by the Coulombic potential. Clearly, for infinite L one can-
not describe the bulk 1s hydrogenic bound state by a sep-
arable wavefunction. In the latter case �L → 0� one finds
similar problems due to the energy proximity between the
ground quantum well subband �1 and the top of the well
V0. Consequently 91�z� leaks more and more heavily in the

barrier. At L = 0 the only sensible result is to find a 1s bulk
hydrogenic wavefunction corresponding to the barrier-acting
material (in this model the latter has a binding energy equal
to R∗

y). Once again this state cannot have a wavefunction
like that of Eq. (105). If V0 is infinite the result at L = 0
is qualitatively different. The quantum well only has bound
levels whose energy separation increases like L−2 when L
decreases. The smaller the well thickness, the better the sep-
arable wavefunction becomes. At L = 0, one obtains a true
two-dimensional hydrogenic problem whose binding energy
is 4R∗

y whereas ( = a∗
B/2.

To circumvent the previous difficulties and obtain the
exact limits at L = 0 and L = � for any V0 one may use
[69–71]

3loc��r� = N91�z� exp
[
− 1

(

√
C2 + �z− zi�

2

]
(111)

where N is a normalization constant, ( is the variational
parameter, and attention is focused on the ground bound
state attached to the ground quantum well subband �1. Cal-
culations are less simple than with the separable wavefunc-
tion [Eq. (105)]. Comparing the binding energy deduced
from Eqs. (105)–(111) one finds, for infinite V0, that the
separable wavefunction gives almost the same results as
the nonseparable wavefunction if L/a∗

B ≤ 3. This is the
range where for most materials the quantum size effects are
important.
Other variational calculations have been proposed [72, 73].

For example, instead of using a nonlinear variational param-
eter one uses a finite basis set of fixed wavefunctions
(often Gaussian ones) in which Ĥ is numerically diagonal-
ized. The numerical results obtained by using a single non-
linear variational parameter compare favorably with these
very accurate treatments.

3.1.2. Results for the Ground Impurity State
Attached to the Ground Subband

Figures 9 to 11 give a sample of some calculated results for
the ground impurity state attached to the ground subband.
Two parameters control the binding energy:

(i) Thickness dependence of the impurity binding energy:
the dimensionless ratio L/a∗

B indicates the amount of
two-dimensionality of the impurity state. If L/a∗

B ≥ 3
or L/a∗

B ≤ 0	2 and V0 ≈ 3 eV in GaAs–Ga1−xAlxAs
the problem is almost three-dimensional. This is
either because the subbands are too close �L/a∗

B ≥ 3�
or because the quantum well continuum is too close
�L/a∗

B ≤ 0	2�. The on-center donor binding energy
increases from R∗

y�L → �� to reach a maximum
�L/a∗

B ≤ 1� whose exact L location and amplitude
depend on Vb. Finally it decreases to the value R∗

y at
L = 0 [72, 73]. If V0 is infinite, the maximum is only
reached at L = 0 and has a value of 4R∗

y [69].
(ii) Position dependence of the impurity binding energy:

the impurity binding energy monotonically decreases
when the impurity location zi moves from the cen-
ter to the edge of the well and finally deep into the
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Figure 9. Calculated dependence of the on-edge (crosses) and on-
center (circles) hydrogenic donor binding energy versus the well thick-
ness L in a quantum well with an infinite barrier height. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

barrier. In Figure 12, it is shown that this decrease
is rather slow for zi > L/2; for instance, a donor
placed 150 Å away from a GaAs–Ga0	7AsAl0	3As quan-
tum well (L = 94	8 Å) still binds a state by ≈0.5R∗

y

which is ≈2.5 meV [70].
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Figure 10. Dependence of on-center hydrogenic donor binding energy
in GaAs–Ga1−xAlxAs quantum wells versus the GaAs slab thickness
L. Vb�x� = 0	85 [�g�Ga1−xAlxAs� − �g�GaAs�]. One monolayer is
2.83 Å thick. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.
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Figure 11. Dependence of the on-edge hydrogenic donor binding
energy in GaAs–Ga1−xAlxAs quantum wells versus the GaAs slab thick-
ness L. m∗

e = 0	067m0. � = 13	1. V0 = 212 meV (curve 1); 318 meV
(curve 2); 424 meV (curve 3); and infinite (curve 4). Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.
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Figure 12. Dependence of the hydrogenic donor binding energy in a
quantum well versus the impurity position zi (a) in the case of a finite
barrier well (V0 = 318 meV) and (b) in the case of an infinite bar-
rier well [69]. There is an interface at −zi = L/2. L = a∗

B = 94	8 Å.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.
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3.1.3. Excited Subbands: Continuum
The procedure followed for the bound state attached to
the �1 subband can be generalized for excited subbands
�2� �3� 	 	 	 as well as for the quantum well continuum.
However, it becomes rapidly cumbersome since a cor-

rect variational procedure for excited states requires the
trial wavefunctions to be orthogonal to all the states of
lower energies. For separable wavefunctions [Eq. (105)] this
requirement is automatically fulfilled and one may safely
minimize �L0

�zi� (� to obtain a lower bound of �bL0
�zi�. The

new feature associated with the bound states attached to
excited subbands is their finite lifetime. This is due to their
degeneracy with the two-dimensional continua of the lower
lying subbands. This effect, however, is not very large [67,
68] since it arises from the intersubband coupling, which is
induced by the Coulombic potential: if the decoupling proce-
dure is valid the lifetime of the quasi-bound state calculated
with Eq. (105) should be long.
For impurities located in the barriers (an important prac-

tical topic with regard to the modulation-doping technique),
we have seen that they weakly bind a state below the �1
edge. There exists (at least) a second quasi-discrete level
attached to the barrier edge (i.e., with energy ≈ V0 − R∗

y).
This state is reminiscent of the hydrogenic ground state
of the bulk barrier. Due to the presence of the quantum
well slab it becomes a resonant state since it interferes
with the two-dimensional continua of the quantum well sub-
bands L��L < V0�. Its lifetime K can be calculated using
the expression

�

2K
= 2�

�

∑
L� �k⊥

∣∣∣∣
〈
�̃��r� zi�

∣∣∣∣ −e2

�
√

C2 + �z− zi�
2

∣∣∣∣L�k⊥

〉∣∣∣∣
2

× 0

(
V0 −R∗

y − �L −
�
2k2

⊥
2m∗

e

)
(112)

where �̃ is the 1s bulk hydrogenic wavefunction of the bar-
rier. If the distance d separating the impurity from the quan-
tum well edge is much larger than a∗

B, Eq. (112) simplifies to

�

2K
≈ 16R∗

y

∑
L

PL

(
R∗

y

V0 − �L

)3/2

exp

(
−2d

a∗
B

√
V0 − �L

R∗
y

)

(113)

where PL is the total integrated probability of finding the
carrier in the Lth state (energy �L� in any of the two barriers
of the quantum well. One sees from Eq. (113) that the life-
time K is strongly dominated by the escape processes to the
excited subband �L whose energy is nearest to V0 − R∗

y . As
an example let us take a GaAs–GaAlAs quantum well with
thickness L = 50 Å, V0 = 0	2 eV and assume that d = 3a∗

B

(i.e., d ≈ 300 Å). We then get K ≈ 3 × 10−6 s. The quasi-
bound state can thus be considered, to a reasonable approx-
imation, as stationary ��/K ≈ 4× 10−8R∗

y�.

3.1.4. Excited Impurity Levels
Attached to the Subband

The Schrödinger equation [Eq. (102)] has several bound
states below �1; their binding energies have been calcu-
lated by several groups [72, 73]. The calculated energy

difference between the on-center donor ground state (quasi
1s) and the excited states (quasi 2px, 2py) agrees with the
far-infrared absorption and magnetoabsorption data [74].
On-edge donor levels have also been investigated.

3.1.5. Acceptor Levels in a Quantum Well
The problem of acceptor levels in semiconductor quantum
wells is much more intricate than the equivalent donor prob-
lem. This is due to the degenerate nature of the valence
bands in cubic semiconductors. In quantum wells this degen-
eracy is lifted (light and heavy holes have different confine-
ment energies).
However, the energy separation between the heavy and

light hole subbands is seldom comparable to the bulk accep-
tor binding energies. Thus many subbands are coupled by
the combined actions of the Coulombic potential and the
quantum well confining barrier potential. No simple decou-
pling procedures appear manageable.
Masselink et al. [75] used variational calculations to esti-

mate the binding energy of the acceptor level due to carbon
(a well-known residual impurity in MBE grown GaAs lay-
ers). Their results, shown in Figure 13, agree remarkably
with the experiments of Miller et al. [76]. One notices in
Figure 13 the same trends versus quantum well thickness
as displayed by Coulombic donors (Figs. 10 and 11). The
binding energy first increases when L decreases (increasing

Figure 13. Dependence of the on-center carbon binding energy versus
well width in GaAs–Ga1−xAlxAs quantum wells. Vb�x� = 0	15
[�g�Ga1−xAlxAs� − �g�GaAs�] is the assumed hole confining barrier
height. The open circles are the experimental values obtained by Miller
et al. [76]. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.
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tendency to two-dimensional behavior), then saturates, and
finally drops to the value of the acceptor binding energy of
the bulk barrier. Finally, it should be noted that the rel-
ative increase in binding is smaller for acceptors than for
donors. This is because the bulk acceptor Bohr radius is
much smaller than that of the bulk donor.

3.2. Hydrogenic Impurities within Asymmetric
and Symmetric Quantum Well Wires

In this section the energy of the ground and first excited
states, the binding energy, and oscillator strengths for hydro-
genic impurities confined within a cylindrical quantum well
wire with a finite-height potential well are studied varia-
tionally as a function of the wire radius and of the relative
position of the nucleus within the quantum well wire for
different barrier-height potential [77]. The trial wavefunc-
tion is constructed as the product of the free wavefunction
of hydrogen impurity and a simple auxiliary function that
allows the appropriate boundary conditions to be satisfied.
In this context, the variational method here used consti-

tutes a useful approach to study asymmetric and symmetric
quantum systems confined by penetrable potentials.

3.2.1. On-Axis Hydrogenic Impurity
If the nucleus of the hydrogen impurity is located on the
symmetry axis of the cylindrical quantum well wire, the
model Hamiltonian for the electron within the quantum well
wire can be written in atomic units (� = m∗

e = e = 1) as

Ĥ = −1
2
6 2 − 1

r
+ Vb�C� (114)

with

Vb�C� =
{
0 0 ≤ C ≤ C0

V0 C0 ≤ C < � (115)

where r = √
C2 + z2 is the electron–nucleus distance, C is

the cylindrical coordinate parallel to xy plane, z is the coor-
dinate along the wire axis, C0 is the wire radius, and V0 is
the confining potential barrier.
The physical meaning of V0 in this context is to simulate,

on the average, the effective potential step created by the
composition difference between the quantum well wire and
its surroundings.
It is well known that the Schrödinger equation for this

Coulomb-type potential is not separable in cylindrical coor-
dinates, the natural symmetry of the wire; thus we are forced
to use an approximate method to calculate the ground state
energy and first excited states for this system.
In order to use the variational method to solve approxi-

mately the Schrödinger equation with the Hamiltonian given
by Eq. (114), we must construct a trial wavefunction 3 with
the basic properties listed as follows:

3�0� finite

3�r� → 0 as r → �
1

3�r�

53�r�

5C
continua at C = C0

(116)

The function 3 will contain a parameter or a set of param-
eters that allows us to minimize the ground state energy by
imposing that

5�0
5?i

= 0 (117)

where I?iJ is the set of parameters mentioned earlier.
A possible ansatz wavefunction for this problem is of the

form

31s =
{

3i = A�C0 − ?C� exp�−?r� 0 ≤ C ≤ C0

3o = B exp�−?r� exp�−@C� C0 ≤ C < � (118)

where A, B are normalization constants and ?, @ are the
variational parameters involved in the calculation. These
functions must satisfy

3i�C=C0
= 3o�C=C0

(119)

53i

5C

∣∣∣∣
C=C0

= 53o

5C

∣∣∣∣
C=C0

(120)

By imposing condition (120) to the function given by
Eq. (118) we have that

@ = ?

�1− ?�C0
(121)

That is, we need to find only one variational parameter to
minimize the ground state energy. Furthermore, when V0 →
�, ? → 1, @ → �, and 3o → 0, as expected.
The continuity condition on the boundary, Eq. (119),

relates B and A:

B = AC0�1− ?� exp
(

?

1− ?

)
(122)

The suitable Hamiltonian for 2p-type excited states is the
same that given by Eq. (114), and the variational wave-
functions for 2px, 2py , and 2pz states, when the nucleus of
hydrogenic impurity is fixed on the symmetry axis of the
wire, are of the form

32px
=




3i = C�C0 − PC�

× exp�−Pr�C cos� 0 ≤ C ≤ C0

3o = D exp�−Pr�

× exp�−QC�C cos� C0 ≤ C < �

(123)

32py
=




3i = C�C0 − PC�

× exp�−Pr�C sin� 0 ≤ C ≤ C0

3o = D exp�−Pr�

× exp�−QC�C sin� C0 ≤ C < �

(124)

32pz
=




3i = C�C0 − PC�

× exp�−Pr�z 0 ≤ C ≤ C0

3o = D exp�−Pr�

× exp�−QC�z C0 ≤ C < �

(125)
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where C and D are normalization constants and P, Q are
variational parameters to be determined and are related by

Q = P

�1− P�C0
(126)

and

D = CC0�1− P� exp
(

P

1− P

)
(127)

The results for the energy of the ground and 2pz states
as a function of wire radius and different barrier heights are
displayed in Figure 14. For a given value of the finite barrier
potential the ground state (excited state) energy increases
from −0.5 (−0.125) Hartrees as the wire radius is reduced.
These values are characteristic of the “free” hydrogen atom.
The binding energy �b for the hydrogenic impurity is

defined as the ground state energy of the system without
Coulomb interaction �w, minus the ground state energy in
the presence of electron–nucleus interaction �0; that is,

�b = �w − �0 (128)

The binding energy defined in this way is a positive
quantity.
In Figure 15a, we display the variation of the hydrogenic

impurity binding energy �b as a function of wire radius C0
for several values of finite potential barrier.

3.2.2. Off-Axis Hydrogenic Impurity
If the nucleus of the atom is located on the x axis, at a
distance b from the axis of the wire, the electron–nucleus
distance is

r ′ = ��r − bêx� =
√

�x − b�2 + y2 + z2

= √
C2 + b2 + z2 − 2Cb cos� (129)
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Figure 14. Energy of the ground and 2pz states of the hydrogenic impu-
rity confined in a penetrable quantum well wire with the nucleus on
the axis as a function of wire radius and potential barrier heights.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

(a)

(b)

Figure 15. (a) Binding energy of the hydrogenic impurity confined in a
penetrable quantum well wire with the nucleus on the axis as a function
of the wire radius and potential barrier height. (b) Binding energy of
the hydrogenic impurity confined in a penetrable GaAs–Ga1−xAlxAs
quantum well wire with the nucleus on the axis as a function of the wire
radius and potential barrier height. Reprinted with permission from
[205], J. L. Marín et al., in “Handbook of Advanced Electronic and
Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic Press,
San Diego, 2001. © 2001, Academic Press.

with �r the position vector of the electron relative to the
origin on the wire axis. Then the suitable Hamiltonian is

Ĥ = −1
2
6 2 − 1

r ′
+ Vb�C� (130)

where Vb�C� is the same as that given by Eq. (115).
The trial wavefunction for the ground state energy can

then be written as

31s =
{

3i = A�C0 − ?C� exp�−?r ′� 0 ≤ C ≤ C0

3o = B exp�−?r ′� exp�−@C� C0 ≤ C < � (131)

where, as before, A and B are normalization constants and
?, @ are the variational parameters involved in the calcu-
lation. Again, ?, @ and A, B are, respectively, related by
Eqs. (121) and (122).
When the nucleus of hydrogenic impurity is off the sym-

metry axis, it is not possible to find the wavefunctions, for
the 2px and 2py states, that satisfy the orthonormality condi-
tion as is required by the method. Therefore we will restrict
to the 2pz state only. The suitable Hamiltonian is the same
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that given by Eq. (116), and the variational wavefunction is
given by

32pz
=

{
3i=C�C0−PC�exp�−Pr ′�z 0≤C≤C0

3o=Dexp�−Pr ′�exp�−QC�z C0≤C<� (132)

where, as before, C, D are normalization constants and P,
Q are the variational parameters involved in the calculation.
Again, P, Q and C, D are, respectively, related by Eqs. (126)
and (127).
In Figure 16, we show the energy of the ground and 2pz

states as a function of �b/C0� for C0 = 1	0 Bohr and several
heights of potential barrier.
In Figure 17a, we display the variation of the hydrogenic

impurity binding energy �b as a function of �b/C0� for C0 =
1	0 Bohr and several heights of potential barrier.

3.2.3. Optical Properties
To predict the absorption peak due to 1s–2p transitions as
a function of the wire radius and confining degree, we have
calculated the transition energy between these states as well
as their oscillator strengths.
The f0 oscillator strength is defined as

f0 =
2
3
��1s��r · �er �2p��2'� (133)

where �er is the incident light polarization vector and '� =
�2p − �1s is the transition energy between 2p and 1s states.
The 1s–2pz oscillator strength f0 (for �er � z� is shown in

Figure 18 as a function of wire radius for several heights of
potential barrier, when the nucleus is fixed on the center of
the wire. For a given value of the finite barrier potential the
oscillator strength increases from 0.139, the characteristic
value of the “free” hydrogen atom, as the wire radius is
reduced.
Finally, in Figure 19, we show the oscillator strength f0

(for �er � z) as a function of relative nucleus position �b/C0�

Figure 16. Energy of the ground and 2pz states of an off-axis hydro-
genic impurity enclosed within a penetrable quantum well wire of radius
C0 = 1	0 Bohr as a function of the relative nucleus position and poten-
tial barrier height. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

(a)

(b)

Figure 17. (a) Binding energy of an off-axis hydrogenic impurity
enclosed within a penetrable quantum well wire of radius C0 = 1	0 Bohr
as a function of the relative nucleus position and potential barrier
height. (b) Binding energy of an off-axis hydrogenic impurity enclosed
within a penetrable GaAs–Ga1−xAlxAs quantum well wire of radius
C0 = 1	0 Bohr as a function of the relative nucleus position and poten-
tial barrier height. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

for C0 = 2	0, 3.0, and 4.0 Bohrs and several potential barrier
heights for the off-axis case.
In Figure 14, we show the ground and first excited states

energies of the hydrogenic impurity confined within cylindri-
cal quantum dot with the nucleus on the symmetry axis, as a
function of C0 for several V0 values. The ground state energy
has a similar behavior as in [65], as well as for the hydrogen
atom and for electron systems (like H−, He, Li+, and Be2+)
within a penetrable spherical box [78]; that is, the energy
diminishes as the confinement box size increases (for a given
value of V0), and for a given size of the box the energy
increases as V0 increases. Similar behavior is found by Nag
and Gangopadhayay [79] who show graphically qualitative
results for heavy holes and electrons within a quantum well
wire with cylindrical and elliptic cross-section. They have
used the physical constants of the Ga0	47In0	53As/InP system.
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Figure 18. 1s–2pz oscillator strength of the hydrogenic impurity con-
fined in a penetrable quantum well wire with the nucleus on the axis
as a function of the wire radius and potential height. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

This energy behavior can be understood on the basis of
the uncertainty principle because when confinement dimen-
sions are reduced the energy increases. If dimensions con-
tinue decreasing there will be a point at which the kinetic
energy will be greater than the potential energy associated
with internal interactions of the system. In an extreme sit-
uation of confinement the potential energy is only a per-
turbation of total energy for a free particle system. For
attractive potentials, like Coulomb’s potential, there is a
very clear competition between kinetic energy and potential
energy. If C0 decreases, then potential energy decreases, but
kinetic energy always increases because of the localization
of wavefunction.
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Figure 19. 1s–2pz oscillator strength of an off-axis hydrogenic impurity
enclosed within a penetrable quantum well wire of radii C0 = 2	0, C0 =
3	0, and C0 = 4	0 Bohr as a function of the relative nucleus position
and potential height. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

In Figure 15a, we display the binding energy of a hydro-
genic impurity in a quantum well wire with finite potential
barrier, as a function of the width of the wire. The results
show that, due to the finite confining capacity of the
quantum well wire, there is a critical radius for which the
electron is no longer confined. Indeed, as the confining bar-
rier increases this critical radius become smaller, as expected
from simple physical considerations. For a given value of the
finite barrier potential the binding energy increases from its
bulk value as the wire radius is reduced, reaches a maxi-
mum value, and then drops to the bulk value characteris-
tic of the barrier material as the wire radius goes to zero.
This is due to the fact that as the wire radius is decreased
the electron wavefunction is compressed thus leading to an
enhancement of the binding energy. However, below a cer-
tain value of C0 the leakage of the wavefunction into the bar-
rier region becomes more important, and the binding energy
begins to decrease until it reaches a value that is character-
istic of the barrier material as C0 → 0. This effect has been
studied for heavy and light excitons confined within quan-
tum wires [80], for hydrogen impurities within quantum well
wire of GaAs1−xAlxAs [81, 82], and excitons within quan-
tum well wire in the presence of a magnetic field [83]. In
Figure 15b, we show the same results for the quantum well
wire of GaAs1−xAlxAs for the barrier potentials V0 = 265	0,
53.0, 10.6, 5.3 meV that correspond to the x = 0	36, 0.08,
0.016, 0.008, Al concentrations, respectively. The quantita-
tive comparison of the curves in Figure 15b with the results
of [80, 82, 83] show that our variational calculations lead to
the same results.
The peak in the binding energy occurs for the smallest

value of C0 for which the probability of electrons to be found
outside the well is not significant; that is, the enhancement
in binding energy occurs because the confining potential is
forcing the electrons to move only in a smaller space and
to spend most of their time closer the nucleus. This strong
enhancement of the binding energy has important conse-
quences for optical and transport properties of quantum well
wires.
In Figure 16, we show the ground and first excited state

energies for the asymmetric case. The ground state energy
approaches the value calculated in [65] for the infinite
potential barrier case, as the potential barrier is increased,
and when the size of the quantum well wire becomes infi-
nite and the nuclei is close to the boundary. For a given
value of the finite barrier potential the energy of the 2pz

excited state is almost independent of the relative position
of the nuclei within the quantum well wire, as compared
with the variation of the ground state energy. This is due to
the orientation of the orbital in which the electron moves; a
similar effect has been studied for a hydrogen atom enclosed
between two impenetrable parallel planes and for a heavy
exciton in a CdS film in [84].
Also, we can note that for C0 = 1 Bohr, the ground state

energies calculated for V0 = 1, 2, 10, 50 Hartrees are in exact
agreement with the ground state energies when the atom
nucleus is on the symmetry axis as we can see in Figure 14.
The same is true for the first excited state energies (compare
Fig. 16 with Fig. 14).
In Figure 17a, we can note that the value of the bind-

ing energy for the asymmetric case decreases as the nucleus
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approaching the quantum well wire is increased. A simi-
lar behavior occurs for the binding and the ground state
energy of a hydrogenic impurity placed in a rectangular
cross-section quantum well wire of GaAs–GaxAl1−xAs [81].
In Figure 17b, we show the same results as in Figure 17a,

for the case of a hydrogenic impurity within a cylindrical
quantum well wire of GaAs–GaxAl1−xAs with C0 = 103	4 Å.
The calculations were carried out for barrier potentials
V0 = 265	0, 53.0, 10.6, 5.3 meV that correspond to aluminum
concentrations x = 0	36, 0.08, 0.016, 0.008. The quantitative
comparison of Figure 16b with the results of [81] shows the
effect of the geometry on the binding energy.
The binding energy for C0 = 1 Bohr is in agreement with

the binding energy when the nucleus is on the axis of the
wire (compare Fig. 17a with Fig. 15a).
In Figure 18, the 1s–2pz transitions of the studied states

in the symmetric case are shown. We note a similar behav-
ior to that found in other systems which are confined in
regions with different symmetries, for example, the heavy
exciton case confined in a KCl ionic sphere for several radii
and penetrabilities, in which the excitonic transitions vanish
for given sphere sizes, as a consequence of the finite confin-
ing potential value, and moreover in that case the absorp-
tion peak is shifted to high energies as the sphere radius
decreases. This effect has been experimentally observed in
SiO2 spheres [84]. In addition, for V0 = �, there is a crit-
ical radius of quantum well wire for which the absorption
has a maximum and then returns to bulk value as the radius
continues decreasing.
In Figure 19, we show the oscillator strength f0 (for �el � z)

as a function of relative nucleus position �b/C0� for C0 =
2	0, 3.0, and 4.0 Bohrs, with the following potential barrier
values: V0 = 0	1 and 0	2 Hartrees for the off-axis case. The
maximum in the absorption peak allows us to predict the
optimum site for the location of the hydrogenic impurity
within the quantum well wire. We can note that, for the same
parameter values as those mentioned earlier, the transition
intensities are in agreement with the transition intensities of
the studied states in the symmetric case (compare Fig. 19
with Fig. 18).

3.3. Asymmetric Confinement
of Hydrogen by Hard Spherical
and Cylindrical Surfaces

The variational method is used to calculate the ground state
energy of the hydrogen atom confined within hard spheri-
cal and cylindrical surfaces, for an atomic nucleus, which is
off the center of symmetry of the confining boundary. It is
shown that the wavefunction for the free hydrogen atom in
spherical coordinates (referred to the center of symmetry of
the confining surface) can be used, without further assump-
tions, to construct the trial wavefunction systematically. The
latter is assumed to be the product of the free wavefunction
and a simple cutoff function that satisfies the appropriate
boundary conditions.
In order to show the advantage of the method we present

in detail two cases: the hydrogen atom confined within hard
spherical and within cylindrical surfaces. The asymmetry of
these systems is due to the nucleus of the atom being shifted
off the center of symmetry of the confining surface (i.e.,

either off the center of the sphere or off the axis of the cylin-
der). Of course, in such cases the corresponding Schrödinger
equation is no longer separable.

3.3.1. Applications of the Method
In this section, two explicit examples using the variational
method application will be described. Both involve the
hydrogen atom confined within a domain with impenetra-
ble boundaries. In the first example, we shall consider the
atom within a spherical surface where the center of surface
and the nucleus of the atom differ by a constant distance a.
Referring to Figure 20, the coordinates of the electron of
the hydrogen atom with respect to the nucleus (�r ′) and
with respect to the center of the confining sphere (�r) are
related by

�r ′ = �r − �a (134)

The corresponding Hamiltonian can now be written as

Ĥ = −1
2
6 2 − 1

��r − �a� + Vb�r� (135)

where Vb is a confining potential defined as

Vb�C� =
{+� r > r0

0 r < r0
(136)

The ground state wavefunction for the free hydrogen
atom in spherical coordinates is given as

30 = A exp�−r ′� (137)

where r ′ is the electron–nucleus distance and A is a normal-
ization constant.
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Figure 20. Coordinates for the off-center hydrogen atom relative to the
center of the confining sphere.
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Without loss of generality, we can assume that the nucleus
is located on the z axis. The trial wavefunction for the
ground state can be written as

9��r� = A�r − r0� exp�−?��r − �a�� (138)

where r0 is the radius of the spherical confining domain, A is
a normalization constant, and

��r − �a� = .r2 + a2 − 2ar cos �/1/2 (139)

Here, � is the usual polar angle of the spherical coordi-
nates.
The results of the variational calculations of the ground

state energy with this trial wavefunction are displayed in
Table 1. A comparison with the results obtained in [85, 86]
is also shown. Figure 21 shows the ground state energy for
different sizes of the confining sphere as a function of �a/r0�.
In the case of cylindrical coordinates, it is obvious that the

Schrödinger equation for the Coulomb potential is nonsep-
arable; however, the application of the variational method
is still possible in the same context as could be done for
spherical coordinates, as we shall see.
If the nucleus of the atom is located at the x-axis, at a

distance �b (as depicted in Fig. 22), the electron–nucleus dis-
tance r ′ and the position of the electron relative to the origin
on the axis of the cylinder r are related by

r ′ = ��r ′� = ��r − �b� (140)

That is,

r ′ = .�x − b�2 + y2 + z2/1/2 = .C2 + b2 − 2Cb cos�+ z2/1/2

(141)

The trial wavefunction can be written as

9�r� = B�C− C0� exp�−?��r − �b�� (142)

where C0 is the radius of the cylinder and ��r − �b� is given
by Eq. (141). The ground state energies resulting from the

Table 1. Ground state energy for the off-center hydrogen atom within
an impenetrable spherical box as a function of the position of the
nucleus (relative to the center of the confining sphere) for various radii
of the box.

r0 a/r0 �a �b �c

4	0 0	1 −0	4804 −0	483 18 −0	483 15
0	5 −0	4673 −0	481 05 −0	481 02
1	0 −0	4390 −0	473 35 −0	473 42

3	0 0	1 −0	4209 −0	423 58 −0	423 58
0	5 −0	3910 −0	413 73 −0	413 92
1	0 −0	3223 −0	377 19 −0	378 40

2	0 0	1 −0	1198 −0	122 86 −0	122 86
0	5 −0	0235 −0	066 07 −0	068 89
1	0 +0	2022 +0	158 52 +0	127 51

Note: Energy units: Hartrees, distance units: Bohrs.
a Results of this subsection.
b Results of Gorecki and Byers Brown [85] obtained by boundary perturbation

theory.
c Results of Brownstein [86] obtained by a variational method in which the

trial wavefunction does not satisfy the boundary conditions.

Figure 21. Ground state energy for an off-center hydrogen atom
enclosed within an impenetrable spherical box as a function of the posi-
tion of the nucleus (relative to center of the sphere), for various radii
of the confining box. Note that when a/r0 � 1 and r0 � 1, the energy
approaches −1/8 Hartree which corresponds to the ground state of
the hydrogen atom close to an infinite planar surface. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

variational calculations, using this trial wavefunction, are dis-
played in Table 2. A comparison with the results from [87] is
also shown. In Figure 23, we show the ground state energy
as a function of �b/C0� for different values of C0.
The trial wavefunction is accomplished by referring the

electron–nucleus distance for the free atom to the origin
placed at the center of symmetry of the confining surface,
without further assumptions.
The results obtained by applying the direct variational

method to compute the ground state energy of the hydrogen
atom enclosed within spherical or cylindrical surfaces show
good agreement with more elaborate calculations as can be
seen from Tables 1 and 2. Furthermore, the trial wavefunc-
tions are flexible enough to describe the case when the size
of the confining surface becomes infinite and the nucleus is
close to the boundary. The latter corresponds to the case
when the hydrogen atom is close to a plane.

Figure 22. Coordinates for the off-axis hydrogen atom relative to the
axis of the confining cylinder.
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Table 2. Ground state energy for the off-axis hydrogen atom within
an impenetrable cylindrical box as a function of the position of the
nucleus (relative to the axis of the confining cylinder), for various radii
of the box.

C0 b/C0 �a �b

1	0 0	0 1	5854
0	2 1	6544 1	385 68
0	4 1	8111 1	553 68
0	6 2	0243 1	794 95
0	8 2	2305 2	036 988
0	99 2	3724 2	203 82

2	0 0	0 −0	1791
0	2 −0	1363 −0	247 82
0	4 −0	0401 −0	159 586
0	6 0	1050 0	0059 04
0	8 0	2704 0	2085 54
0	99 0	3785 0	3369 83

4	0 0	0 −0	4677
0	2 −0	4477 −0	487 374
0	4 −0	4044 −0	467 144
0	6 −0	3291 −0	398 212
0	8 −0	1671 −0	199 550
0	99 −0	0388 −0	038 415

10	0 0	0 −0	4912
0	2 −0	4921 −0	499 997
0	4 −0	4859 −0	499 943
0	6 −0	4696 −0	498 329
0	8 −0	3988 −0	456 063
0	99 −0	1183 −0	104 528

Note: Energy units: Hartrees, distance units: Bohrs.
a Results of this subsection.
b Results of Tsonchev and Goodfriend [87] obtained by expanding the wave-

functions in a basis of functions which depend on the polar angle �.
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Figure 23. Ground state energy of an off-axis hydrogen atom enclosed
within an impenetrable cylindrical box as a function of the position
of the nucleus (relative to axis of the cylinder), for various radii of
the confining box. Note that when b/C0 � 1 and C0 � 1, the energy
approaches −1/8 Hartree which corresponds to the ground state of
the hydrogen atom close to an infinite planar surface. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

3.4. Confined Electron and Hydrogenic
Donor States in a Spherical
Quantum Dot

According to hydrogenic effective mass theory, exact solu-
tions and quantum level structures are presented for con-
fined electron and hydrogenic donor states in a spherical
quantum dot of GaAs–Ga1−xAlxAs [88]. Calculated results
reveal that the values of the quantum levels of a con-
fined electron in a quantum dot can be quite different for
cases with finite and infinite barrier heights. The quantum
level sequence and degeneracy for an electron in a quan-
tum dot are similar to those of a superatom of GaAs–
Ga1−xAlxAs but different from those in a Coulombic field.
There is stronger confinement and larger binding energy for
a hydrogenic donor in a spherical quantum dot of GaAs–
Ga1−xAlxAs than in the corresponding quantum well wires
and two-dimensional quantum well structures. The binding
energy and its maximum of the ground state of a donor at
the center of a quantum well are found to be strongly depen-
dent on the well dimensionality and barrier height.
Because the transverse and longitudinal variables do

not separate, the impurity states in two-dimensional quan-
tum wells and quantum well wires cannot be solved
exactly. Therefore approximation methods should be used.
A reasonable trial function is needed to obtain a correct
variational state of an impurity in two-dimensional and one-
dimensional confined systems, and calculated results are
more accurate if the coupling effect between the impurity
and well potentials is considered using a trial function which
has (or a part of which has) correctly both donor and well
potential effects [89]. However, for a hydrogenic donor at
the center of spherical quantum dots the exact solutions [90]
can be obtained. It is interesting not only from a physical
point of view but also from a mathematical point of view
to compare the solutions and binding energies with those of
two-dimensional and one-dimensional systems. In this sec-
tion the exact solutions and quantum level structures for
confined electron and hydrogenic donor states in spherical
quantum dots are reported. The dependence of the quan-
tum levels and the binding energies on the dimensionality
of quantum wells is also presented.
The calculation is based on the effective mass approxi-

mation. It has been known to give excellent results for the
electronic structure of GaAs–Ga1−xAlxAs two-dimensional
quantum wells and (AlAs)n/(GaAs)n superlattices if the well
width or n is sufficiently large. The limit is estimated to be
about 30 Å (n ≈ 10) [91]. Therefore it should also be valid
for the GaAs–Ga1−xAlxAs quantum dots, as the size (diam-
eter for a ball) is sufficiently large. Based on the facts men-
tioned earlier, the limit for a ball diameter is also estimated
to be the same value and equal to 30 Å. Here we treat the
cases where the diameter is larger than the critical size. It is
interesting to point out that the maximum quantum confine-
ment of an electron in the GaAs–Ga1−xAlxAs quantum ball
is already obtained before the diameter approaches the crit-
ical value. In addition, polarization and image charge effects
can be significant if there is a large dielectric discontinu-
ity between the quantum ball and the surrounding medium
[92]. However, this is not the case for the GaAs–Ga1−xAlxAs
quantum system; therefore we ignore such effects.
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According to hydrogenic effective mass theory, the elec-
tron bound states and their binding energies have been
found in two-dimensional quantum wells and quantum well
wires. Normally, the effective mass equation is reliable for
weakly bound states, and one might worry that the effec-
tive mass equation is inappropriate when the binding energy
is greatly enhanced in spherical quantum dots of GaAs–
Ga1−xAlxAs. However, the bandgap of GaAs is 1.4 eV, while
R∗

y = 5	3 meV. Thus roughly a 100-fold enhancement of the
binding energy is necessary before the effective mass equa-
tion becomes inapplicable. This difference is much greater
than the enhancement seen in the cases considered here, so
that the theory is still reliable for the bound states in spher-
ical quantum dots of GaAs–Ga1−xAlxAs.
Let us for definiteness consider a hydrogenic donor at the

center of the quantum dot of radius r0. The potential due to
the discontinuity of the band edges at the GaAs–Ga1−xAlxAs
interface r = r0 is

Vb�r� =
{
V0 r ≥ r0

0 r < r0
(143)

where r is the electron–donor distance. The barrier height V0
is obtained from a fixed ratio of the bandgap discontinuity.
According to hydrogenic mass theory, the Hamiltonian for
the donor is

Ĥ = −6 2 − 2w
r

+ Vb�r� (144)

It is written in a dimensionless form so that all energies
are measured in units of the effective Rydberg R∗

y and all
distances are measured in units of effective Bohr radius a∗

B.
w is equal to 1.
In order to solve the Schrödinger-like equation

Ĥ3�r� �� �� = �3�r� �� �� (145)

the wavefunctions of an electron with well-defined values
of the orbital �l� and magnetic �m� quantum numbers in
a spherical symmetric potential, which is the quantum well
and Coulomb potential, are written in the form

3lm�r� �� �� = 3�l��r�Ylm��� �� (146)

Substituting Eq. (146) in Eq. (145), we find an equation
for the radial function:

r2
d23�l��r�

dr2
+ 2r

d3�l��r�

dr
+ {

.��l�− Vb�r�/r
2

− l�l + 1�+ 2wr
}
3�l��r� = 0 (147)

Using the method of series expansion, we can solve
Eq. (147) exactly. It should be noted that zero and infinity
are a regular and an irregular singular point of Eq. (147),
respectively. In the region 0 < r , we have a series solution,
which has a finite value at r = 0 as

3�l��r� = Arl
�∑

n=0
a�l�
n rn (148)

where A is a constant,

a
�l�
0 = 1 a

�l�
1 = − 1

l + 1
(149)

and

a�l�
n =−

⌊
2wa

�l�
n−1+��l�a

�l�
n−2

⌋/
n�n+2l+1� n=2�3�4�			

(150)

In the region r0 < r , we can obtain a normal solution [93].
It approaches zero at r = � and is found in the form

3�l��r� = B exp�−Klr�r
Cl

N∑
n=0

b�l�
n r−n (151)

where

Kl = .V0 − ��l�/1/2 Cl = −1+ w

Kl

(152)

and

b
�l�
0 =1 b

�l�
n+1=−�Cl−n−1��Cl−n+l+1�b�l�

n

/2Kl�n+1� n=0�1�2�			 (153)

B is a constant. The series appears suitable for numerical
computation for large r [93]. However, they are not suitable
for r0 if it is small. In order to get exact value at small r0,
we find a solution of uniformly convergent Taylor series in
the region r0 < r ≤ Rp, where Rp is a proper point (e.g.,
Rp ≥ 2a∗

B) for using Eq. (151). For the sake of using the
matching conditions at r = Rp to obtain the eigenenergy
equation, it is written as

3�l��r� = C
�∑

n=0
cn�r −Rp�

n +D
�∑

n=0
dn�r −Rp�

n (154)

where C and D are constants, c0 and d1 are equal to 1, and
c1 and d0 are equal to 0, respectively. Noting that cn and dn

are equal to 0 for negative n, the other cn can be determined
by the recurrence relation

cn=
{−2Rp�n−1�2cn−1+

[−�n−2��n−1�+l�l+1�

−2wRp+K2
l R

2
p

]
cn−2+2�K2

l Rp−w�cn−3+K2
l cn−4

}
/[

R2
pn�n−1�

]
(155)

and the dn’s obey a similar recurrence relation.
Using the matching conditions at the interface r = r0 and

Rp, we can obtain the equation of the eigenenergies ��l� as
follows: ∣∣∣∣∣∣∣∣∣∣

W11 0 W13 W14

W21 0 W23 W24

0 W32 1 0

0 W42 0 1

∣∣∣∣∣∣∣∣∣∣
= 0 (156)

That is,

W21�W42W14 +W32W13�−W11�W42W24 +W32W23� = 0
(157)



Impurity States and Atomic Systems Confined in Nanostructures 71

where

W11 =
�∑

n=0
a�l�
n rn

0 W13 =
�∑

n=0
cn�r0 −Rp�

n

W14 =
�∑

n=1
dn�r0 −Rp�

n

W21 =
�∑

n=0
�l + n�a�l�

n rn−1
0 W23 =

�∑
n=0

ncn�r0 −Rp�
n−1

W32 =
N∑

n=0
b�l�
n R−n

p

W24 =
�∑

n=1
ndn�r0 −Rp�

n−1

W42 =
N∑

n=0
�−n+ Cl −KlRp�b

�l�
n R−n−1

p

(158)

can be solved numerically. Once the nth eigenenergy �n�l�

is known, the A, B, C, and D [hence 3
�l�
n �r�] are known with

the use of the normalized condition of 3
�l�
n �r�. This 3

�l�
n �r�

depends on the value of l, the quantum well, Coulomb
potential, and energy �n�l�. We should point that we have
neglected the difference of the electron effective mass
between GaAs and Ga1−xAlxAs in the Hamiltonian and the
matching conditions. If the effective mass difference is con-
sidered, similar formulas can be obtained.
If there is no Coulomb potential in the Hamiltonian

of Eq. (144) (i.e., w = 0), using the same formulas, we
can obtain wavefunction 3

�l�
n �r�w = 0� and quantum levels

�n�l�w = 0� of an electron in the quantum well. In fact,
Eqs. (148) and (151) become the spherical Bessel function
and Hankel function if w = 0. The equation of eigenenergies
��l�w = 0� is

k0 +K0 tan�k0r0� = 0 if l = 0 (159)

iklhl�iKlr0�jl−1�klr0�+Klhl−1�iKlr0�jl�klr0� = 0

if l ≥ 1 (160)

and

kl = .��l�w = 0�/1/2 Kl = .V0 − ��l�w = 0�/1/2

(161)

where jl and hl are the lth-order spherical Bessel function
and Hankel functions of the first kind, respectively. Then,
the same results are obtained if the wavefunctions and quan-
tum levels are calculated with use of the Bessel and Hankel
functions. Once �n�l�w = 1� and �n�l�w = 0� are obtained,
the binding energy of the corresponding donor states in the
spherical quantum dot is given by

�nb�l� = �n�l�w = 0�− �n�l�w = 1� (162)

3.4.1. Quantum Levels
and Binding Energies

A numerical calculation for GaAs–Ga1−xAlxAs spherical
quantum dots of the r0 between 0	15a∗

B and 7	0a∗
B with dif-

ferent V0 has been performed. In Table 3, the quantum lev-
els of an electron in a spherical quantum dot with different
r0 and V0 have been shown. The levels �n�l� are indicated
by two symbols n and l as shown in Eq. (162). n is equal
to the number of the root of Eqs. (158) or (159) and (160)
in order of increasing magnitude (i.e., n = 1� 2� 3� 	 	 	 and
hence n− 1 is the radial quantum number as usual). l is the
usual notation (i.e., s� p� d� 	 	 	 ). Thus we have 1p, 1d, 2s,
1f levels (states) and so on if the n and l are used as the
level notation, and we have 1s, 2p, 3d, 2s, 4f levels, and so
on, if the principal quantum number, which is equal to n+ l,
and l are used as the notation. It is interesting to point out
that when V0 approaches infinity

�n�l� =
(
Tl

n/r0
)2 (163)

where Tl
n is the nth root of the lth-order spherical Bessel

function. In Table 3, it is shown that the different values of
�n�l� are obtained as r0 is equal to 1a∗

B and 2	5a∗
B, respec-

tively. It is also shown that the values of quantum levels
are different between infinite and finite barrier heights. The
differences increase as the r0 and finite V0 decrease. There
are an infinite number and a finite number of bound states
for a spherical quantum dot with infinite and finite bar-
rier heights, respectively. There is no bound state if r0 <
Rc = 0	5�/�V0�

1/2 [94]. However, the order of �n�l� is the
same for both infinite and finite barriers [i.e., the unique
level sequence 1s, 1p�2p�, 1s�3d�, 2s, 1f �4f �, and so on].
We should note that the level order is different between
both cases of a spherical quantum dot and Coulomb field,
in which the level order of an electron is 1s, 2s, 2p, 3s, 3p,
3d, and so on if the principal and orbital quantum num-
bers are used as the level notation. It is because of the lack
of the deep attractive region in the vicinity of the center
of a spherical quantum dot. For the motion of an electron
in a Coulomb field, the quantum levels are only dependent
on the principal quantum number np and degenerate with
respect to both l (orbital quantum number) and m (mag-
netic quantum number). The total degree of degeneracy of a
quantum level with np is equal to n2

p (excluding spin degen-
eracy). For an electron in a spherical quantum dot, however,

Table 3. Quantum levels of an electron in a SQD of GaAs–Ga1−xAlxAs.

1s 1p 1d 2s 1f 2p
��l� nl (1s) (2p) (3d) (2s) (4f ) (3p)

r0 = 1 V0 = � 9	872 20	187 33	212 39	476 48	832 59	676
80 7	957 16	225 26	593 31	425 38	919 47	016
60 7	702 15	679 25	642 30	191 37	420 44	789
40 7	292 14	786 24	045 28,004 34	777

2.5 � 1	580 3	230 5	314 6	316 7	814 9	548
80 1	446 2	958 4	866 5	781 7	151 8	735
60 1	427 2	919 4	800 5	702 7	054 8	613
40 1	396 2	854 4	692 5	572 6	892 8	409

Note: The notation with the principal quantum number is shown in parenthe-
ses. Effective atomic units are used.
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the quantum levels are dependent on both n and l and only
degenerate with respect to the m. The total degree of degen-
eracy of a quantum level with n and l is equal to 2l + 1
(excluding spin degeneracy). It is worthwhile to point out
that the degeneracy can be lifted in the other kinds of quan-
tum dots. In quantum boxes with circle cross-sections, for
example, the degeneracy is lifted partly. Now, we can con-
clude that the quantum level sequence and degeneracy for
an electron in a spherical quantum dot are quite different
from those in a Coulomb field, and that this distinguishing
feature of levels might cause new phenomena in this type of
GaAs–Ga1−xAlxAs structure.
In Figure 24, the ground and first excited energy levels of

an electron in a spherical quantum dot as a function of r0 for
an infinite barrier height and two finite barrier heights V0 =
40 and 80R∗

y were, respectively, plotted. It is shown that the
differences of energy levels between different barrier heights
increase as r0 is decreased and that the difference of the first
excited state energy is larger than that of the ground state
energy for a fixed value of r0. It is also shown that there are
no bound states for a spherical quantum dot with a finite V0
if r0 < Rc, as mentioned earlier. In Figure 25, the binding
energies of the ground and first excites states of a donor in
a spherical quantum dot as a function of the r0 for three
barrier heights V0 = 80, 60, and 40R∗

y , respectively, were
shown. It is readily seen that as r0 decreases both the bind-
ing energies increase continuously until their maxima and
then decrease fast. The values of the binding energies can
be much larger than those of quantum well wire and a two-
dimensional quantum well as r0 is smaller. It is interesting
to point out the ratio �1b�0�/�1b�1� increases as r0 increases
from some small value. �1b�0� and �1b�1� are almost inde-
pendent of V0 and respectively equal to 1.192 and 0	576R∗

y

at r0 = 7	0a∗
B. However, the ratio 1.192/0.576 is still much

less than 4, which is the limit value of a three-dimensional
hydrogenic donor as r0 (approaches infinity).
In Figures 24 and 25, it is easily seen that as the r0

decreases the binding energies with respect to different
states of a donor in a spherical quantum dot increase until

Figure 24. Ground state energy (�10) and first excited state (�11) energy
levels of an electron in a spherical quantum dot versus the dot radius
r0. The top and middle dashed curves represent the levels �11 and �10 of
the dot of V0 =�, respectively. The solid curves a, b, c, and d represent
the levels �11 and �10 of the wells of V0 = 80 and 40R∗

y , respectively.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.
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Figure 25. Binding energy of the ground state (�0B) and the first excited
(�1B) states of a donor in a spherical quantum dot versus the dot radius
r0. The curves a, ab, and b represent �0B of the dot of V0 = 80, 60, and
40R∗

y , and the curves c, cd, and d represent �1B of V0 = 80, 60, and 40R∗
y ,

respectively. Arrows indicate the relevant vertical scales. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

their maxima and that the increase of the binding ener-
gies is always much less than the increase of the energies
of the corresponding states of an electron only confined
by the spherical quantum dot, although the binding ener-
gies can be much larger than those in the corresponding
two-dimensional quantum well and quantum well wire. It
means that confinement effects [95, 96] are dominant in the
range of r0. Further, it is also true for the higher excited
states. Therefore we can know what kind of quantum-level
sequence we will have if the motion of an electron is con-
fined by both a spherical quantum well and a Coulomb field
with the same center. The level sequence is similar to that
of a three-dimensional hydrogenic donor if r0 is much larger
and quantum confinement due to the spherical quantum dot
is very weak. However, it is similar to that of the electron
in the spherical quantum dot if the quantum confinement
of the spherical quantum dot is stronger than that of the
Coulomb potential. Based on what we have mentioned, we
can understand why the quantum level structure of GaAs–
Ga1−xAlxAs superatoms [93, 97] is similar to that of an elec-
tron in a spherical quantum dot and quite different from
those of ordinary atoms and why the electronic structure of
the superatoms is dominated by no-radial-node states of 1s,
1p�2p�, 1d�3d�, and so on.
In Figure 26, the maximum binding energies �bmax for

the hydrogenic donor ground and first excited states in a
spherical quantum dot as a function of the barrier height
V0 were plotted. It is shown that the enhancement of the
maximum is greater in a spherical quantum dot (quasi-
zero-dimensional) than in the corresponding quantum well
wire and two-dimensional quantum well as V0 is increased.
This is because of the enhancement of the electron confine-
ment in three dimensions in the spherical quantum dot. In
Figure 27, it was shown that the maximum binding energy
�bmax of ground states of a donor at the center of a differ-
ent kind of quantum well depends on the well dimensional-
ity and barrier height V0 and presents quasi-two-, one-, and
zero-dimensional features of the hydrogenic donor, respec-
tively. It is interesting to note that the mean values of
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Figure 26. Maximum binding energies �bmax for the hydrogenic donor
ground (l = 0) and the first excited (l = 1) states in a spherical quantum
dot versus the barrier height V0. Arrows indicate the relevant scales.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

the maxima of the two-dimensional quantum well [89] and
spherical quantum dot are very close to (slightly larger than)
the maxima for the quantum well wire [82]. We should
point out that the maximum binding energies of higher
excited states can also be used to present the dimension
features.
The radial Eq. (147) was solved and the exact solutions

of confined electron and donor states in a spherical quan-
tum dot were obtained. The quantum levels and binding

Figure 27. Maximum binding energies �bmax of a donor ground state in
a quantum well versus the well dimensionality and the barrier height
V0. For the quasi-one-dimensional case, the dashed lines represent the
maximum binding energies of quantum well wires and the solid lines
represent the mean values of the maxima of the two-dimensional quan-
tum wells and the spherical quantum dots. Reprinted with permission
from [205], J. L. Marín et al., in “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

energies of a donor in the spherical quantum dot are cal-
culated numerically. The numerical results reveal that the
values of the quantum levels of a confined electron in
a spherical quantum dot with a finite barrier height are
different from those with an infinite barrier height. The
differences increase as r0 decreases. However, the quan-
tum level order is the same for both infinite and finite
harrier heights. It is also shown that the quantum level
sequence and degeneracy for an electron in a spherical
quantum dot are similar to those of a superatom and dif-
ferent from those in a Coulomb field. The quantum level
structure of a donor in a spherical quantum dot is simi-
lar to that of an electron only confined by the spherical
quantum dot as the quantum confinement due to the well
potential is stronger than that due to the donor poten-
tial. It is useful for understanding the shell model [97] in
microclusters.
On the basis of the calculated results, the crossover

from three-dimensional to zero-dimensional behavior of the
donor states in a spherical quantum dot is shown when the
radius becomes small. The binding energy of a hydrogenic
donor state in the well of GaAs–GaxAl1−xAs and its maxi-
mum are strongly dependent on the well dimensionality and
the barrier height and there is a larger confinement and
binding energy of a donor state in a spherical quantum dot
than in a quantum well wire and quantum well. Using cal-
culated results of quantum well and quantum well wire, it
has been shown that the maxima of the binding energies of
hydrogenic donors in quantum wells, quantum well wire, and
spherical quantum dots of GaAs–GaxAl1−xAs can be used to
present, respectively, quasi-two-, one-, and zero-dimensional
features of the hydrogenic donor states. Further, it has been
found that the maximum of the binding energy of donor
ground state in a GaAs–GaxAl1−xAs quantum well wire is
about half of the summation of the maximum binding ener-
gies in the corresponding two-dimensional quantum well and
spherical quantum dot.
It should be pointed out that impurities could be located

anywhere in a spherical quantum dot and that the binding
energies will decrease and the level ordering will change as
the impurity location shifts to the edge or out of the spheri-
cal quantum dot. Based on the exact solutions obtained, the
quantum levels and binding energies of a donor located out
of the center of a spherical quantum dot can be obtained by
use of a variation method. The exact solutions are also useful
for the calculation of excited states in a spherical quantum
dot, which is a kind of quantum dot. It will be interesting
to compare the calculated results about quantum levels and
binding energies of impurity and exciton states in a spherical
quantum dot with those of other kinds of quantum dots.

3.5. Shallow Donors in a Quantum
Well Wire: Electric Field
and Geometrical Effects

In this section the effects of an external electric field on
donor binding energies in quantum well wires with cylindri-
cal and square cross-sections are investigated. A system with
a GaAs quantum well surrounded by AlxGa1−xAs potential
barriers in the x, y plane has been chosen. The electron
is thus free to move in the z direction, in the absence of
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a Coulomb center binding the electron. A realistic finite
potential well model is considered [98].
The behavior of �b under an electric field is different

for quantum well wires of rectangular and cylindrical cross-
section. While the direction of the electric field is immaterial
for cylindrical wires, it is very important for wires with rect-
angular cross-section.
It is found that the binding energy of the hydrogenic

impurities is a rather sensitive function of the geometry of
the wire especially under the influence of an electric field.
It is also found that the electric field effects on �b are

extremely sensitive to the impurity position in or outside
the wire.

3.5.1. Theory and Calculation
It is convenient to use the Cartesian coordinates for wires
of rectangular cross-section and cylindrical coordinates for
wires of circular cross-section. The Hamiltonian for the wire
of rectangular cross-section, lying along the z direction, is

Ĥ0 = − �
2

2m∗
e

(
52

5x2
+ 52

5y2

)
+ Vb�x� y� (164)

where

Vb�x� y� =




V0 x<−Lx

2
y<−Ly

2

0 −Lx

2
≤x≤ Lx

2
−Ly

2
≤y≤ Ly

2

V0
Lx

2
<x

Ly

2
<y

(165)

Thus, the electron is free to move along the z direc-
tion but is constrained along x and y directions. The wire
subband structure is obtained by the variational method
using the trial wavefunction

f0�x� y�

= N0




exp.k2�x+y�/ x<−Lx

2
y<−Ly

2

cos�k1x�cos�k1y� −Lx

2
≤x≤ Lx

2
−Ly

2
≤y≤ Ly

2

exp.−k2�x+y�/
Lx

2
<x

Ly

2
<y

(166)

where N0 is the normalization coefficient, and

k1 =
√
2m∗

e�0/�
2 k2 =

√
2m∗

e�V0 − �0�/�
2 (167)

For the infinite potential barrier model V0 is taken to be
infinite and the wavefunction outside the barrier is taken to
be zero. Matching the wavefunction and its derivative at the
boundaries yields

k2
2 =

k2
1�1− cosk1L�

1+ cosk1L
(168)

where the cross-section has been taken to be a square with
sides Lx = Ly = L.

Next, the effect of an electric field on the subband ener-
gies is calculated by using the Hamiltonian

Ĥ1 = Ĥ0 + U�x cos � + y sin �� (169)

where U = �e�E. E is the electric field strength applied in
the x, y plane and � is the angle between the electric field
and the x axis. The trial function in this case is modified
to be

31�x� y� = N130�x� y� exp.−@�x cos � + y sin ��/L/
(170)

where N1 is the normalization coefficient and @ is the vari-
ational parameter.
With an impurity at �xi� yi� 0� the Hamiltonian becomes

Ĥ2 = Ĥ1 −
�
2

2m∗
e

52

5z2
− e2

�
√

z2 + �x − xi�
2 + �y − yi�

2

(171)

The trial function for this problem is taken to be

32�x�y�z�=N231�x�y�

×exp
⌊
−(

√
z2+�x−xi�

2+�y−yi�
2
⌋

(172)

where N2 is the normalization constant and ( is a variational
parameter. The binding energy of the electron is written with
respect to the subband energy calculated in the presence
of an applied electric field. Numerical results are found for
the GaAs/Ga1−xAlxAs system where, within the finite barrier
model that has been taken, it has been considered that the
finite barrier potential and dielectric constant depend on the
x concentration of Al as follows:

V0 = 0	6�1	247x� eV � = 12	5�1− x�+ 10	1x (173)

For cylindrical quantum well wires, the Hamiltonian for
the relative motion is given by

Ĥ0 = − �
2

2m∗
e

(
52

5r2
+ 1

r

5

5r
+ 1

r2
52

5�2

)
+ Vb�r� �� (174)

where

Vb�r� �� =
{
0 r ≤ r0

V0 r ≥ r0
(175)

The wavefunction for the ground state becomes

30�r� �� = N0




J0�k10r� r ≤ r0

J0�k10r0�

K0�k20r0�
K0�k20r� r ≥ r0

(176)

where

k10 =
√
2m∗

e

�2
�0 k20 =

√
2m∗

e

�2
�V0 − �0� (177)

With an applied electric field in the x, y plane, the Hamil-
tonian becomes

Ĥ1 = Ĥ0 + Ur cos�� − �� (178)
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Figure 28. The binding energy as a function of (a) side length of the
square wire and (b) radius of the cylindrical wire. For both cases E = 0,
10, and 20 kV/cm (from top to bottom). Reprinted with permission
from [205], J. L. Marín et al., in “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

The trial function in this case is taken to be

31�r� �� = N130�r� �� exp.−@r cos�� − ��/r0/ (179)

where @ is the variational parameter. The Hamiltonian
becomes

Ĥ2 = Ĥ1 −
�
2

2m∗
e

(
52

5z2

)
− e2

�
√

z2 + �r − ri�
2

(180)

The trial function for the bound electron is taken to be

32�r� �� z� = N231�r� �� exp
⌊
− (

√
z2 + �r − ri�

2
⌋
(181)

where ( is the variational parameter.
The calculations are carried out for the model system

of GaAs/AlxGa1−xAs for which the effective Bohr radius
is a∗

B = 98	7 Å and the effective Rydberg is R∗
y = 5	83 meV

for x = 0	3. The results are in perfect agreement with previ-
ous calculations without the electric field. For example, the
binding energies are found to be almost identical for wires
of circular and square cross-sections if wire dimensions are
taken to be comparable. The binding energies are differ-
ent for finite and infinite barrier potentials. For infinite bar-
rier potentials, the binding energy �b tends to infinity as the
diameter of the wire tends to zero. It tends to smaller finite
values for finite barrier potentials.

The behavior of the binding energy under a different elec-
tric field is shown in Figure 28a and b for wires of square
and circular cross-sections, respectively. The electric field is
taken to be applied along the positive axis direction with
� = 0. Thus, the electron shifts toward the negative part of
the axis. It is seen from these figures that the binding energy
is a more sensitive function of the electric field for wires of
cylindrical cross-section.
The impurity position dependence of the binding energy

is shown in Figure 29a when the impurity position is changed
along the diagonal of the square wire �L = √

�a∗
B� for dif-

ferent electric fields. The impurity position dependence of
the binding energy is shown in Figure 29b when the impurity
position is changed radially for a cylindrical wire �r0 = a∗

B�
for different electric fields. As expected the binding energy
becomes smaller for impurities located at the boundary of
the wires since for this position the quantum well walls pre-
vent the electron from feeling the full power of the Coulomb
attraction.
The behavior of the binding energy is also checked as the

wire dimension is increased. Figure 30a shows the binding
energy as a function of impurity position along the x-axis of
the square wire �L = √

�2a∗
B� for different electric fields.

Now, the binding energy is generally smaller since the walls
are not pushing the electron closer to the Coulomb center.
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Figure 29. The binding energy as a function of impurity position along
the (a) diagonal of the square wire (L = √

�a∗
B) and (b) radius of the

cylindrical wire (r0 = a∗
B). Same electric field values as in Figure 28.

Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.
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Figure 30. The binding energy as a function of impurity position along
the (a) x-axis of the square wire (L = √

�2a∗
B) and (b) radius of the

cylindrical wire (r0 = 2a∗
B). Same electric field values as in Figure 28.

Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

Figure 30b shows the binding energy as a function of impu-
rity position along the radius of the cylindrical wire �r0 =
2a∗

B� for different electric fields. In this case also, the binding
energy becomes generally smaller for the same reason.
The Al concentration �x� dependence of the binding

energy is shown in Figure 31. As expected, increasing the
potential barrier increases the binding energy, because the
electron is better pushed toward the Coulomb center when
the walls are at a higher potential.
In conclusion, the variational method employed in this

context is capable of giving all the correct trends for impurity
binding energies as a function of the applied electric field,
impurity position, and wire geometry.

3.6. Hydrogenic Impurities in a Spherical
Quantum Dot in the Presence
of a Magnetic Field

The ground state and binding energies for a hydrogenic
impurity in a spherical quantum dot in the presence of
a uniform magnetic field are calculated by a variational
method within the effective mass approximation [99]. The
simple hydrogenic trial wavefunctions used in this calcula-
tion are flexible enough to treat on-center, off-center, and
edge states of impurities in a quantum dot. Overall results
are in reasonable agreement when compared to other cal-
culations. Interestingly enough, in the case of an off-center
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Figure 31. The binding energy as a function of Al concentration for
hydrogenic impurities in a cylindrical wire (r0 = a∗

B). Same electric field
values as in Figure 28. Reprinted with permission from [205], J. L.
Marín et al., in “Handbook of Advanced Electronic and Photonic Mate-
rials and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

impurity, a critical point from which bulk states change their
nature (edge states) is also found.
Semiconductors composed of III–V materials usually have

small effective masses, which means that the Bohr radius
associated with the impurity is large compared with achiev-
able quantum dot sizes. The binding energy of the impurity
increases as the size of the confining region becomes of the
order of Bohr radius, which makes possible, for instance, the
fabrication of a low-threshold laser diode [100].
In this section a variational study about the effect of a

magnetic field on the ground state and binding energies of a
hydrogenic impurity within spherical quantum dot is made.
The impurity can be located on (off) the center of sym-
metry to get a symmetric (asymmetric) situation, or near
the boundary of quantum dot to get surfacelike states (edge
states) of this system.

3.6.1. Theory and Model
Within the framework of the effective mass approximation,
the Hamiltonian of a hydrogenic impurity located at the cen-
ter of symmetry of a spherical quantum dot of radius r0, in
the presence of magnetic field, can be written as

Ĥ = 1
2m∗

e

(
p̂ − e

c
�A
)2

− e2

�r
+ Vb��r� (182)

where � is the dielectric constant of material inside the
quantum dot, m∗

e is the electron effective mass, �A is the vec-
tor potential, and Vb��r� is the confining potential defined by

Vb��r� =
{
0 0 ≤ r ≤ r0

� r > r0
(183)

For a uniform magnetic field, �A��r� = �B × �r/2 if the
Coulomb gauge 6 · �A= 0 is chosen. In spherical coordinates,
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if the magnetic field is along the z direction, �B = Bêz, the
Hamiltonian can be expressed as

Ĥ = − 1
2m∗

e

6 2 − e2

�r
− e

2m∗
ec

BL̂z +
e2

8m∗c2
B2r2 sin2 �

(184)

Here, L̂z is the z component of the angular momentum
operator, and � is the usual polar angle in these coordinates.
The magnetic field preserves the azimuthal symmetry (i.e., m
is still a “good” quantum number). As only the ground state
is studied, the value m = 0 is required; thus the Hamiltonian
[Eq. (184)] will retain the quadratic dependence on B only.
Because of confinement, the solution of the Schrödinger

equation associated with Eq. (184) must satisfy

3�r = r0� �� �� = 0 (185)

In order to use the variational method, the trial wave-
function for the calculation of the ground state energy is
chosen as

3�r� = N exp�−?r�exp
(
−1
8
Br2 sin2 �

)
�r0 − r�

= N exp�−?r�exp
(
− 1
12

Br2
)
�r0 − r� (186)

where N is the normalization constant and ? is a varia-
tional parameter to be determined. The last term has been
obtained considering that in absence of �A the system holds
spherical symmetry. A similar choice of the trial wavefunc-
tion to calculate the ground state energy has widely been
used in the case of hydrogenic impurities within spherical
quantum dots [65] and cylindrical quantum wires [77] with-
out magnetic field.
In the case of a hydrogenic impurity displaced a constant

distance a from the center of symmetry of a quantum dot,
the Hamiltonian of Eq. (182) is modified as

Ĥ = 1
2m∗

e

(
p̂ − e

c
�A
)2

− e2

���r − aêz�
+ Vb��r� (187)

where the confining potential, Vb��r�, is still given by
Eq. (183), and êz is a unit vector on the z-axis. Hence,
the corresponding Hamiltonian and trial wavefunction,
Eqs. (184) and (186), are given by

Ĥ = − 1
2m∗

e

6 2 − e2

���r − aêz�
− e

2m∗
ec

BL̂z

+ e2

8m∗
ec

2
B2r2 sin2 � (188)

and

3�r� = N exp�−?��r − aêz��exp
(
−1
8
Br2 sin2 �

)
�r0 − r�

(189)

respectively.
Notice that the wavefunction [Eq. (189)] satisfies the

boundary condition imposed by Eq. (185). Again, since

m = 0 is chosen, thus the Hamiltonian [Eq. (188)] will not
have a linear dependence on magnetic field �B, just like the
symmetric case studied previously.
As we shall see, the trial wavefunction [Eq. (189)] is flexi-

ble enough to describe the case when the radius of the con-
fining sphere becomes infinite and the hydrogenic impurity
is close to its boundary. The latter would correspond to the
case of a hydrogenic impurity close to a plane, which allows
us to investigate the ground state edge level of the spherical
quantum dot.
The binding energy (�b) for the hydrogenic impurity is

defined as the ground state energy of the system without
Coulombic interaction (�w) minus the ground state energy
including the presence of the electron–nucleus interaction
(�0); that is,

�b = �w − �0 (190)

The binding energy defined previously is a positive quan-
tity. The �w term of Eq. (190) is the ground state energy
of an electron confined inside a spherical quantum dot of
radius r0; that is,

�w = �2
�
2

2m∗
er

2
0

(191)

The values of the physical parameters pertaining to a
GaAs quantum dot used in these calculations, for the
sake of comparison, are m∗

e = 0	067m0 and � = 12	5;
thus a∗

B = 98	7 Å and R∗
y = 5	83 meV. Moreover, the lin-

ear dependence term on B, in Eq. (184), can be scaled
down to

Pm = e�

2m∗
ecR

∗
y

Bm = m0

m∗
eR

∗
y

T0Bm (192)

where T0 = 5	78838263× 10−2 meV T−1 is the Bohr magne-
ton; then the value B = 6	75 T corresponds to an effective
Rydberg (P = 1).
The results for the symmetric case (on-center impurity)

are displayed in Figure 32, in which the binding energy
of the hydrogenic impurity is plotted as a function of the
quantum dot radius for different magnetic field strengths.
The qualitative and quantitative behaviors of the results
are in good agreement with those of Xiao et al. [101] and
Branis et al. [102], who studied the magnetic field depen-
dence over the binding energies of hydrogenic impurities
in quantum dots and quantum well wires, respectively. In
the strong spatial confinement case, (r0 < a∗

B), the bind-
ing energy is relatively insensitive to the magnetic field and
diverges as the dot radius r0 → 0, as in the case of zero
magnetic field. The latter reflects that the main contribu-
tion to the binding energy is due to electron spatial con-
finement, which prevails over magnetic field confinement.
The latter can be estimated through the magnetic length
defined as

lB =
√

�c

eB
= 484	82 × B−1/2 (193)

where lB is expressed in effective Bohrs, and B is given in
Teslas. For dot radius r0 � a∗

B, the different magnetic field
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Figure 32. The binding energy of an on-center hydrogenic impurity as
a function of the quantum dot radius for different magnetic fields.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

curves deviate from each other reaching steady values as the
dot radius increases. For weak spatial confinement (r0 �
a∗
B), the binding energy converges asymptotically to the cor-

responding bulk values. In the limit of large dot radius, the
binding energy for B = 0 approaches its bulk value �b = 1R∗

y ,
as expected. An increase of the field strength decreases the
magnetic length as compared with the dot radius; thus in
this case the binding energy increases due to magnetic con-
finement that compels the electron to move “closer” to the
on-center impurity.
Figure 33 shows the behavior of binding energy as a

function of field strength for different dot radii of an on-
center impurity. The variation of binding energy as the
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Figure 33. The binding energy of an on-center hydrogenic impurity as
a function of the magnetic field for different dot radii. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

field increases is less sensitive as dot radius decreases, thus
enforcing the previous comment regarding Figure 32.
The results for the asymmetric case (off-center impurity)

are plotted in Figures 34 and 35 with zero magnetic field.
Figure 34 shows the ground state energy for different sizes
of quantum dot versus the relative position of the off-center
impurity (a/r0). The ground state energy increases from its
on-center impurity value (a/r0 = 0) as the impurity is shifted
off the center; this is a general behavior. For larger radii
the ground state energy becomes lower, and then, for closer
distances to the wall, evolves from the 1s “free” hydrogen
ground state (−1/2 Hartree) to the 2pz “free” hydrogen
first excited state (−1/8 Hartree). These results are in good
agreement with those of Brownstein [86], Gorecki and Byers
Brown [85], and Marín et al. [65]. It is clear now that the
trial wavefunction as chosen is flexible enough to describe
the case when the size of the quantum dot becomes infinite
and the nucleus is close to the surface. The latter corre-
sponds to the case of a hydrogenic impurity close to a plane.
This situation will be discussed later when the effect of a
magnetic field on the ground state of a hydrogenic impurity
near a semiconductor surface will be considered.
In Figure 35, the binding energy for different sizes of

quantum dot versus the relative position of the off-center
impurity (a/r0) was plotted. The binding energy decreases
as the impurity approaches the boundary of a quantum dot.
This behavior is due to the fact that wavefunctions vanish
at the boundaries and thus their contributions to the bind-
ing energy of a quantum dot with an off-center impurity
are smaller than a quantum dot with an on-center impu-
rity. The results are similar to the case of a hydrogenic
impurity placed in rectangular [81] or circular [77] cross-
section quantum well wires, and in a spherical quantum dot
[101].
The problem of a hydrogenic impurity near a crystal sur-

face as a limit case of a hydrogenic impurity in a spherical
quantum dot of very large radius will be considered next.

Figure 34. The ground state energy of an off-center hydrogenic impu-
rity as a function of the relative position of the impurity for different
dot radii. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.
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Figure 35. The binding state energy of an off-center hydrogenic impu-
rity as a function of the relative position of the impurity for different
dot radii. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

In Figure 36, the ground state energy for different radii of
quantum dot versus the relative position of the off-center
impurity (a/r0� is shown. For very large quantum dot radii
Levine’s ground state energy of an atom located precisely
on the surface of a semi-infinite medium is obtained; that
is, the ground state energy changes gradually from its bulk
value (−1 Rydberg) into Levine’s state (−1/4 Rydberg) as
the impurity reaches the surface.
In Figure 37, the ground state binding energy for dif-

ferent radii of quantum dot versus the relative position of
the off-center impurity (a/r0) was plotted. For the too large

Figure 36. The ground state energy of a hydrogenic impurity in a spher-
ical quantum dot of very large radius. Note that the ground state
changes gradually from its bulk value (−1R∗

y) to the Levine state
(− 1

4R
∗
y). Reprinted with permission from [205], J. L. Marín et al.,

in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

Figure 37. The binding state energy of a hydrogenic impurity as a
function of the relative position of the impurity for large dot radii.
Note that there is a point from which the edge states start to appear.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

quantum dot radii considered here, binding energy curves
cross one another and define a point from which the edge
states begin to appear. This critical point corresponds to a
hydrogenic impurity placed at the relative distance a/r0 =
0	68 from the center of the quantum dot. The associated
binding energy with the quantum dot of largest radius (r0 =
100 effective Bohr) decreases from 1R∗

y (effective Rydberg)
for an impurity located far from a quantum dot surface to
1/4R∗

y for an impurity located exactly at the surface of a
quantum dot. The binding energy behavior is in reasonable
agreement with that of Chen [103], who studied the problem
of hydrogenic donors near semiconductor surfaces. Further-
more, starting from the critical point (near the quantum dot
surface), there is a inversion of binding energy for quantum
dots of different radii. This occurs because the boundary has
a greater effect on binding energy when the quantum dot
size increases, as a result of the strong spatial limitation due
to the closeness of the impurity to the surface. When a mag-
netic field is applied, the critical point is removed and the
binding energy curves cross one another at only one point.
Moreover, crossing points are shifted away from the bound-
ary as the magnetic field is increased, and finally a moderate
field strength causes them to vanish.

3.7. Two-Electron Atomic Systems
Confined within Spheroidal Boxes

The direct variational method is used to estimate some inter-
esting physical properties of the He atom and Li+ ion con-
fined within impenetrable spheroidal boxes. A comparative
investigation of the ground state energy, pressure, polar-
izability, dipole moments, and quadrupole moments with
those of He atom inside boxes with paraboloidal walls is
made [104, 105]. The overall results show a similar qualita-
tive behavior. However, for Li+ there are quantitative differ-
ences on such properties due to its major nuclear charge, as
expected. The trial wavefunction is constructed as a product
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of two hydrogenic wavefunctions adapted to the geometry
of the confining boxes.
Nowadays there is special interest in investigation of

atoms and molecules confined in nanostructures because
their physical properties become highly dependent of the
size and shape of the confinement volume [65, 77, 78, 105–
111]. The reduction of space where the atom is located is
equivalent to subjecting it to high pressures and the results
of this new spatial condition are, besides other effects, the
increase in total energy of the atom and the decrease of its
polarizability.
The “atom in a box” model consists of replacing its inter-

action with neighboring particles by a potential wall. The
simplest situation is to assume an infinite potential wall since
for this case the wavefunction must vanish at the boundary
of the box. The latter condition simplifies the calculations
extremely. When a quantum system is localized in a box, the
result is that the wavefunction of the system is constrained
into that region.
The study of hydrogenic impurities trapped in solids has

signaled the limitations of the model of confinement inside
spherical boxes. For example, the observed hyperfine split-
ting of atomic hydrogen in ?-quartz shows the presence of
nonvanishing anisotropic components [112], and moreover,
the electron microscopy studies of semiconductor clusters
show microparticles whose shapes vary from quasi-spherical
to pyramidal [113]. This has motivated the use of other mod-
els involving nonspherical boxes.
The helium atom inside spherical boxes has been inves-

tigated for modeling the effect of pressure on atoms with
more than one electron [106–108]. Recently the helium atom
inside boxes with paraboloidal walls [105] and the helium
atom in a semi-infinite space limited by a paraboloidal
boundary [114] have been studied.

3.7.1. Variational Calculation
of Ground State Energy

The prolate spheroidal coordinates �Q� U� �� are defined by

Q = �r1 + r2�

2R
U = �r1 − r2�

2R
� ≡ � (194)

where r1 and r2 are the distances from any point to two
fixed points (foci) separated by a distance 2R. In these
coordinates

IQ = const	 − 1 ≤ U ≤ 1 0 ≤ � ≤ 2�J (195)

defines a family of ellipsoids of revolution around the z-axis,
while

I1 ≤ Q ≤ � U = const. 0 ≤ � ≤ 2�J (196)

defines a family of hyperboloids of revolution around the
z-axis. In both cases 2R is the focal distance and � is the
usual azimuth angle [115].
If the nucleus of the helium atom is located on one of

the foci �z = −Rêz�, r1 and r2 denote the location of the
two electrons relative to the fixed nucleus, and r12 is the

interelectronic distance, then the Hamiltonian for this sys-
tem formed by two electrons and one nucleus of charge Z
(=2) is given by

Ĥ = −1
2
6 2
1 − 1

2
6 2
2 − Z

r1
− Z

r2
+ 1

r12
(197)

where it has been assumed that � = m∗
e = e = 1 (atomic

units) and the mass of the nucleus is considered to be very
large compared to the electron mass (Born–Oppenheimer
approximation).
In spheroidal coordinates, the Laplacian operator can be

written as

6 2 = 1
R2�Q2 − U2�

{
5

5Q
�Q2 − 1�

5

5Q
+ 5

5U
�1− U2�

5

5U

+ Q2 − U2

�Q2 − 1��1− U2�

52

5�2

}
(198)

and the electron–nucleus distances are, respectively,

r1 = R�Q + U� r2 = R�Q ′ + U′� (199)

The electron–electron repulsive potential can be written
as a series expansion in products of associate Legendre
polynomials

1
r12

= 1
R

�∑
l=0

�2l + 1�
l∑

m=0
∈m im

[
�l −m�!
�l +m�!

]2

cosm�� − �′�

× Pm
l �U�Pm

l �U′�f m
l �Q� Q ′� (200)

where

f m
l �Q� Q ′� =

{
Pm

l �Q ′�Qm
l �Q� Q > Q′

Pm
l �Q�Qm

l �Q ′� Q < Q′ (201)

∈m is Neumann’s factor: ∈0= 1, ∈n= 2 �n = 1� 2� 3� 	 	 	 �
[116].
If the atom is enclosed in an impenetrable prolate

spheroidal box defined as

IQ = Q0 − 1 ≤ U ≤ 1 0 ≤ � ≤ 2�J (202)

then the wavefunctions must fulfill the requirements

3�Q = Q0� U� �W Q ′� U′� �′� = 0

3�Q� U� �W Q ′ = Q0� U
′� �′� = 0

(203)

To obtain the ground state energy of a helium atom by
using the direct variational method, the ansatz wavefunc-
tion is constructed as a product of two hydrogenic functions,
namely,

3�Q� U� �W Q ′� U′� �′� = A exp.−?R�Q + U�/

× exp.−?R�Q ′ + U′�/

× �Q − Q0��Q
′ − Q0� (204)

where A is a normalization constant, and ? is a varia-
tional parameter to be determined after minimizing the
energy functional with the additional constrictions imposed
by Eq. (203). To satisfy the latter, two auxiliary functions



Impurity States and Atomic Systems Confined in Nanostructures 81

have been included which have a similar contour to the
spheroidal confinement box to allow the total wavefunction
to cancel out at the boundary of the box. The kind of wave-
functions like those given in Eq. (204) have been used to
investigate one- and two-electron atomic systems confined
by spherical penetrable boxes [78], the H, H+

2 , and HeH2+

quantum systems within soft spheroidal boxes [111], and the
helium atom inside boxes with paraboloidal walls [105]. In
all of these confined quantum systems such simple func-
tions can describe the symmetry in a qualitative way. Quan-
titatively, the results are close to those obtained by other
methods [106, 107].
The evaluation of the matrix element for the electron–

electron Coulomb repulsion with the trial wavefunction
[Eq. (204)] involves integration over the azimuthal angles,
which can be done immediately, and only the term with
m = 0 of Eq. (200) remains. The latter shows the symmetry
of system under rotations around the z-axis. Additionally,
the associate Legendre polynomials become ordinary Leg-
endre polynomials. A complete evaluation of the lead-
ing expression for the matrix element is presented in
Section 4.7.3.
The ground state energy of He and Li+ for R = 0	1, 0.5,

and 1	0 Bohr as a function of volume of the enclosing box
is displayed in Figure 38, where a comparison with results
of Ley-Koo and Flores-Flores [105] for a He atom within a
paraboloidal box is also made.

3.7.2. Pressure, Polarizability, and Dipole
and Quadrupole Moments

The computed variational energy and trial wavefunctions
allow calculation of some of the properties of the confined
atom. The average pressure exerted by the boundary on the
atom is given by

P = − d�

dV
= − 3

4�R3
(
3Q2

0 − 1
) d�

dQ0
(205)
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Figure 38. Ground state energy for the helium atom and the lithium
ion versus the volume of the spheroidal box and the interfocal distance.
Energy units, Hartree; volume units, Bohr3. Reprinted with permission
from [205], J. L. Marín et al., in “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

where V = 4�R3Q0�Q
2
0 −1�/3 is the volume of the spheroidal

box and � is the total ground state energy of the atom. The
results obtained for pressure are displayed in Figure 39 for
R = 0	1, 0.5, and 1.0 Bohr as a function of V ; they are also
compared with the results of [105].
Following Ley-Koo and Flores-Flores, we used an adapted

expression for the polarizability of atoms to molecules
[117–119]; then the parallel and perpendicular components
of the polarizability are given by

?� ≡ ?zz =
4
Z

〈
2∑

i=1
�zi − �z��2

〉2

= 16
Z

[�z2� − �z�2]2 (206)

?⊥ ≡ ?xx = ?yy =
4
Z

〈
2∑

i=1
x2
i

〉2

= 16
Z

�x2�2 (207)

Due to the asymmetric position of the nucleus and the
asymmetric distribution of electrons inside the confinement
box, the atom has an electric dipole moment, which is given
by the expectation value of the electron position plus the
nucleus contribution; that is,

�d = −RZêz −
〈
3

∣∣∣∣∣
2∑

i=1
�ri
∣∣∣∣∣3

〉
= −.ZR+ 2�z�/êz (208)

The components of the electric quadrupole moment ten-
sor are given by

Qzz = Z�2R2�−
〈

2∑
i=1

[
2z2i − x2

i − y2
i

]〉

= Z�2R2�− 4.�z2� − �x2�/
Qxx = Qyy = −1

2
Qzz

(209)

Figure 40a–c shows the polarizability components for
He and Li+ as a function of the major semiaxis, RQ0, for

Figure 39. Pressure of the helium atom and the lithium ion versus the
volume of the spheroidal box and the interfocal distance. The atomic
unit for pressure is equivalent to 2	94 × 1013 Pa. Reprinted with per-
mission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.



82 Impurity States and Atomic Systems Confined in Nanostructures

(a)

(b)

(c)

Figure 40. Polarizability tensor components versus major semiaxis of
the spheroidal box. Polarizability units, Bohr3; distance units, Bohr.
(a) R = 0	1, (b) R = 0	5, and (c) R = 1	0. Reprinted with permission
from [205], J. L. Marín et al., in “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

R= 0	1, 0.5, and 1.0 Bohr, while Figure 41 shows the electric
dipole moment as a function of RQ0 (for the same R values
given previously). Figure 42 shows the electric quadrupole
moment as a function of RQ0 for the same values of RQ.
As can be seen in Figure 38, the qualitative behavior

for confined helium atom is that the energy increases from
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Figure 41. Electric dipole moment versus major semiaxis of the
spheroidal box. The atomic unit for the dipole moment is equivalent to
2.54 Debye. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

−2.847656 Hartree (corresponding to “free” helium atom)
to a large positive value as a consequence of volume reduc-
tion of the confinement box. It can be also noted that for
large volumes of spheroidal boxes there is a weak confine-
ment of the atom and the eccentricity of spheroid becomes
irrelevant, but for small volumes of the spheroidal box there
is a strong confinement and the eccentricity plays a very
important role in the energy value as can be corroborated
in Figure 38. For R = 0	5 Bohr, the energy curve coincides
in both boxes. The latter is an important situation because
it has been compared to the energy of an atom enclosed
within two boxes of different shape, where additionally the
nucleus of the atom for a paraboloidal box is located in the

Figure 42. Electric quadrupole moment versus major semiaxis of the
spheroidal box. The atomic unit for the quadrupole moment is equiv-
alent to 1	34× 10−26 esu× cm2. Reprinted with permission from [205],
J. L. Marín et al., in “Handbook of Advanced Electronic and Photonic
Materials and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego,
2001. © 2001, Academic Press.
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common focus (origin of coordinates) of paraboloids (which
corresponds to a symmetric case) while for the spheroidal
box the nucleus is located out of the origin, leading to an
asymmetric case. It seems that for R = 0	5 Bohr there is no
difference for the atom to be in either of these boxes (i.e.,
boundary shape changes the electron distribution so that
both effects combine to give the same energy for the atom).
Regarding the same figure, the ground state energy for Li+

increases from its asymptotic value of −7.222656 Hartree
as the volume of the confinement box decreases, showing
the same qualitative behavior as in the helium case. For the
same confinement volume, the energy of Li+ is smaller than
the energy of He due to the Coulomb attraction between
the nucleus of Li+ (Z = 3) and the electrons being greater
than in helium atoms (Z = 2).
In Figure 39, curves of pressure applied on the atom

by the spheroidal box walls are displayed. In this figure
we again compare with the results for helium atoms inside
impenetrable paraboloidal boxes. As can be noted, the pres-
sure curve for R = 0	5 Bohr is nearest to the corresponding
pressure curve for helium enclosed within a paraboloidal
box. In same figure, the pressure curves for a lithium ion
are also displayed. For the same R and confinement vol-
ume, the pressure on Li+ ion is smaller than for He atoms
because the Coulomb attraction for the former is greater,
which forces the ion electrons to move closer to the nucleus
(i.e., they are farther away from the confinement walls than
the He electrons).
In Figure 40a–c, the polarizability tensor components

?xx and ?zz are shown. When R = 0	1 Bohr, they begin
to decrease from their asymptotic common value 0.986540
(corresponding to free helium atom) to zero as the volume
of the enclosing box diminishes. It can also be noted that for
a nearly spherical box no differences on values of polariz-
ability tensor components are found. For R = 0	5 Bohr, the
parallel component of polarizability ?zz (which always takes
a value greater than value of transversal component ?xx)
approaches a positive value near zero as the volume of the
box diminishes. Moreover, the influence of nonsphericity of
the box on values of polarizability tensor components can
also be observed. When R = 1	0 Bohr, ?zz has a minimum
at RQ0 � 1	52 Bohr, then increases to a maximum located at
RQ0 � 1	24 Bohr, and finally diminishes approaching a posi-
tive value greater than for the other two R values considered
before. This effect in polarizability is also present for Li+,
where its polarizability decreases from its asymptotic value
of 0.153354. The latter is a consequence of the combination
of (a) the deformation of the spheroidal box by increasing
its eccentricity (given by 1/Q0) as the volume diminishes and
(b) the proximity of the wall to the nucleus, which makes
the electrons align on the z axis; thus the system reaches the
maximum of its polarizability. Then, its subsequent decrease
(not to zero) is due to the asymmetric reduction of space
where the electrons can move.
In Figure 41, the electric dipole moments for R = 0	1,

0.5, and 1.0 Bohr, respectively, are displayed. The feature of
this physical quantity is its decreasing behavior from zero for
He atoms and from an asymptotic value (different for each
value of R) for Li+ ions to limiting negative values as Q0 → 1.
All these asymptotic values can immediately be determined
from Eq. (208). The nonzero value of the dipole moment

is due to the asymmetric position of the nucleus inside the
spheroid, which makes a permanent dipole moment (−ZR)
since �z� → 0 as the volume approaches zero. This behavior
is qualitatively different from [114] where the electric dipole
moment of helium atoms in a semi-infinite space limited
by a paraboloidal boundary was investigated. In the latter
case, the magnitude of the electric dipole moment seems
to increase monotonically from zero (free helium atom) to
a limiting value as the volume is reduced. These variations
show the shifting of the electron distribution away from the
boundary as the latter closes in around the nucleus.
Figure 42 displays the electric quadrupole moment of He

atoms increasing from its asymptotic value (corresponding
to the free atom), to a positive limiting value different for
each value of R, as Q0 → 1. In contrast to the case studied
in [105], the positive sign of the quadrupole moment indi-
cates that the electrons preferentially distribute themselves
on the major axis of the spheroid. Additionally, for this kind
of confinement box, due to the asymmetric nucleus position
within the spheroid, there is not a maximum for this prop-
erty as in the case of paraboloidal walls where the nucleus
is located on the symmetry center of the box.

3.7.3. Explicit Evaluation of Coulombic
Interaction Term

The evaluation of the expectation value of the electron–
electron repulsive potential requires performing integrals of
the form

〈
1
r12

〉
= �2��2A2R5

�∑
l=0

�2l + 1�

×
∫ Q0

1

∫ 1

−1

∫ Q0

1

∫ 1

−1
exp.−2?R�Q + U�/

× exp.−2?R�Q ′ + U′�/�Q − Q0�
2�Q ′ − Q0�

2

× Pl�U�Pl�U
′�fl�Q� Q

′�

× �Q2 − U2��Q ′2 − U′2� dQ dU dQ ′ dU′ (210)

where f m
l �Q� Q ′� [Eq. (201)] has been reduced to

fl�Q� Q
′� =

{
Pl�Q

′�Ql�Q� Q > Q′

Pl�Q�Ql�Q
′� Q < Q′ (211)

The integration over U and U′ coordinates gives the result
〈
1
r12

〉
= �2��2A2R5

�∑
l=0

�2l + 1�

×
∫ Q0

1

∫ Q0

1
exp.−2?RQ/ exp.−2?RQ ′/

× �Q − Q0�
2�Q ′ − Q0�

2fl�Q� Q
′�

× [
Q2Q ′2I 20 − �Q2 + Q ′2�I0I2 + I 22

]
dQ dQ′ (212)

where I0 and I2 are integrals which involve spherical Bessel
functions. That is,

I0 =
∫ 1

−1
exp�−2?RU�Pl�U� dU
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=
�∑

l′=0

∫ 1

−1
�2l′ + 1�il

′
jl′�i2?R�Pl′�U�Pl�U� dU

= 2
2l + 1

�∑
l′=0

�2l′ + 1�il
′
jl′�i2?R�0l′l = 2iljl�i2?R� (213)

and

I2 =
∫ 1

−1
U2 exp�−2?RU�Pl�U� dU

=
�∑

l′=0

∫ 1

−1
�2l′ + 1�il

′
jl′�i2?R�Pl′�U�Pl�U�U2 dU (214)

With the recurrence relation

UPk�U� = k + 1
2k + 1

Pk+1�U�+ k

2k + 1
Pk−1�U� (215)

the I2 integral can be written as

I2 =
�∑

l′=0

∫ 1

−1
�2l′ + 1�il

′
jl′�i2?R�

{
�l′ + 1��l + 1�

�2l′ + 1��2l + 1�

× Pl′+1�U�Pl+1�U�+ l′l
�2l′ + 1��2l + 1�

Pl′−1�U�Pl−1�U�

+ �l′ + 1�l
�2l′ + 1��2l + 1�

Pl′+1�U�Pl−1�U�

+ l′�l + 1�
�2l′ + 1��2l + 1�

Pl′−1�U�Pl+1�U�

}
dU

= 2
{

�l + 1��l + 2�
�2l + 1��2l + 3�

il+2jl+2�i2?R�+ �2l2 + 2l − 1�
�2l − 1��2l + 3�

× iljl�i2?R�+ l�l − 1�
�2l − 1��2l + 1�

il−2jl−2�i2?R�

}

(216)

The integrals of Eq. (212) are evaluated numerically.

3.8. Quantum Systems within Penetrable
Spheroidal Boxes

In this section the direct variational method is used to study
some physical properties of H, H+

2 , and HeH2+ enclosed
within soft spheroidal boxes [111]. The ground state energy,
polarizability, and pressure are calculated for these systems
as a function of the size and penetrability of the boxes. For
these systems the ground state energy as a function of box
eccentricity for different values of the barrier height is calcu-
lated. Furthermore, in order to demonstrate the applicability
of the variational method, other properties of physical inter-
est directly involving the wavefunction, such as the polariz-
ability and the pressure, are calculated.

3.8.1. H, H+
2 , and HeH 2+ within Penetrable

Spheroidal Boxes
The Hamiltonian for a one-electron molecular ion in the
Born–Oppenheimer approximation can be written as

Ĥ = −1
2
6 2 − Z1

r1
− Z2

r2
+ Z1Z2

2R
(217)

where the units are chosen to make � = e = m∗
e = 1. The

subscripts 1 and 2 denote the nucleus of charges Z1 and Z2,
respectively.
The prolate spheroidal coordinates �Q� U� �� are defined

as [115]

Q = �r1 + r2�

2R
U = �r1 − r2�

2R
� ≡ � (218)

where 2R is the interfocal distance of the prolate spheroids
of revolution IQ = const	; −1 ≤ U ≤ 1; 0 ≤ � ≤ 2�J.
If the nuclei are located in the foci of this coordinate sys-

tem, the Hamiltonian of Eq. (217) can be now expressed as

Ĥ = −1
2
6 2 − Z1

R�Q + U�
− Z2

R�Q − U�
+ Z1Z2

2R
(219)

where the Laplacian operator is then

6 2 = 1
R2�Q2 − U2�

{
5

5Q

[
�Q2 − 1�

5

5Q

]
+ 5

5U

[
�1− U2�

5

5U

]}

+ 1
R2�Q2 − 1��1− U2�

52

5�2
(220)

We now consider the system as confined within a prolate
spheroidal box of eccentricity 1/Q0 and barrier height V0.
The corresponding modified Hamiltonian is then

Ĥ = −1
2
6 2 + Vb�Q� U� (221)

where

Vb�Q� U� =


−Z1/R�Q+U�−Z2/R�Q−U� �1≤Q≤Q0�

V0 �Q0≤Q<��

(222)

The formal solutions of the Schrödinger equation for the
inner (Q ≤ Q0) and outer (Q ≥ Q0) regions must satisfy conti-
nuity conditions at the boundary (Q = Q0), which are equiv-
alent to

1
3i

53i

5Q

∣∣∣∣
Q=Q0

= 1
3o

53o

5Q

∣∣∣∣
Q=Q0

(223)

Equation (223) allows us to find the energy of the system
if an explicit form of the wavefunction is known.
The V0 = � case was studied exactly by Ley-Koo and

Cruz [120]. An approximate study of these systems for finite
values of V0 can be performed using a direct variational
method. In this case an ansatz wavefunction 9 must be con-
structed. Following Refs. [78, 121], we have

9i�Q� U� �� = Ai3
0
i �Q� U� �W ?�f �Q� ?� (224)

and

9o�Q� U� �� = Ao3
0
o�Q� U� �W ?�f �Q� ?� (225)

where 30
i and 30

o are the solutions of the Schrödinger equa-
tion for the free system [122, 123], f is an auxiliary function
which allows the total wavefunction to satisfy the condi-
tion shown in Eq. (223), and ? is a variational parameter
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to be determined once the corresponding energy functional
is minimized with the additional constrictions improved by
Eq. (223).
Following Coulson [122], the ansatz wavefunction for the

ground state is constructed as

9i�Q� U� �� = Ai�Q0 − ?Q�exp.−?�Q + U�/ �Q ≤ Q0�
(226)

and

9o�Q� U� �� = Ao exp�−@Q�exp�−?U� �Q ≥ Q0�
(227)

where Ai and A0 are two constants related through the
normalization condition on the total wavefunction. A rela-
tion between the variational parameters ? and @ can be
obtained through the continuity condition at Q = Q0 so that
the energy functional is to be minimized with respect to only
one parameter, either ? or @.
The energy of the ground state of H, H+

2 , and HeH2+ for
V0 = 0, 2, 8, 20 and �R∗

y is displayed in Figure 43 as a func-
tion of the size of the enclosing box Q0. As can be noted,
good agreement is found with the exact results for the case
of V0 =�. When V0 has a finite value, the calculations show
the correct qualitative behavior, similar to that found by
Ley-Koo and Rubinstein [124] for hydrogen within penetra-
ble spherical boxes. In order to gain some confidence in the
value of the ansatz wavefunctions, we have calculated the
polarizability and pressure for H+

2 . In the Kirkwood approx-
imation [119] the parallel and perpendicular components of
the polarizability are given by

?� ≡ ?zz = 4�z2�2 ?⊥ ≡ ?xx = ?yy = 4�x2�2 (228)

Finally, the pressure on the system due to the confinement
can be calculated through the relationship

P = − d�

dV
(229)

where V is the volume of the spheroidal box and � is
the total ground state energy of the system calculated at
the equilibrium bond length. The results obtained for these
properties are displayed in Figure 44 for V0 = 0 and �R∗

y as
a function of Q0. As can be seen, good agreement is found
when our results are compared for V0 = � with the calcu-
lations reported by LeSar and Herschbach [109, 110], who
used a five-term James–Coolidge variational wavefunction.
For finite values of V0 the correct qualitative behavior is
obtained [125].

3.9. Confinement of One- and Two-Electron
Atomic Systems by Spherical
Penetrable Boxes

We explicitly treat the case of some one- and two-electron
atomic systems (H, H−, He, Li2+, and Be2+) in their ground
state within spherical confining barriers [66]. In all cases,
a simple representation for the ansatz wavefunction is
employed and the corresponding energies are given as a
function of size and height of the barrier. Additionally, some
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Figure 43. Ground state energies for H (a), H+
2 (b), and HeH2+

(c) enclosed within penetrable spheroidal boxes as a function of box size
Q0. The nucleus are clamped and R = 1 a.u. The continuous lines rep-
resent the variational calculations of this subsection. The circles are the
exact results for V0 = � reported in [120]. Reprinted with permission
from [205], J. L. Marín et al., in “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

quantities of physical interest are evaluated for the case of
hydrogen.
The case of hydrogen has been thoroughly analyzed by

Ley-Koo and Rubinstein [124]. Proper comparison with their
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Figure 44. Physical properties of H+
2 enclosed within penetrable

spheroidal boxes as a function of box size Q0. The continuous lines rep-
resent the variational calculations of this subsection. The circles are the
results of [109, 110], while the squares are those of [125]. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

results will yield some confidence on the capability of the
procedure proposed in this work to account for the behavior
of certain physical properties of the system as a function of
box size and barrier height. Accordingly, for this system, in
addition to the energy we evaluate the Fermi contact term,
polarizability, pressure, and magnetic shielding constant.
For the rest of the systems, the estimated energies as a

function of the characteristics of the confining potential and
a comparison of their qualitative and quantitative behav-
ior with available calculations for the impenetrable case by
Ludeña and Gregori [107] are presented.

3.9.1. Model and Theory
For penetrable walls, let the ansatz wavefunction in the inte-
rior of the box be given as

9i = 90� if (230)

where 90� i denotes the wavefunction of the free system and
f denotes an auxiliary function that guarantees the adequate
matching at the boundary with the exterior wavefunction

9o = 90� e (231)

such that 90� e keeps the proper asymptotic behavior charac-
teristic of the system under study. Furthermore, the choice
of the auxiliary function f must be such that it reduces to the
familiar cutoff function proposed previously for an infinitely
high confining potential. These requirements, together with
the fulfillment of the virial theorem [126], constitute the key
assumptions to be employed in order to construct our ansatz
wavefunctions.
According to the direct variational method, an upper

bound to the energy for a particular state may be found by
requiring that

�9i�Ĥi�9i�X + �9o�Ĥo�9o�X′ = minimum (232)

where

Ĥi = −1
2
6 2

q + V �q� q ∈ X

Ĥo = −1
2
6 2

q + V0 q ∈ X′
(233)

X and X′ are the interior and exterior regions, respectively,
and IqJ represents the set of coordinates used. V �q� is
the acting potential within the interior region and V0 is the
height of the confining potential.
In addition to Eqs. (232) and (233), the normalization

condition

�9i�9i�X + �9o�9o�X′ = 1 (234)

must be satisfied together with the requirement for continu-
ity of the logarithmic derivative at the boundary �q = q0�:

1
9i

59i

5q

∣∣∣∣
q=q0

= 1
9o

59o

5q

∣∣∣∣
q=q0

(235)

Indeed, if we are going to consider several states, we
must impose the constraint of orthogonality among them,
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both in the interior as well as in the exterior region. Note
that the preceding arguments are of a general character and
should apply to any system whether confined by penetrable
or impenetrable walls.

3.9.2. Ground State of the Confined
Hydrogen Atom

The potential energy associated with the Hamiltonian of the
hydrogen atom confined by a spherical box with penetrable
walls is given by a Coulomb term inside the box

V �r� = −Ze2

r
r < r0 (236)

and a constant barrier height outside the box,

V �r� = V0 r > r0 (237)

with r0 the radius of the confining box.
For the purposes of this section we consider now the 1s

state. For this case, the corresponding wavefunctions are
chosen as

9i�1s� = Ni�r0 − Pr�exp�−?r� r < r0

9o�1s� = Nor
−1 exp�−@r� r > r0

(238)

with ?, @, and P variational parameters and Ni and No nor-
malization constants.
In contrast to the impenetrable case, we have considered

three variational parameters in order to allow for more flex-
ibility in the matching procedure at the boundary. In fact,
only two of these parameters (?� P) need to be found, the
third one being defined through Eq. (235) as

@ = ?r0�1− P�+ 2P − 1
r0�1− P�

(239)

Following Ley-Koo and Rubinstein [124], some quanti-
ties of physical interest such as the Fermi contact term (A),
diamagnetic screening constant ($), polarizability (?), and
pressure �P� are defined, respectively, as

A = 2
3
g@gn@n�9i�1s��2r=0 $ = e2

3Tc2

〈
1
r

〉

? = 4
9
a−1
B �r2�2

P = − 1
4�r20

d�

dr0
= 1

4�r30
�2�− �V ��

(240)

Fernandez and Castro [127] showed that the virial the-
orem for systems with sectionally defined potentials must
be reformulated as compared to the case of systems con-
strained by Dirichlet boundary conditions. Hence, the use
of Eq. (240) for P is not correct for confining potentials
with finite barrier heights but, for comparative purposes,
Eq. (240) will be employed for the evaluation of P .
Figures 45–49 show the values obtained by this method

for the energy ���, A, $ , ?, and P for the 1s state with bar-
rier heights of 0, 4, and 10 Ryd (e2/2aB�. For comparison,
the corresponding exact values calculated by Ley-Koo and
Rubinstein are also shown. As the reader must be aware,
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2001. © 2001, Academic Press.

there is a fair agreement between the energy values obtained
by the method used here and the exact calculations. Also,
regarding the values estimated for the various physical quan-
tities, the agreement is also fairly good.

3.9.3. Ground State of Confined
Two-Electron Systems

The Hamiltonian for a confined atomic system with two elec-
trons is given as

Ĥ = −1
2
6 2
1 − 1

2
6 2
2 + V ��r1� �r2� (241)
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Figure 46. Fermi contact term �A� for H as a function of confin-
ing radius r0, for different barrier heights. In units of �2/3�g@gn@n =
12	690 mT. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.
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Figure 47. Diamagnetic screening constant �$� for H as a function of
confining radius r0, for different barrier heights. In units of e2/Ta0c

2.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

with

V ��r1� �r2� =



−Z

r1
− Z

r2
+ 1

��r1 − �r2�
r1� r2 ≤ r0

V0 r1� r2 > r0

(242)

where Z denotes the nuclear charge, �r1, �r2 are the electron
positions relative to the nucleus, and r0 the radius of the
confining box.
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Figure 48. Polarizability �?� for H as a function confining radius r0,
for different barrier heights. In units of 10−24 cm2. Reprinted with per-
mission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.
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Figure 49. Pressure �P� for H as a function of confining radius r0, for
different barrier heights. In units of 106 atm. Reprinted with permission
from [205], J. L. Marín et al., in “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

Considering each electron in a 1s state the interior wave-
function is chosen as

9i�r1� r2� = A�r0 − ?r1��r0 − ?r2�exp.−?�r1 + r2�/ (243)

and the exterior function as

9o�r1� r2� = B
exp.−@�r1 + r2�/

r1r2
(244)

with A and B normalizing constants. Note that in this case
we are using only two variational parameters. This choice
will certainly make the trial wavefunction too rigid. How-
ever, as will be seen, even with this crude approximation fair
results may be obtained.
Following the procedure outlined by Eqs. (232)–(235) the

energy values for H−, He, Li+, and Be2+ are obtained as
a function of r0 and V0. Table 4 displays the results of this
exercise for some selected barrier heights. We note first the
cases of He, Li+, and Be2+ for which the qualitative and
quantitative behavior of the energies tend to the correct val-
ues [107] as the barrier height approaches infinity. Note,
however, that for relatively large box sizes the energy val-
ues obtained for the penetrable case lie slightly lower than
those for the impenetrable case. This effect is attributed to
the rigidity imposed on the input wavefunction through the
assignment of a single variational parameter for the interior
as well as the exterior regions.
Interestingly enough, the H− system shows a particular

sensitivity to the confining effect as may be verified from the
overall trend of the energy values. Unfortunately, there are
no other calculations to compare with for this confined sys-
tem. The energies obtained in this work for large values of
r0 correspond to the value of � = −0	473 Hartree reported
by Wu and Falicov [128] in their variational treatment of
free H− with a single exponential parameter. Furthermore,
these authors have shown that using two exponential param-
eters in their trial wavefunction, the ground state energy
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Table 4. Energy values and variational parameters as a function of box size for various heights of the potential
barrier.

V0 = 0 V0 = 10 V0 = �
r0�aB� ? � ? � ? �

H− 0	4 0	5007 9	9141 0	3392 54	3573
0	6 0	5923 7	4652 0	2693 22	3108
0	8 0	4040 0	0000 0	6319 4	5285 0	2620 11	4966
1	2 0	4271 −0	0199 0	6567 1	7001 0	3163 4	1492
1	6 0	4550 −0	1160 0	6583 0	6222 0	3272 1	7765
2	0 0	4703 −0	2373 0	6507 0	1330 0	3389 0	7677
4	0 0	5040 −0	4433 0	5862 −0	4198 0	4054 −0	3295
6	0 0	5676 −0	4655 0	5725 −0	4650 0	4746 −0	4406

Hea 0	5 0	5199 −0	2412 0	6218 4	6722 0	7465 22	9229
1	0 0	6081 −2	0522 0	6918 −1	4621 0	8320 1	0626
1	5 0	6592 −2	5086 0	7329 −2	4201 0	9330 −1	8456
2	0 0	8438 −2	6184 0	8465 −2	6179 1	0435 −2	5285
3	0 1	0746 −2	7579 1	0476 −2	7579 1	2428 −2	7935
4	0 1	2264 −2	8054 1	2264 −2	8054 1	3701 −2	8302
6	0 1	3855 −2	8341 1	3855 −2	8341 1	4924 −2	8426

Li+ 0	4 0	5818 −2	1084 0	6338 1	6199 1	2102 27	8079 27	6302
0	6 0	6346 −4	8914 0	6819 −3	7712 1	2979 3	9773 3	9284
0	8 0	6661 −5	8925 0	7126 −5	4793 1	3962 −2	8064 −2	8612
1	2 0	8201 −6	1460 0	8363 −6	1414 1	6171 −6	3075 −6	4047
1	6 1	0854 −6	4588 1	0854 −6	4588 1	8383 −6	9780 −7	0869
2	0 1	2347 −6	6033 1	2296 −6	6008 2	0190 −7	1370 −7	2356
4	0 1	9591 −7	1300 1	9591 −7	1300 2	3967 −7	2154 −7	2783
6	0 2	2081 −7	1979 2	2081 −7	1979 2	5037 −7	2201 −7	2784

Be2+ 0	4 0	6374 −8	1952 0	6669 −6	3628 1	7401 13	7130 13	6356
0	6 0	6835 −10	9415 0	7128 −10	4348 1	9233 −6	1782 −6	2402
0	8 0	7324 −11	1498 0	7623 −11	0389 2	1300 −11	1522 −11	2658
1	0 0	9958 −11	1894 0	9958 −11	1894 2	5486 −13	2248 −13	3701
2	0 1	4081 −11	5445 1	3810 −11	4901 3	0595 −13	5616 −13	6493
4	0 2	6901 −13	4399 2	6901 −13	4399 3	4089 −13	5931 −13	6539
6	0 3	0308 −13	5595 3	0308 −13	5595 3	5087 −13	5959 −13	6539

Note: Energies given in Hartrees. Values in the last column for Li+ and Be2+ correspond to self-consistent field calculations
by Ludeña and Gregori [107].

a For V0 = � the energy values are taken from [121].

for H− becomes � = −0	513 Hartree, a value closer to
that of −0.527 reported by Pekeris [129] using a 1078-
parameter wavefunction. Hence, we believe that a more
flexible trial wavefunction in our treatment of two-electron
confined atoms will improve the quality of the predictions.

3.10. Optical Properties of Impurity
States in Semiconductor
Quantum Dots

The optical absorption spectra associated with transitions
between the n = 1 valence level and the donor impurity
band have been calculated for spherical GaAs quantum dots
with infinite potential confinement, using a variational pro-
cedure within the effective mass approximation, following
[130]. We show results either for one impurity or for a homo-
geneous distribution of impurities inside of the quantum dot.
The interaction between the impurities has been neglected.
The main features found in the theoretical spectra were an
absorption edge associated with transitions involving impu-
rities at the center and a peak related to impurities at the
edge of the dot. For all sizes of the quantum dot the peak

associated with impurities located next to the edge always
governs the total absorption probability.
Oliveira and Perez-Alvarez [131], Porras-Montenegro and

Oliveira [132], and Porras-Montenegro et al. [133] have
studied the optical absorption spectra associated with shal-
low donor impurities for both finite and infinite barrier
GaAs–GaAlAs quantum wells and quantum well wires. The
main features were an absorption edge associated with tran-
sitions involving impurities at the center and a peak related
to impurities at the edge of the wire. For quantum well
wires the situation of the bulk material is reached for radii
of 1000 Å and the peak associated with transitions involv-
ing impurities at the center decreases as the radius of the
structure is diminished.
Porras-Montenegro et al. [134, 135] have calculated the

impurity binding energies as functions of the radius, impurity
position as well as the density of impurity states in spheri-
cal GaAs–Ga1−xAlxAs quantum dots, finding two structures
associated with impurities located at the center and at the
edge of the quantum dots, which are expected to show up in
absorption and photoluminescence spectra associated with
shallow hydrogenic impurities in quantum dots, as was the
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case in detailed calculations of the impurity-related optical
absorption spectra in GaAs–GaAlAs quantum wells [131]
and quantum well wires [133, 136].
Helm et al. [137] performed a far-infrared absorption

study in lightly doped GaAs–Ga1−xAlxAs superlattices and
found that, at low temperatures, the absorption spectra are
dominated by donor transitions. They studied the 1s–2pz

donor transitions experimentally and theoretically, obtaining
excellent agreement.
Otherwise experimental progress through spectroscopic

techniques made possible a detailed analysis of the effects
of confinement on shallow impurities in quantum wells.
Far-infrared magnetospectroscopy measurements on shallow
donor impurities in GaAs–Ga1−xAlxAs multiple quantum
well structures were performed by Jarosik et al. [138], who
assigned structures in the transmission spectra to intraimpu-
rity 1s–2p± transitions. Work on magnetic field effects on
shallow impurities in GaAs–Ga1−xAlxAs multiple quantum
well structures was also recently reported by Yoo et al. [139].

3.10.1. Model and Theory
The Hamiltonian of a shallow hydrogenic impurity in a
spherical quantum dot of GaAs can be written in the effec-
tive mass approximation as

Ĥ = p̂2

2m∗
e

− e2

���r − �R�
+ Vb��r� (245)

where Vb��r� is the confining potential which is zero for r <
r0 and infinite for r > r0, r0 being the radius of the dot. The
impurity position is denoted by �R.
The eigenfunction of the Hamiltonian in the absence of

the impurity for the ground state (n = 1 and l = 0) and for
the infinite potential well is [134]

3��r� = sin�k10r�

�2�r0�
1/2r

(246)

where �r is �r� �� ��. In order to satisfy the boundary con-
ditions 3�r = r0� = 0, the eigenenergies corresponding to
Eqs. (245) and (246) are �10 = �

2k2
10/2m

∗
e with k10 = �/r0.

With inclusion of the impurity potential, one should use a
variational approach to determine the ground state binding
energy. The trial wavefunction considered is

3��r� =



N� �R�(�
sin�k10r�

r
exp�−(��r− �R�� r≤r0

0 r >r0

(247)

with ( being a variational parameter and N�R� (� the nor-
malization factor. The binding energy of the impurity is
given by

�b�r0� �R� = �10 − ��T � + �V �� (248)

where �T � and �V � are kinetic and potential energies.
For transitions from the first valence level to a donor

impurity level, we have, for the initial and final states,

3i
10 =

sin�k10r�

�2�r0�
1/2r

ui��r� (249)

3
f
10 = N��r� (� sin�k10r�

r
exp�−(��r − �R��uf ��r� (250)

where ui��r), uf ��r) are the periodic parts of the Bloch states
for the initial and final states.
Taking the energy origin at the first conduction subband

as depicted in Figure 50, we have for the energy of the initial
(first valence level) state

�i = −Eg (251)

where Eg is given by

Eg = �g +
�
2k2

10

2m∗
e

+ �
2k2

10

2m∗
h

(252)

with �g being the bulk GaAs bandgap.
The energy of the final state is

�f = −�b�r0� �R� (253)

The transition probability per unit time for valence-to-
donor transitions associated with a donor impurity located at
�R is proportional to the square of the matrix element of the
electron–photon interaction Ĥel between the wavefunctions
of the initial state (first valence level) and final (impurity)
states. That is,

W = 2�
�

∑∣∣〈f ∣∣Ĥel

∣∣i〉∣∣20��f − �i − ��� (254)

with Ĥel = C �er · p̂, where �er is the polarization vector in
the direction of the electric field of the radiation, p̂ is the
momentum operator, and C is a prefactor which contains

ti = ri /r0

-1.0 0 1.0
n = 1

n = 1
ε

ρ(
ε)

εg Eg�ω1 �ω2

Figure 50. Schematic of some possible absorption transitions in an infi-
nite GaAs–(Ga,Al)As quantum dot of radius r0 = 300 Å with a donor
impurity band. The density of state, C���, from the positional dependent
donor binding energy is shown schematically on the left-hand side. The
dependence of the binding energy as a function of the donor impurity
position is shown on the right-hand side.
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the photon vector potential. Following the effective mass
approximation, the foregoing matrix element may be written
as [140]

�f �Ĥe−l�i� � C �er · �PfiSfi (255)

with

�Pfi =
1
X

∫
X

d�r u∗
f ��r�p̂ui��r� (256)

and

Sfi =
∫

d�r f ∗
f ��r�fi��r� (257)

where X is the volume of the unit cell and ff �fi� is the
envelope function for the final (initial) state. For the case of
the donor impurity we have, for Sfi = Sfi� �R�(�,

Sfi =
(
2�
r0

)1/2

N� �R�(�
∫ r0

0
dr sin2�k10r�

×
∫ �

0
d� sin � exp.−(��r − �R�/ (258)

For an infinite GaAs quantum dot of radius r0 with one
impurity inside, the transition probability per unit time for
valence to donor transitions is given by

W��� �R� = W0

(
��

2

2m0a
2
B

)
S2

fiY �'� (259)

where aB is the Bohr radius and Y�'� is the step function.
In this expression we have for ' and W0

' = ��− Eg + �g�r0�R� (260)

W0 =
4m0

�3
a2B�C�2� �er · �Pfi�2 (261)

For a homogeneous distribution of impurities and assum-
ing that the quantum dot radius is much larger than the
lattice parameter one has for the total transition probability
per unit of time

WT ��� = 3
r30

∫ r0

0
dRW��� �R�R2 (262)

For the numerical computing, we used � = 12	58, m∗
e =

0	0665m0, m∗
h = 0	30m0, where �g = 1	424 eV.

A schematic representation of a GaAs quantum dot
doped with a homogeneous distribution of the donor impu-
rities is shown in Figure 50. The edges for optical absorption
from the first valence subband to the donor impurity band
are represented by ��1, and to the first conduction subband
by Eg . The transition ��2 corresponds to absorption to an
impurity level associated with donors at the edges of the
quantum dot. At the right we also show the density of the
states for the impurity band.
In Figure 51, we display the donor binding energy as a

function of the donor position inside the quantum dot for
infinite potential well with different radii. The donor binding
energy decreases as the donor position increases reaching a
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Figure 51. Donor binding energy as a function of the impurity position
for infinite GaAs–(Ga,Al)As quantum dots with distinct dot radii. From
top to bottom, r0 = 50, 100, 200, 1000 Å. Reprinted with permission
from [205], J. L. Marín et al., in “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

minimum as the donor position is equal to the radii of the
quantum dot. The absorption probability W��� �R� for an
infinite quantum dot with one single impurity as a function
of ��− �g is shown in Figure 52. In Figure 52a, we present
the absorption probability for an infinite GaAs quantum dot
of radius r0 = 3000 Å. We observe that there is a noticeable
peak structure associated with a single impurity located at
the center of the dot, which is much larger than the structure
associated with a single impurity next to the edge of the
dot, meaning that we have essentially reached the bulk limit.
Our results for an r0 = 1000 Å and r0 = 500 Å quantum
dots are shown in Figure 52b; the structure associated with
a single impurity located at the center of the dot is smaller
than the structure associated with a single impurity at the
edge of the dot.
In Figure 53, we display the total absorption probability

for an infinite GaAs quantum dot with a homogeneous dis-
tribution of impurities. For a quantum dot of r0 = 3000 Å
the total absorption probability as a function of �� − �g is
shown in Figure 53a. An absorption edge associated with
transitions involving impurities at the center of the well
and a peak related with impurities next to edge of the dot
are observed. The peak associated with impurities located
next to the edge of the dot is much larger than the peak
associated with impurities located next to the center of the
dot. This behavior is quite different from that found for
GaAs quantum wells and quantum well wires of comparable
dimensions. This is a consequence of the quantum confine-
ment and the homogeneous distribution of the impurities in
the quantum dot.
When the radius of the quantum dot decreases we observe

that the peak associated with impurities located next to the
center diminishes (see Fig. 53b), which may be understood
by means of the behavior of the density of the states as a
function of the binding energy (see Fig. 3 in [135]). In this
figure, it is seen that for small radii the density of the states
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Figure 52. Optical absorption spectra (in units of W0), as a function
of the �� − �g , for valence to donor transitions in infinite GaAs–
(Ga,Al)As quantum dots of different radii. r0 = 3000 Å (a), r0 =
1000 Å (full curve), and r0 = 500 Å (dashed curve) (b). �1 and �′

1 (�2

and �′
2) correspond, respectively, to the onset of transitions from the

first valence subband to the lower (upper) edge of the impurity band.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic
Press.

is a smooth function which exhibits a well-defined peak at
the binding energy associated with on-edge donors. When
the radius is very large, the structure of the �max

i Van Hove-
like singularity is clearly a peak associated with on-center
donors, which corresponds to the bulk limit. For quantum
dots of r0 > 1000 Å it is observed that the peak related to
on-edge donors is still significant, a situation that is very well
reflected in our results. On the other hand, a remarkable
difference in the total absorption probability is the absence
of the peak structure associated with impurities located at
wells for quantum dots with radii less than 500 Å with quan-
tum wells and quantum well wires.
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Figure 53. Total optical absorption spectra (in units of W0), as a
function of the �� − �g , for valence to donor transitions in infinite
GaAs–(Ga,Al)As quantum dots of different radii. r0 = 3000 Å (a) and
r0 = 500 Å (b) for a quantum dot with a homogeneous distribution of
impurities, where there is no interaction between them. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

4. NONCONVENTIONAL AND ATOMIC
IDEALIZED CONFINED SYSTEMS
IN NANOSTRUCTURES

4.1. Ground State Energy of the
Two-Dimensional Hydrogen Atom
Confined within Conical Curves

In this section the variational method is used to calculate
the ground state energy of the two-dimensional hydrogen
atom confined by impenetrable conical curves [141]. The
confinement of the atom in a region limited by two inter-
secting parabolas as well as within a cone was also consid-
ered. The results show the transition of this system to a
quasi-one-dimensional hydrogen atom when the curves are
open. In the case of closed curves, a transition to a quasi-
zero-dimensional hydrogen atom is observed. These limiting
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cases, as well as other intermediate situations, are discussed
within this section.
In particular, the ground state energy of this kind of sys-

tem is calculated for different confining situations. More-
over, the behavior of the ground state energy is analyzed, as
the confining region reaches an extreme value, that is, when
the system becomes quasi-one-dimensional (open curves)
or quasi-zero-dimensional (closed curves) as well as other
intermediate situations.
The results show a very interesting behavior of this prop-

erty depending upon the confinement region as well as the
closed or open character of the curves.
The latter would represent an interesting research topic

concerning the study of other properties of this system such
as its polarizability, pressure due to the boundaries, dipole
moment, etc.

4.1.1. Schrödinger Equation
In atomic units (� = e = m∗

e = 1), the Schrödinger equation
for the two-dimensional confined hydrogen atom in orthog-
onal curvilinear coordinates can be written as

−1
2

1
h1h2

{[
5

5q1

(
h2

h1

5

5q1

)
+ 5

5q2

(
h2

h1

5

5q2

)]
+ Ven�q1� q2�

+ Vb�q1� q2�

}
3�q1� q2� = �3�q1� q2� (263)

where �q1� q2� is the orthogonal curvilinear coordinate sys-
tem in the plane and IhiJ is the scale factor, given by

h2
i =

(
5x

5qi

)2

+
(

5y

5qi

)2

(264)

Ven�q1� q2� is the Coulombic interaction

Ven�q1� q2� = − 1
r�q1� q2�

(265)

while r�q1� q2� is the electron–nucleus separation, in this set
of coordinates.
The confining potential that it will be assumed is of the

form

Vb�q1� q2� =
{+� �q1� q2� � D

0 �q1� q2� ∈ D
(266)

where D is a given finite (or infinite) confining domain of
the plane.
The solution of Eq. (263) must satisfy

3�q1� q2� = 0 q ∈ 5D (267)

where 5D is the boundary of D.
The model Hamiltonian for the confined quantum system

under study can be written, in atomic units, as

Ĥ = −1
2
6 2

q + Ven�q�+ Vb�q� (268)

where Ven�q� and Vb�q� are given by Eqs. (265) and (266),
and 6 2

q is derived from Eq. (263).

At this point, the variational method can be implemented
to calculate the ground state energy of the system by con-
structing the functional

��?� =
∫
D
9∗

i

{
−1
2
6 2

q + Ven�q�

}
9i d

2q (269)

and minimizing it with respect to ?, restricted to

∫
D
9∗

i 9i d
2q = 1 (270)

as usual.
The area element is given as d2q = h1h2 dq1 dq2.
To this extent, the method described previously can be

used to study a confined system for which the interac-
tions with the surrounding medium are not considered (i.e.,
enclosed within a potential barrier of infinite depth). The
next subsection is restricted to deal with the case of a typi-
cal one-electron confined system in two dimensions, namely,
the case of hydrogen atoms confined within a given region
of the plane with different geometries.

4.1.2. Variational Wavefunctions
for Different Geometries

As is well known, the Schrödinger equation for the uncon-
fined two-dimensional hydrogen atom is separable in polar
coordinates (r� �); its ground state wavefunction can be
written as

��r� �� = C0 exp�−k0r� (271)

where C0 is a normalization constant, r is the electron–
nucleus distance, k0 = √−2�0, �0 = −2 Hartrees is its
ground state energy, and the nucleus was assumed to be
located at the origin.
When the atom in the plane is restricted to a given open

or closed domain D, � and �0 must change to fit the new
conditions accordingly. If the boundary, 5D of D, is impen-
etrable for the electron, then � = 0 at 5D. The latter means
that due to confinement, new quantization rules must be
found; that is, the old “good” quantum numbers used to
define the energy of the unconfined system are no longer
useful to characterize the energy of the now confined system.
Moreover, as the region of confinement was assumed arbi-
trary (in shape and size), the energy of a given state would
depend on a continuous parameter associated with the size
(or shape) of the domain D (or its boundary 5D).
In the case of the confined two-dimensional hydrogen

atom, the approximate (variational) ground state energy
would involve the use of a trial wavefunction given by

9�q1� q2� = Af �qi� q0�exp.−?r�q1� q2�/ (272)

where �q1� q2� is the system of coordinates compatible with
the symmetry of the confining boundary, r�q1� q2� is the
electron–nucleus distance in these coordinates, f �qi� q0� is
a geometry-adapted auxiliary function such that f = 0 at
qi = q0� qi is a coordinate associated with the geometry of
the boundary, and ? is a variational parameter.
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The geometry of the confining boundary allows one to
choose f in a quite simple way, namely, similar to its con-
tours. To exemplify the latter, if the assumed confining
boundary is a circle of radius r0, then f = r0 − r (i.e., this
function maps all circles of radius 0 ≤ r ≤ r0, that is, the
allowed region for the atomic electron). Similarly, if the
confining boundary is an ellipse of “size” Q0 (eccentricity =
1/Q0), then f = Q0 − Q and the function would maps all
ellipses of size consistent with 1 ≤ Q ≤ Q0, thus generating
the allowed space for the atomic electron in the plane. The
definition of f can be done for other confining symmetries
accordingly.
A description on the flexibility of so-constructed trial

wavefunctions, to deal with a variety of confining situations,
can be found in [65, 66, 78, 111, 121]. In particular, in
[78, 111] other physical properties for one- and two-electron
confined atoms are calculated to test the goodness of the
wavefunctions. The results show good agreement compared
with exact or more elaborate approximated methods.
Hence, once that coordinate system �q1� q2) is chosen, all

necessary elements for constructing the trial wavefunction
are defined and the procedure outlined in the previous sec-
tion can immediately be used to calculate and minimize the
energy functional. Of course, the transformation equations
defining the chosen coordinate system are assumed to be
known; indeed, it is usually the case and they can be found
elsewhere.
It is worth mentioning that the binding energy, defined

as the absolute value of the difference between the energies
of the electron with and without the Coulombic interaction,
has only meaning in the case of closed curves. In the case of
open curves, the electron energy belongs to the continuum
spectrum and the binding energy is meaningless. Moreover,
in the former situation, the binding energy would behave
as the total energy, that is, as the confining region becomes
smaller or either grows without limit, due to the closed and
impenetrable property of the confining boundary.
Figures 54a, 55a, 56a, 57a, 58a, and 59a display the confin-

ing geometries considered in this section, while Figures 54b,
55b, 56b, 57b, 58b, and 59b show the behavior of their cor-
responding ground state energies as a function of confining
parameter, respectively.
The ground state energy of the two-dimensional hydrogen

atom confined within an ellipse is displayed in Figure 54b
as a function of parameter Q0 (which defines the degree of
confinement) for a = 0	5, 1.0, and 2.0 Bohrs, respectively.
Notice that for a given Q0 different than 1 and �, when
a decreases, the major and minor semiaxes also decrease
(i.e., the region of confinement is smaller and the energy
increases). If Q0 → 1, the two-dimensional hydrogen atom
becomes a quasi-zero-dimensional system and the ground
state energy goes to � (see Fig. 54a). In the case that
Q0 → �, the atom is allowed to occupy the whole plane for
any value of a, thus recovering the case of an unconfined
two-dimensional hydrogen atom, as expected.
In Figure 55b, the energy for the ground state of the

two-dimensional hydrogen atom confined in a region of the
plane limited by a hyperbola (see Fig. 55a) is displayed as a
function of U0 (which defines the degree of confinement) for
a = 0	5, 1.0, and 1.5 Bohrs, respectively. As can be observed,
for U0 = 0, the hyperbola becomes degenerate and their two
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Figure 54. (a) Region of elliptic confinement. Limiting case: Q-zero-
dimensional. (b) Ground state energy of the two-dimensional hydrogen
atom confined within an ellipse as a function of the parameter Q0, for
three values of the semidistance between foci a = 0	5, 1.0, and 2.0 Bohr,
respectively. Reprinted with permission from [205], J. L. Marín et al.,
in “Handbook of Advanced Electronic and Photonic Materials and
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Figure 56. (a) Region of parabolic confinement. Limiting case: Q-one-
dimensional. (b) Ground state energy of the two-dimensional hydrogen
atom confined within a region of the plane limited by a parabola, as
a function of Q0. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
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branches coincide with the y-axis, so that the confinement
region becomes a half plane for any value of a different
from zero and infinity. When U0 and a → 0, the coalescence
of the two branches of the hyperbola (U0 → 0− and U0 →
0+) leads to a quasi-two-dimensional hydrogen atom with its
nucleus at the y-axis; the ground state energy approaches
−2/9 Hartree. When a → �, the whole plane becomes
available for the atom, thus leading to the unconfined two-
dimensional hydrogen atom (see Fig. 55a). Another observa-
tion is that for U0 →−1 the whole plane is forbidden (x-axis
is excluded), thus resulting in the one-dimensional hydro-
gen atom with zero energy (see Fig. 55b), which physically
means that all excited states belong to the continuous spec-
trum or to the ionized atom. A similar behavior was found
in [142, 143] for a three-dimensional hydrogen atom limited
by paraboloidal or hyperboloidal surfaces.
Figure 56b shows the energy for the ground state of the

two-dimensional hydrogen atom confined in a region of the
plane limited by a parabola (see Fig. 56a) as a function of
Q0 (which defines the degree of confining). Notice that as
Q0 → � the parabola opens and the confinement region
decreases until the whole plane is available; thus a transition
occurs from a confined two-dimensional system to an uncon-
fined two-dimensional system (see Fig. 56a), whose energy is
−2 Hartrees. In the same way, if Q0 → 0 the parabola closes
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Figure 57. (a) Region of circular confinement. Limiting case: Q-zero-
dimensional. (b) Ground state energy of the two-dimensional hydrogen
atom confined within a region of the plane limited by a circle, as a func-
tion of its radius r0. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

and the forbidden region increases, confining the system in
the −y-axis, thus realizing the transition from a confined
two-dimensional system to a confined quasi-one-dimensional
system, whose energy approaches zero (see Fig. 56b).
In Figure 57b, the ground state energy of the two-

dimensional hydrogen atom confined in a circular region of
the plane is depicted as a function of r0 (radius of the cir-
cle in atomic units). As can be observed, for r0 → �, the
allowed space approaches the whole plane (i.e., the system
becomes the unconfined two-dimensional hydrogen atom
whose ground state energy is −2 Hartrees). Another obser-
vation is that, when r0 → 0, the forbidden circular region
becomes a point and a transition of the two-dimensional sys-
tem to a quasi-zero-dimensional system (see Fig. 57a) with
energy � → � occurs.
Figure 58b displays the ground state energy of the two-

dimensional hydrogen atom confined in a region of the plane
limited to a cone obtained when � = �0 and 0 ≤ r < �, as
a function of �0 (polar angle in radians). In the limit when
�0 → 0 the cone decreases; then the transition of the con-
fined two-dimensional system to the quasi-one-dimensional
system with energy � → 0 occurs, as in the previous situa-
tions. When �0 increases to 2�, the allowed region grows
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Figure 58. (a) Region of conical confinement. Limiting case: Q-two-
dimensional. (b) Ground state energy of the two-dimensional hydrogen
atom confined within a region of the plane limited by a cone, as a
function of the opening angle �0. Reprinted with permission from [205],
J. L. Marín et al., in “Handbook of Advanced Electronic and Photonic
Materials and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego,
2001. © 2001, Academic Press.

and the system behaves as a quasi-two-dimensional system;
the edges of the cone are still a forbidden region (see
Fig. 58a). The latter case corresponds to the minimum of
the curve at 6.2856 radians (2�) where the energy is ≈−2/9
Hartree and coincides with the case of hyperbolic confine-
ment in the limit U0 → 1, a → 0 (see Figs. 55a and 58a), as
expected.
Figure 59b shows the ground state energy of the two-

dimensional hydrogen atom confined in a region of the
plane given by the intersection of two symmetrical confocal
parabolas (see Fig. 59a), as a function of Q0 (root of the
distance to the foci, in atomic units). As can be observed,
when Q0 → 0 the two parabolas (and their intersections)
are closer to the origin. The allowed region is almost a
point, the transition of a confined two-dimensional system
to a quasi-zero-dimensional one occurs, and accordingly, the
energy becomes infinite, as expected. Moreover, in the case
when Q0 → �, the available space enlarges until the uncon-
fined two-dimensional atom is recovered, that is, the energy
approaches −2 Hartrees (see Fig. 59b).
The overall results show that the ground state energy

of the two-dimensional hydrogen atom confined by an
impenetrable potential has two extreme limiting cases,
namely: (a) In the case of closed conical curves, a transition
to a quasi-zero-dimensional system occurs where the ground
state energy becomes infinite, that is, the confinement region
approaches a point; (b) in the case of open conical curves,
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Figure 59. (a) Region of confinement given by the intersection of two
symmetrical parabolas. Limiting case: Q-zero-dimensional. (b) Ground
state energy of the two-dimensional hydrogen atom confined within a
region of the plane limited by the intersection of two symmetrical con-
focal parabolas, as a function of Q0. Reprinted with permission from
[205], J. L. Marín et al., in “Handbook of Advanced Electronic and
Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic Press,
San Diego, 2001. © 2001, Academic Press.

a transition to a quasi-one-dimensional system occurs in
which the atom is confined to a straight line with origin at
the nucleus and whose ground state energy becomes zero.
Case (b) is closely related to the one-dimensional hydro-
gen atom discussed in [144–149], except that the binding
energy is found to be infinite in [148]. The main difference
between the limiting case (b) and the so-called Loudon one-
dimensional atom [148] rests in the fact that Loudon did not
take into account the energy due to the confinement because
his model is one-dimensional and our limit case is quasi-
one-dimensional. A discussion of this matter is made in next
section. Moreover, since the binding energy of Loudon’s
one-dimensional atoms is greater than the rest mass energy
of the electron, the treatment of the atom should be done
in a relativistic scheme, which renders a large, but finite,
binding energy [150].
In summary, the confining geometries studied in this sec-

tion lead us to conclude following extreme behavior:

Circular: r0 → 0 � → �
[quasi-zero dimensional (Q-0D)]

Elliptic: Q0 → 1 � → � (Q-0D)
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Hyperbolic:




U0 → 0 � = ��a� �a  = 0� (Q-2D)

U0 → 1 � = ��a� (Q-2D)

�U0� a� → 0 � → −2/9 (Q-2D)

U0 → −1 � → 0 (Q-1D)

Parabolic (one): U0�Q0� → 0 � → 0 (Q-1D)

Parabolic (two): U0�Q0� → 0 � → � (Q-0D)

Cone:

{
�0 → 0 � → 0 (Q-1D)

�0 → 2� � ≈ −2/9 (Q-2D)

4.1.3. One-Dimensional Hydrogen Atom,
as a Limiting Situation

The behavior of the ground state energy of the confined two-
dimensional hydrogen atom, when one dimension becomes
infinitely small, will be analyzed in this section.
If the nucleus of the atom is located at the origin and the

confining region is a symmetrical narrow strip of width 2y0,
the Hamiltonian for the system is (in atomic units)

Ĥ = −1
2

52

5x2
− 1

2
52

5y2
+ Vb�y�−

1√
x2 + y2

(273)

where Vb�y� is the confining potential, defined as

Vb�y� =
{
0 −y0 ≤ y ≤ y0

� otherwise
(274)

The corresponding Schrödinger equation can be writ-
ten as{
−1
2

52

5x2
− 1

2
52

5y2
+ Vb�y�−

1√
x2 + y2

}
3�x� y� = �3�x� y�

(275)

where � is the total energy and the wavefunction 3�x� y�
must satisfy the boundary condition

3�x�±y0� = 0 (276)

As has been pointed out by Jan and Lee [151], as the
strip becomes very narrow (i.e., y0 is very small), the fast
motion in the y-direction allows the wavefunction to be writ-
ten, approximately, as

3�x� y� ≈ 9�y�Y�x� (277)

Since 3�x� y� must satisfy the boundary condition (276),
then

9�y� ≈ cos�k0y� (278)

with k0 = �/2y0.
Introducing Eq. (277) into Eq. (275) and multiplying the

result by cos�k0y�, the integration over y from −y0 to y0
yields the equation
{
− d2

dx2
+N 2

∫ y0

−y0

−2√
x2+y2

cos2�k0y�dy

}
Y�x�=��−�y�Y�x�

(279)

where

N 2 =
[∫ y0

−y0

cos2�k0y� dy

]−1
= y−1

0 (280)

is a normalization constant and �y = k2
0 = �2/4y2

0 is the
kinetic energy of the fast motion in the y-direction due to
confinement.
Equation (279) can be rewritten as

[
− d2

dx2
+ Veff�x�

]
Y�x� = �xY�x� (281)

where �x = �− �y and

Veff�x� = N 2
∫ y0

−y0

[
−2√

x2 + y2

]
cos2�k0y� dy (282)

A similar equation was found in [151] for a hydrogenic
impurity confined within a quantum well wire.
The result of averaging the two-dimensional Coulombic

attraction over the fast y motion is such that Eq. (281)
can be interpreted as Schrödinger equation for the one-
dimensional atom under the potential Veff�x�.
Moreover, a careful analysis of Veff�x� in the limit y0 → 0

reveals that this potential has the same behavior as the
one-dimensional Coulomb potential, as was also pointed out
by Jan and Lee [151] in the case of a three-dimensional
hydrogen atom confined within a cylinder whose radius
approaches zero. The energy �x in this limiting situation
becomes the same as that obtained by Loudon [148], that
is, −�. It can also be noted that when y0 → 0, �y → �
and thus the total energy for the confined one-dimensional
atom � = �x + �y → 0. The latter fact supports the results
obtained in cases when the open confining curve approaches
a straight line.

4.2. Geometrical Effects on the Ground
State Energy of Hydrogenic Impurities
in Quantum dots

The effect of nonsphericity of quantum dots on the ground
state energy of hydrogenic impurities is studied in the frame
of the effective mass approximation and the variational
method [152]. The difference in composition of the quan-
tum dot and the host material is modeled with a potential
barrier at the boundary of the dot. To make the analysis,
two symmetries are considered for the quantum dot: spher-
ical and spheroidal. In this way, the ground state energy
is calculated as a function of the volume of the quantum
dot, for different barrier heights. The results show that the
ground state is strongly influenced by the geometry of the
dot; that is, for a given volume and barrier height, the energy
is clearly different if the dot is spherical or spheroidal in
shape when the volume of the dot is small (strong confine-
ment regime). As the volume of the dot increases (weak
confinement regime) the geometry becomes irrelevant, as
expected.
The confinement of excitons in quantum dots and

other microstructures such as quantum wells, quantum well
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wires, etc. was corroborated experimentally in the past [113,
153–156]. The main feature of this effect corresponds to a
frequency shift of the first excitonic peak to higher energy,
compared to the mean bulk electronic peak. There have
been many theoretical efforts to explain quantitatively this
quantum mechanical effect [92, 157–163]. However, in all
these works, the dot is assumed to be of spherical shape.
This last assumption is not strictly true, since the elec-
tron microscopy studies of these systems show microparticles
whose shapes vary from quasi-spherical to pyramidal [113].
The aim of this work is to analyze quantitatively the depen-
dence of the ground state energy of a hydrogenic impurity
on the geometry of the quantum dot. The latter would be
of interest since it might constitute a qualitative study of the
behavior of excitons confined within these microstructures.
We assume that the impurity is confined within a potential
barrier of finite depth, which emulates, on the average, the
surrounding medium in which the dot is embedded. The cal-
culation of the impurity ground state energy is performed
using a variational approach, which previously was shown
to be useful in dealing with this type of confined system in
a fairly good fashion [66, 78, 111, 121]. The model Hamil-
tonian for the impurity is assumed to be valid within the
effective mass approximation and we have considered, for
the sake of comparison, spherical and spheroidal dots of the
same volume and confining barrier. In this way, the ground
state energy of the impurity is calculated as a function of
the volume and the confining barrier heights.

4.2.1. Brief Description of the Method
If IqiJ denotes the orthogonal set of coordinates compati-
ble with the symmetry of the confining boundary, the trial
wavefunctions can then be written as

9i�q� ?� = Af �q� q0� ?��0
i �q� ?� q < q0 (283)

and

90�q� @� = B��q� @� q > q0 (284)

where ? and @ are parameters to be determined, q0 is asso-
ciated with the size and symmetry of the confining bound-
ary, A and B are normalization constants, �0

i is the free
system wavefunction, � is a function with the proper asymp-
totic behavior as q0 → �, and f is an auxiliary function that
allows the condition

1
9i

59i

5q
= 1

90

590

5q
(285)

at q = q0 to be satisfied.
The model Hamiltonian for the confined quantum system

under study, in the effective mass approximation, can be
written, in atomic units, as

Ĥ = −1
2
6 2

q + V �q�+ Vb�q� (286)

where V is the potential that accounts for the internal inter-
actions of the components of the system and Vb is the con-
fining potential. Here we shall assume that Vb has the form

Vb =
{
0 q < q0

V0 q > q0
(287)

At this point, the variational method can be implemented
to calculate the energy of the ground state of the system by
construing the functional

��?� @� =
∫

9∗
i

{
−1
2
6 2

q + V �q�

}
9i d

3q

+
∫

9∗
o

{
−1
2
6 2

q + V0 + V �q�

}
9o d

3q (288)

and minimizing it with respect to �?� @�, restricted to
∫

9∗
i 9i d

3q +
∫

9∗
o9o d

3q = 1 (289)

as usual.

4.2.2. Geometry Adapted
Trial Wavefunctions

In the effective mass approximation, the model Hamilto-
nian for an hydrogenic impurity (m∗

n = �) confined within
a quantum dot, in the context of the later section, can be
written as

Ĥ = −1
2
6 2

q + V �q�+ Vb�q� (290)

where

Vb =
{
0 q < q0

V0 q > q0
(291)

and

V �q� = − 1
rq

(292)

Here rq is the electron–nucleus separation and we have
used effective atomic units. The symmetry of the confining
domain determines the form of rq in the set of coordinates
compatible with it. In the following, we construct explicitly
the trial wavefunctions for the chosen symmetries.
First, if we assume that the hole is located at the center

of a confining sphere of radius r0, the trial wavefunction in
spherical coordinates can be written as [66]

9i = A exp�−?r��r0 − ?r� r < r0 (293)

and

9o = B exp�−@r�/r r > r0 (294)

The continuity of the logarithmic derivative at r = r0,
given in Eq. (285), allows one relate ? and @ by

@ = ?r0�1− ?�+ �2?− 1�
r0�1− ?�

(295)

in such a way that only a variational parameter needs to be
determined, once that the energy functional is minimized in
the standard way.
If we now consider the exciton confined within the prolate

spheroid

IQ = Q0 − 1 ≤ U ≤ 1 0 ≤ � ≤ 2�J (296)
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with the nucleus located at a foci, the electron–nucleus sep-
aration can then be written as

r1 = R�Q − U� (297)

where 2R is the interfocal distance of the spheroid. Follow-
ing the solutions of Coulson and Robinson [122] for the free
hydrogen atom in this coordinate system, the trial wavefunc-
tion is of the form

9i = A exp.−?�Q − U�/�Q − ?Q0� Q < Q0 (298)

and

9o = B exp�−@Q − ?U� Q > Q0 (299)

Once again, the boundary condition given by Eq. (285)
allows one to connect ? and @ through

@ = ?Q0�1− ?�+ ?

Q0�1− ?�
(300)

As the reader must be aware, this form for the trial wave-
function satisfies automatically the boundary condition on
its logarithmic derivative with respect to U, at Q = Q0. As in
the previous case, only a variational parameter needs to be
determined when we use the variational approach.
We have to point out that the auxiliary function of the

form (q0 − ?q), which was used to construct the trial wave-
function for two symmetries, is flexible enough to describe
the situation in which V0 → �. In that case ? → 1 and
correspondingly @ → � [see Eqs. (295) and (300)] so that
the external wavefunction becomes vanishingly small in this
limit, as expected.
In Figure 60a and b, the energy for the ground state of

the hydrogenic impurity confined within spherical and pro-
late spheroidal quantum dots is displayed as a function of
the volume, for V0 = 2	0 and 8.0 effective Rydbergs respec-
tively. In both figures we have assumed an R = 1 effective
Bohr for the case of the prolate spheroidal dot. The effect of
considering a different geometry can be noticed immediately
from these figures, which supports that, for a given volume
of the dot and barrier height, the ground state energy shows
a dependence on the shape of the confining box that is par-
ticularly stronger for smaller sizes of the dot. The effect of
including the internal interaction potential (Coulomb term)
of the components of the system (electron–nucleus) in both
regions (inside and outside the quantum dot) is also shown
in the figures. When the Coulomb term is considered in the
exterior of the quantum dot, a remarkable difference can be
noticed for the smaller barrier height potential and smaller
sizes of quantum dot. The latter is due to the fact that the
confining capability of the box decreases and correspond-
ingly, the probability of finding the electron in the exterior of
the quantum dot is increased (see Fig. 60a). In Figure 60b,
this effect is smaller. In Figure 60a, we can also observe a
stronger dependence, by including the Coulomb term in the
exterior of the quantum dot, for the spheroidal symmetry
than for spherical one. Another observation is that, for the
spheroidal symmetry, we have considered the nucleus of the
impurity placed in a focus not in the origin, but in the lat-
ter case, keeping in mind the work of Marín et al. [65], the
resulting geometrical effect would be stronger.
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Figure 60. Ground state energy for a hydrogenic impurity within quan-
tum dots of a spherical and prolate spheroidal shape as a function of
their volume for a fixed value of the barrier height. (a) V0 = 2	0R∗

y ,
(b) V0 = 8	0R∗

y . Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

In Figure 61a, we show the energy for the ground state
of the hydrogenic impurity confined in a spherical quan-
tum dot as a function of the volume, for V0 = 8	0 and 2.0
effective Rydbergs. In the solid curves, the Coulomb term
is not included in the external region of the quantum dot
while in the dashed ones we have considered it. Figure 61b
shows the same curves as in Figure 61a for the prolate
spheroidal quantum dot with R = 1	0 effective Bohr. A dif-
ference between the curves with and without the Coulomb
term in the exterior of the quantum dot can be noticed. This
difference is greater for the smaller barrier height potential
and in the region of strong confinement regime (small sizes
of the quantum dot). This effect is similar to that discussed
earlier for Figure 60.
In Figure 62, we make a comparison of the ground state

energy of the hydrogenic impurity confined within a prolate
spheroidal quantum dot, for V0 = 2	0 effective Rydbergs and
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Figure 61. Ground state energy for a hydrogenic impurity within quan-
tum dots of: (a) spherical symmetry as a function of the dot radius and
barrier height, (b) prolate spheroidal symmetry as a function of the
eccentricity and barrier height. Reprinted with permission from [205],
J. L. Marín et al., in “Handbook of Advanced Electronic and Photonic
Materials and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego,
2001. © 2001, Academic Press.

different interfocal distances �2R�. The solid curves corre-
spond to R= 0	5 and R= 1	0 effective Rydbergs without the
Coulomb term, while dashed ones are for the same values of
R but the Coulomb term in the exterior of the quantum dot
is included. The latter figure confirms that there is a signifi-
cant variation of the energy for different interfocal distances
of the spheroidal quantum dot and that the difference is
greater for the lower value of R and even more significant
when the Coulomb term in the exterior of the quantum dot
is not included.
Thus, the previous results show that a quantitative fitting

of the energy-size curves for the impurity (or, qualitatively,
for the exciton) to experimental results (for a given value of
V0) must be taken with caution, independently of the model
used to make comparison. This is the case in most of the the-
oretical approaches dealing with semiconductor crystallites,
since a spherical shape is assumed to fit the experimental
results.
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Figure 62. Ground state energy for a hydrogenic impurity as a func-
tion of the interfocal distance and the eccentricity for a fixed value of
the barrier heigth. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

4.3. Hydrogen Atom and Harmonic
Oscillator Confined by Impenetrable
Spherical Boxes

The direct variational method is used to study two simple
confined systems, namely, the hydrogen atom and the har-
monic oscillator within impenetrable spherical boxes. The
trial wavefunctions have been assumed as the product of the
“free” solutions of the corresponding Schrödinger equation
and a simple function that satisfies the respective bound-
ary conditions. The energy levels obtained in this way are
extremely close to the exact ones, thus proving the utility of
the proposed method.

4.3.1. Direct Variational Approach
The exact solution for the free system can be found in any
text of quantum mechanics [94]. Indeed, the corresponding
energy and wavefunctions are given as

�n = − 1
n2

n = 1� 2� 	 	 	 (301)

3nlm�r� �� �� = Nnl�2r/n�
lF �−n+ l + 1� 2l + 2� 2r/n�

× exp
(
− r

n

)
Ym

l ��� �� (302)

where � = m = 1, Ym
l ��� �� are the spherical harmonics,

F �a� b� z� is the confluent hypergeometric function [164],
and Nnl is a normalization constant.
When we impose confinement on this system, the Hamil-

tonian is slightly modified and can be written as

Ĥ ′ = −1
2
6 2 − 1

r
+ V ′�r� (303)

where

V ′�r� =
{+� r > r0
0 r ≤ r0

(304)

and r0 is the radius of the confining spherical box.



Impurity States and Atomic Systems Confined in Nanostructures 101

The corresponding Schrödinger equation is still separable,
but the resulting radial equation

[
d2

dr2
+ 2

r

d

dr
− l�l + 1�

r2
+ 2

r
+ 2�

]
R�r� = 0 (305)

must be solved with the following boundary condition:

R�r0� = 0 (306)

This means that, in order to obtain the energy spectrum,
we must find the roots of Eq. (306). The new situation must
be tackled in a more complicated way since we must con-
struct a convergent series representation of R�r� and then
solve it numerically.
Alternatively, we solve the same problem approximately,

with the aid of the modified variational method discussed
previously. We exploit the fact that the solutions of the
“free” hydrogen atom are known [see Eq. (302)] in order to
choose the trial wavefunctions as

9 ′
nlm�r� �� �� = N�r0 − r��2?r�lF �−n+ l + 1� 2l + 2� 2?r�

× exp�−?r�Ym
l ��� �� (307)

where N is a normalization constant that depends on r0 and
?, as well as on n and l.
We can note that 1/n is replaced by ? in this choice for

9 ′. The reason is that, as a result of confinement, the num-
ber n is no longer a good quantum number to specify the
state of the system (l is still a good quantum number since
symmetry has not been broken). This ansatz gives more flex-
ibility to the variational wavefunctions, allowing for the cal-
culation not only of the ground state energy, but also of
excited states, with only one variational parameter. Further-
more, the quantum virial theorem for enclosed systems [165]
is satisfied by these functions.
In order to show the adequacy of the method, in the

following we shall restrict ourselves to states described by
nodeless wavefunctions involving different symmetries.
When we use Eq. (307) as a trial wavefunction, together

with the Hamiltonian given by Eq. (303), the energy can be
readily found by minimizing the functional

∫
X
9 ′∗Ĥ9 ′ dK (308)

with respect to ?, within the bounded volume X, restricted
to satisfy the constraints implied by

∫
X
9 ′∗

n 9 ′
m dK = 0nm (309)

This procedure is straightforward and can be done through
direct algebraic manipulation.
Figure 63 shows the results obtained after minimizing

Eq. (308) as compared to the “exact” values obtained by
numerically solving Eq. (306) [124] for the ground state and
the 2p and 3d excited states. Also shown in this figure are
the results due to Fernandez and Castro [166] who used a
method based on both hypervirial theorems and perturba-
tion theory [167]. A remarkable agreement can be noticed,
showing that the problem can be tackled in the simpler
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Figure 63. Energy levels of the enclosed hydrogen atom as a function
of the radius of the box r0. Exact and variational calculations are com-
pared (see text). Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

fashion proposed here. Note that, in contrast to the hyper-
virial treatment, the energy values obtained by the varia-
tional method always lie as an upper bound to the exact
results for all box sizes, as expected.
Incidentally, Fernandez and Castro [165] were the first to

obtain the ground state energies shown in Figure 63 vari-
ationally. These authors used a trial wavefunction identical
to Eq. (307) while analyzing the fulfillment of the quan-
tum virial theorem for enclosed systems by approximate
wavefunctions.
We now turn our attention to the case of the enclosed

harmonic oscillator following a procedure similar to the case
of the enclosed hydrogen atom.
Once again, the problem of the “free” oscillator is exactly

solved and the energy and wavefunctions are given by [94]

�nl = 2n+ l + 3/2 n = 0� 1� 2� 	 	 	 (310)

3nl�r� �� �� = NrlF �−n� l + 3/2� r2�

× exp�−r2/2�Ym
l ��� �� (311)

where we have set � = m = � = 1, Ym
l ��� �� are the spher-

ical harmonics, F �a� b� z� is the hypergeometric function,
and N is a normalization constant.
As in the case of the hydrogen atom, when we impose the

confinement, the Hamiltonian is modified to give

Ĥ ′ = −1
2
6 2 + r2

2
+ V ′�r� (312)

where

V ′�r� =
{+� r > r0

0 r ≤ r0
(313)

r0 being the radius of the confining spherical box in units of
��/m��1/2.
Once again, if we were to solve the problem exactly, the

Schrödinger equation is separable and the resulting radial
equation[

d2

dr2
+ 2

r

d

dr
− l�l + 1�

r2
− r2 + 2�

]
R�r� = 0 (314)
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should be solved with the condition

R�r0� = 0 (315)

which would force us to use a numerical treatment. In the
modified variational method (as in the case of the confined
hydrogen atom) the symmetry of the enclosed harmonic
oscillator is not broken by the confinement and l is still a
good quantum number but n ceases to be so. To construct
the trial wavefunctions, we simply replace r2 by ?r2 in the
argument of the functions in Eq. (311) and we proceed, as
in our previous example, to find the energy of the system
for each box size.
In Table 5 we compare the exact results obtained from

Eq. (315) [124] and those obtained by the application of
the variational procedure, for the ground state and the first
excited state. For completeness, we also show the results for
the ground state, obtained through the hypervirial pertur-
bational method using an 11-term perturbation expansion
[168]. Once again, a very good agreement is observed.
An important criterion for this selection is the fulfillment

of the virial theorem for these systems [165]. At this stage
it is important to note that there are several papers in the
literature dealing with different techniques to tackle these
problems [125].
In this connection, Fernandez et al. [165, 169–171] have

done a thorough study of the use of the virial theorem
for quantum systems subject to Dirichilet and/or Neumann
boundary conditions. As we have mentioned before, in both
examples, the agreement of the results obtained by the
proposed modification of the direct variational approach is
remarkable, in spite of the simplicity of the method.
We note that the symmetry of the systems and their con-

finement were intentionally chosen to be compatible (i.e.,
both being of spherical symmetry).

4.4. Energy States of Two Electrons
in a Parabolic Quantum Dot
in Magnetic Field

The energy spectra of two interacting electrons in a quantum
dot confined by a parabolic potential in an applied magnetic
field of arbitrary strength are obtained in this section. The

Table 5. Energy levels of the enclosed harmonic oscillator as a function
of the radius of the box.

Ground state First excited state
(n = 0, l = 0) (n = 0, l = 0)

r0 ? �a
HV �var �exact ? �var �exact

1	0 0	1310 5	0756 5	1313 5	0755 0	6339 10	3188 10	2822
1	5 0	1073 2	5050 5	5265 2	5050 0	3217 4	9169 4	9036
2	0 0	1365 1	7648 1	7739 1	7648 0	2402 3	2514 3	2469
2	5 0	1935 1	5517 1	5567 1	5514 0	2385 2	6901 2	6881
3	0 0	2606 1	5105 1	5061 0	2769 2	5337 2	5313
4	0 0	3530 1	5033 1	5000 0	3645 2	5015 2	5001
5	0 0	4085 1	5025 1	5000 0	4075 2	5012 2	5000

Note: Exact and variational calculations are compared. Energies in units of
��. Radii in units of ��/m��1/2.

a Reference [168].

shifted 1/N expansion method is used to solve the effective
mass Hamiltonian [172]. The influence of the electron–
electron interaction on the ground state energy and its sig-
nificant effect on the energy level crossings in states with
different angular momentum are shown. The dependence of
the ground state energy on the magnetic field strength for
various confinement energies is presented.
The magnetic field dependence plays a useful role in iden-

tifying the absorption features. The effects of the magnetic
field on the state of the impurity [173] and excitons [95,
159, 161, 174–176] confined in quantum dots have been
extensively studied. Kumar et al. [177] have self-consistently
solved the Poisson and Schrödinger equations and obtained
the electron states in GaAs–GaAlAs for both cases: in zero
and for magnetic fields applied perpendicular to the het-
erojunctions. The results of their work [177] indicated that
the confinement potential can be approximated by a simple
one-parameter adjustable parabolic potential. Merkt et al.
[178] have presented a study of quantum dots in which
both the magnetic field and the electron–electron interaction
terms were taken into account. Pfannkuche and Gerhaxdts
[179] have devoted a theoretical study to the magneto-
optical response to far-infrared radiation (FIR) of quantum
dot helium, accounting for deviations from the parabolic
confinement. More recently, De Groote et al. [180] have
investigated the thermodynamic properties of quantum dots
taking into consideration the spin effect, in addition to
the electron–electron interaction and magnetic field terms.
The purpose of this section is to show the effect of the
electron–electron interaction on the spectra of the quantum
dot states with nonvanishing azimuthal quantum numbers
and the transitions in the ground state of the system as the
magnetic field strength increases.
Here we shall use the shifted 1/N expansion method to

obtain an energy expression for the spectra of two confined
electrons in a quantum dot by solving the effective mass
Hamiltonian including the following terms: the electron–
electron interaction, the applied field, and the parabolic con-
finement potential.

4.4.1. Theory and Model
Within the effective mass approximation, the Hamiltonian
for an interacting pair of electrons confined in a quantum
dot by parabolic potential of the form m∗

e�0r
2/2 in a mag-

netic field applied parallel to the z-axis (and perpendicular
to the plane where the electrons are restricted to move) in
the symmetric gauge is written as

Ĥ =
2∑

i=1

{
−�

26 2
i

2m∗
e

+ 1
2
m∗

e�
2r2i + ��c

2
Lz

i

}
+ e2

���r1 − �r2�
(316)

where the two-dimensional vectors �r1 and �r2 describe the
positions of the first and the second electron in the �x� y�
plane, respectively. Lz

i stands for the z-component of the
orbital angular momentum for each electron and �c =
eB/m∗

ec, m∗
e , and � are the cyclotron frequency, effective

mass, and dielectric constant of the medium, respectively.
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The frequency � depends on both the magnetic field B and
the confinement frequency �0 and is given by

� =
(
�2

0 +
�2

c

4

)1/2

(317)

The natural units of length and energy to be used are the
effective Bohr radius a∗

B = ��2/m∗
ee

2 and effective Rydberg
R∗

y = �
2/2m∗

ea
∗2
B . The dimensionless constant P = ��c/2R∗

y

plays the role of an effective magnetic field strength.
Upon introducing the center of mass �R = ��r1 + �r2�/

√
2

and the relative coordinates �r = ��r1 − �r2�/
√
2, the Hamil-

tonian [180] in Eq. (316) can be written as a sum of two
separable parts that represent the center of mass motion
Hamiltonian,

ĤR = − �
2

2m∗
e

6 2
R + m∗

e

2
�2R2 + ��c

2
LR

z (318)

and the relative motion Hamiltonian,

Ĥr = − �
2

2m∗
e

6 2
r + m∗

e

2
�2r2 + ��c

2
Lr

z +
e2

r
(319)

Equation (318) describes the Hamiltonian of the har-
monic oscillator with the well-known eigenenergies

�ncm�mcm
= �2ncm + �mcm� + 1���+ ��c

2
mcm (320)

labeled by the radial (ncm = 0� 1� 2� 	 	 	 � and azimuthal
(mcm = 0�±1�±2�±3� 	 	 	 � quantum numbers. The problem
is reduced to obtaining eigenenergies �nr �m

of the relative
motion Hamiltonian. The energy states of the total Hamil-
tonian are labeled by CM and relative quantum numbers,
�ncmmcmW nrm�. The coexistence of the electron–electron
and the oscillator terms makes the exact analytic solution
with the present special functions not possible.

4.4.2. Shifted 1/N Expansion Method
The shifted 1/N expansion method, N being the spatial
dimensions, is a pseudo-perturbative technique in the sense
that it proposes a perturbation parameter that is not directly
related to the coupling constant [181–184]. The aspect of
this method has been clearly stated by Imbo et al. [181–183]
who had displayed step-by-step calculations relevant to this
method. Following their work, here we only present the ana-
lytic expressions that are required to determine the energy
states.
The method starts by writing the radial Schrödinger equa-

tion, for an arbitrary cylindrically symmetric potential, in a
N -dimensional space as
{
− d2

dr2
+ �k − 1��k − 3�

4r2
+ V �r�

}
3�r� = �r3�r� (321)

where k = N + 2m.
In order to get useful results from 1/k̄ expansion, where

k̄ = k − a and a is a suitable shift parameter, the large
k̄-limit of the potential must be suitably defined [185]. Since
the angular momentum barrier term behaves like k̄2 at large
k̄, so the potential should behave similarly. This will give rise

to an effective potential, which does not vary with k̄ at
large values of k̄ resulting in a sensible zeroth-order classi-
cal result. Hence, Eq. (321) in terms of the shift parameter
becomes

{
− d2

dr2
+ k̄2.1− �1− a�/k̄/.1− �3− a�/k̄/

4r2

+ V �r�

Q

}
3�r� = �r3�r� (322)

where

V �r� = 2
r
+ 1

4
�2r2 +m

�c

2
(323)

and Q is a scaling constant to be specified from Eq. (325).
The shifted 1/N expansion method consists of solving
Eq. (322) systematically in terms of the expansion param-
eter 1/�k. The leading contribution term to the energy comes
from

k̄2Veff�r� =
k̄2

r20

(
1
4
+ r20V �r0�

Q

)
(324)

where r0 is the minimum of the effective potential, given by

2r30V
′�r0� = Q (325)

It is convenient to shift the origin to r0 by the definition

x = k̄1/2�r − r0�/r0 (326)

and expanding Eq. (322) about x = 0 in powers of x. Com-
paring the coefficients of powers of x in the series with the
corresponding ones of the same order in the Schrödinger
equation for one-dimensional anharmonic oscillator, we
determine the anharmonic oscillator frequency, the energy
eigenvalue, and the scaling constant in terms of k̄, Q, r0
and the potential derivatives. The anharmonic frequency
parameter is

�̄ =
[
3+ V ′′�r0�

V ′�r0�

]1/2

(327)

and the energy eigenvalues in powers of 1/k̄ (up to third
order) read

�nr �m
= V �r0�+

k̄2

4r0
+ 1

r30

[
�1− a��3− a�

4
+ P1

]
+ P2

k̄r20

(328)

The explicit forms of P1 and P2 are given in next sec-
tion. The shift parameter a, which introduces an additional
degree of freedom, is chosen so as to make the first term in
the energy series of order k̄ vanish, namely,

k̄

r20

[(
nr +

1
2

)
�̄− �2 − a�

2

]
= 0 (329)
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by requiring an agreement between 1/k̄ expansion and the
exact analytic results for the harmonic and Coulomb poten-
tials. From Eq. (329) we obtain

a = 2 − �2nr + 1��̄ (330)

where nr is the radial quantum number related to the prin-
cipal n and magnetic m quantum numbers by the relation
nr = n − �m� − 1. Energies and lengths in Eqs. (321)–(330)
are expressed in units of R∗

y and a∗
B, respectively.

For the two-dimensional case, N = 2, Eq. (325) takes the
following form:

√
2r0V ′�r0� = 2 + 2m− a = Q1/2 (331)

Once r0 (for a particular quantum state and confining fre-
quency) is determined, the task of computing the energy is
relatively simple.
The results are presented in Figures 64–68 and Tables 6

and 7. The relative ground state energy �00� of the rela-
tive motion, for the zero magnetic field case, against the
confinement length is displayed in Figure 64. The present
results (black dots) clearly show an excellent agreement with
the numerical results of [178] (dashed line). In Figure 65,
the first low energy levels �00�, �10�, and �20� of the rela-
tive Hamiltonian are presented as a function of the effective
confinement frequency �, using parameters appropriate to
InSb, where the dielectric constant � = 17	88, electron effec-
tive mass m∗

e = 0	014m0, and confinement energy ��0 =
7	5 meV [180]. The energy levels obviously show a linear
dependence on the effective frequency. As the effective fre-
quency � increases the confining energy term dominates
the interaction energy term and thus the linear relationship
between the energy and the frequency is maintained. This
result is consistent with [180].
To investigate the effect of the electron–electron interac-

tion on the energy spectra of the quantum dot, we plotted
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Figure 64. The relative ground state energy �00� for the electrons in
a quantum dot as a function of confinement length Z0 = ��/m∗

e�0�
1/2

for the zero magnetic field. This section’s calculations: closed circles;
Ref. [178]; solid line. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.
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Figure 65. The low-lying relative states �00�, �10�, and �20� for two
electrons in a quantum dot made of InSb as a function of confine-
ment frequency �. Reprinted with permission from [205], J. L. Marín
et al., in “Handbook of Advanced Electronic and Photonic Materials
and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

in Figure 66 the total ground state energy �00W 00� of the
full Hamiltonian for independent (solid line) and interacting
(dashed line) electrons as a function of the ratio �c/�0. The
figure shows, as we expect, a significant energy enhancement
when the electron–electron Coulombic interaction term is
turned on. Furthermore, as the magnetic field increases, the
electrons are further squeezed in the quantum dot, resulting
in an increase of the repulsive electron–electron Coulombic
energy and in effect the energy levels.
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Figure 66. The total ground state energy �00W 00� for two electrons in a
quantum dot as a function of the ratio �c/�0. For independent (solid
line) and interacting (dashed line) electrons. Reprinted with permission
from [205], J. L. Marín et al., in “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.
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Figure 67. The total eigenenergies of the states �00W 0m�, m =
0�−1�−2� 	 	 	 �−5, for two interacting electrons parabolically confined
in the quantum dot of size Z0 = 3a∗

B as a function of the ratio �c/�0.
Reprinted with permission from [205], J. L. Marín et al., in “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

The energy level crossings are shown in Figure 67. We
have displayed the eigenenergies of the states �00W 0m�, m =
0�−1�−2� 	 	 	 �−5, for two interacting electrons paraboli-
cally confined in the quantum dot of size Z0 = 3a∗

B as a
function of the ratio �c/�0. As the magnetic field strength
increases the energy of the state m = 0 increases while the
energy of the states with nonvanishing quantum number m
decreases, thus leading to a sequence of different ground
states, as reported in [185]. In the interacting system, the
higher the angular momentum of the relative motion, the
lower the interaction energy. This is caused by the struc-
ture of the relative wavefunction: The larger the angular
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Figure 68. The relative ground state �00� energy versus the magnetic
field strength for two different confinement energies. Reprinted with
permission from [205], J. L. Marín et al., in “Handbook of Advanced
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Table 6. The roots r0 determined by Eq. (684) for quantum dot states
with nonvanishing azimuthal quantum number (m) against the ratio
�c/�0.

m
�c/�0 0 −1 −2 −3 −4 −5
1 4	262 4	827 5	457 6	075 6	659 7	209
2 3	692 3	682 4	212 4	719 5	193 5	635
3 3	188 2	943 3	398 3	825 4	229 4	586

momentum the larger the spatial extent and therefore, the
larger the distance between the electrons [186]. To confirm
this numerically, we list in Table 6 the roots r0 of the poten-
tial for the interacting electrons in the quantum dot, for
states with different angular momenta. At particular values
of the ratio �c/�0, as the azimuthal quantum number �m�
increases, the root r0 also increases and thus the electron–
electron interaction Vee�r� = 2/r0, in the leading term of the
energy series expression, decreases.
In Figure 68, we showed the dependence of the ground

state energy on the magnetic field strength for confine-
ment energies: ��0 = 6 and 12 meV. For constant values of
the magnetic field, the larger the confinement energy, the
greater the energy of the interacting electrons in the quan-
tum dot. The spin effect can be included in the Hamiltonian,
Eq. (316), added to the center of mass part as a space inde-
pendent term, and Eq. (318) is still an analytically solvable
harmonic oscillator Hamiltonian [180].
We have compared, in Table 7, the calculated results for

the ground state energies �00� of the relative Hamiltonian at
different confining frequencies with the results of Taut [187].
In a very recent work, Taut has reported a particular analyt-
ical solution of the Schrödinger equation for two interacting
electrons in an external harmonic potential. The table shows
that as 1/� increases the difference between both results
noticeably decreases until it becomes ≈1.4× 10−3 at 1/� =
1419	47.
Quantum dots with more than two electrons can also

be studied. The Hamiltonian for ne-interacting electrons,
provided that the electron–electron interaction term
depends only on the relative coordinates between electrons
V ��ri − rj �� = e2/��rij �, and parabolically confined in the
quantum dot, is separable into CM and relative Hamil-
tonians. The parabolic potential form V �ri� = mi�

2
0r

2
i /2,

i = 1� 2� 3� 	 	 	 � ne, is the only potential which leads to a sep-
arable Hamiltonian. The CM motion part is described by

Table 7. The ground state energies (in atomic units) of the relative
Hamiltonian calculated by 1/N expansion at different frequencies, com-
pared with the results of Taut [187].

1/� 1/N expansion Taut

4 0	4220 0	6250
20 0	1305 0	1750
54	7386 0	0635 0	0822
115	299 0	0375 0	0477
523	102 0	0131 0	0162
1054	54 0	0081 0	0100
1419	47 0	0067 0	0081
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the one-particle Hamiltonian, Eq. (318), with the electron
mass replaced by the total mass M = nem

∗
e and the electron

charge replaced by the total charge Q = nee. The relative
Hamiltonian part, which involves only the relative coordi-
nates and momenta, has a cylindrically symmetric poten-
tial and can be handled by the 1/N -expansion technique.
When the confining potential is quadratic, FIR spectroscopy
is insensitive to the interaction effects because of CM and
relative motions. The radiation dipole operator

∑
i ei �ri =

Q �R, being a pure CM variable, then it does not couple
to Ĥr which contains all the electron–electron interactions.
The dipole operator then induces transitions between the
states of the CM but does not affect the states of the
relative Hamiltonian. The eigenenergies for the CM Hamil-
tonian, Eq. (320), do not change because �c in the energy
expression remains the same; namely, QB/Mc = eB/m∗

ec.
Consequently, the FIR absorption experiments see only the
feature of the single electron energies. There are only two
allowed dipole transitions ('m = ±1) and the FIR reso-
nance occurs at frequencies

�± =
√(

�c

2

)2

+ �2
0 ±

�c

2
(332)

Many different experiments on quantum dots have proved
the validity of Kohn’s theorem and that the observed reso-
nance frequency of an electron system in a parabolic poten-
tial is independent of electron–electron interactions and thus
the actual number of electrons in the well, as reported by
Wixforth et al. in a very recent review article [188].
In conclusion we have obtained the energy spectra of

two interacting electrons as a function of confinement ener-
gies and magnetic field strength. The method has shown
good agreement with the numerical results of Merkt et al.
[178], Taut [187], and Wagner et al. [185]. Our calcula-
tions have also shown the effect of the electron–electron
interaction term on the ground state energy and its signifi-
cance on the energy level crossings in states with different
azimuthal quantum numbers. The shifted 1/N expansion
method yields quick results without putting restrictions on
the Hamiltonian of the system.

4.4.3. Calculation of Parameters �1 and �2

The explicit forms of the parameters P1 and P2 are given in
the following. Here R∗

y and a∗
B are used as units of energy

and length, respectively

P1 = c1e2 + 3c2e4 − �̄−1⌊e21 + 6c1e1e3 + c4e
3
2

⌋
(333)

and

P2 = T7 + T12 + T16 (334)

where

T7 = T1 − �̄−1.T2 + T3 + T4 + T5 + T6/

T12 = �̄−2.T8 + T9 + T10 + T11/

T16 = �̄−2.T13 + T14 + T15/

(335)

with

T1 = c1d2 + 3c2d4 + c3d6 T2 = c1e
2
2 + 12c2e2e4

T3 = 2e1d1 + 2c5e
2
4 T4 = 6c1e1d3 + 30c2e1d5

T5 = 6c1e1d3 + 2c4e3d3 T6 = 10c6e3d5

T8 = 4e21e2 + 36c1e1e2e3 T9 = 8c4e2e
2
3

T10 = 24ce21e4 + 8c7e1e3e4 T11 = 12c8e
2
3e4

T13 = 8e1e3 + 108c1e1e3 T14 = 48c4e1e3
T15 = 30c9e3

(336)

where c, d, and e are parameters given as

c1 = 1+2nr c4=11+30nr +30n2
r

c8 = 57+189nr +225n2
r +150n3

r c2=1+2nr +2n2
r

c5 = 21+59nr +51n2
r +34n3

r c3=3+8nr +6n2
r +4n3

r

c6 = 13+40nr +42n2
r +28n3

r

c9 = 31+109nr +141n2
r +94n3

r

c7 = 31+78n2
r +78n3

r ej =�j/�̄
j/2 di=0i/�̄

i/2

(337)

where j = 1� 2� 3� 4 and i = 1� 2� 3� 4� 5� 6:

�1 = �2 − a� �2 = −3�2 − a�

2

�3 = −1− 2r0
Q

�4 =
5
4
+ 2r0

Q

01 = − �1− a��3− a�

2
02 = −3�1− a��3− a�

4

03 = 2�2 − a� 04 = −5�2 − a�

2

05 = −3
2
− 2r0

Q
06 =

7
4
+ 2r0

Q

(338)

5. MECHANISM OF TERAHERTZ LASING
IN SiGe/Si QUANTUM WELLS

Blom et al. [189] presented a theoretical calculation, which
showed the formation of resonant states, and explained the
origin of the observed temperature dependence of the dc
conductivity under low bias voltage. Thus, it was shown
that the mechanism of terahertz (THz) lasing is population
inversion of the resonant state with respect to the localized
impurity state. This is the same mechanism of lasing as in
uniaxially stressed p-Ge THz lasers.
In an early experiment [190] published in 1992, THz radi-

ation was observed from bulk p-Ge under uniaxial stress and
a dc electric field, both applied along the same crystal axis.
Eight years later measurements of the radiation spectrum
characterized the observed radiation as pulse mode lasing
under pumping of a strong electric field [191]. A theoreti-
cal explanation of the lasing phenomenon followed almost
immediately [192], which proved the formation of reso-
nant states as the required mechanism for achieving pop-
ulation inversion. Shortly thereafter, a tunable continuous
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wave p-Ge THz laser was realized [193] under weak elec-
tric field pumping, accompanied by a complete theoretical
interpretation [194].
The theory of population inversion based on the forma-

tion of resonant states has been given in detail very recently
[195]. Under uniaxial stress the heavy hole band (HHB)
in p-Ge lies lower than the light hole band (LHB) by an
amount Edef . Dictated by the symmetry properties, one set
of impurity levels is attached to the edge of the HHB, and
another set is attached to the edge of the LHB. If Edef is
greater than the hole binding energy of the lowest impurity
level attached to the HHB edge, this impurity level over-
laps the Bloch states in the LHB. Resonant states are then
formed. Under an external electric field, the impact-ionized
holes are accelerated toward the resonant level. With the
proper combination of impurity concentration, temperature,
electric field, stress, and scattering strength of phonons and
impurities, holes have a large probability of occupying res-
onant states [192, 194, 195]. A resonant level population
inversion with respect to those impurity levels which attach
to the LHB edge is then formed, and THz lasing occurs
[191, 193].
The externally applied uniaxial stress can be replaced

by the strain in a QW with lattice mismatch, and a
Si/GexSi1−x/Si QW with x < 0	2 and a boron-doped well was
proposed [196, 197]. In such a structure the well is stretched
along the growth direction, so the HHB lies above the LHB.
When impurities are added to the SiGe/Si QW system, all
relevant energy levels are affected by the electric field pro-
duced by the charge redistribution in the system. It is plau-
sible that a strong electric field in the QW may favor the
formation of resonant states for THz lasing. Such a field can
be achieved by employing two aspects of the sample struc-
ture. First, the Si buffer layer and the Si cap layer on each
side of the well will be 0 doped with boron acceptors. Sec-
ond, the existence of a thin SiO2 layer on top of the cap layer
creates interface states between them. In such a structure
THz lasing was indeed detected [198].
Because the carriers in a SiGe/Si QW are electrically

pumped, electric transport in the well has been investigated
in detail in order to clarify the relevant physical processes
[197, 199]. Under a weak dc bias, the temperature behav-
ior of the conductivity $ , plotted as ln�$� as a function of
the inverse temperature 1/T , exhibits two different linear
regimes, below and above T ≈ 20 K, respectively, as shown
by Figure 1 in [197]. Further experiments on magnetocon-
ductivity and Hall mobility [197, 199] have indicated that
the low temperature conductivity may be due to hopping.
In the high temperature region, the slope of the ln�$� vs
1/T curves suggests an activation energy of about 12 meV
for Ge content x = 0	1 and 18 meV for x = 0	15, if indeed
the activation process exists. It was suggested in [197, 199]
that the possible hole activation is between the two impu-
rity levels Eh

1s and El
1s attached to each respective band. The

present study has disproved this suggestion. The mechanism
of the high temperature conductivity and its relation to the
THz lasing are the questions to be answered.
In [189] an extensive numerical study of a Si/Ge0	15Si0	85/Si

QW was performed. The system structure consisted of, in
sequence, an n-Si substrate, an i-Si buffer layer of 130 nm
thickness, a Ge0	15Si0	85 well of 20 nm thickness, and an i-Si

cap layer of 60 nm thickness. Over the cap layer a thin layer
of SiO2 typically appears, on which ohmic contacts were
installed. The middle of the well was 0 doped with a boron
concentration of 6× 1011 cm−2. In both the buffer layer and
the cap layer, at a distance of 30 nm from the respective QW
interface, a 0 layer of boron was doped with a concentration
of 3× 1011 cm−2. In this system Edef = 31 meV [200]. Using
a one band variational approach given in [201], the binding
energies El

1s and Eh
1s of the impurity levels attached to the

LHB edge and the HHB edge, respectively, were calculated
and both were found to have a value of about 27 meV.
One very important feature of the QW system is the inter-

face states between the SiO2 layer and the Si cap layer,
which can accumulate almost all holes from the 0 doping
in the cap later. This resulted in pinning of the chemical
potential at the interface state energy level, which lay in the
bandgap at ' ≈ 0	4 eV measured from the valence band top
[202]. This charge redistribution inside the sample built up
a strong electric field in the QW, which was detected exper-
imentally [197, 199].
The energy level structure in the QW calculated is shown

in Figure 69. The zero energy was set at the chemical poten-
tial T. The solid curve marks the HHB edge and the dotted
curve the LHB edge. The lowest quantization energy levels
Ehhb

1 in the HHB and E lhb
1 in the LHB were indicated, along

with the lowest impurity states attached to each band. In the
case depicted (T = 4 K), the electric field strength in the
QW was 19 kV/cm, and Ehhb

1 − El
1s = 5 meV. The overlap

of the impurity level El
1s with the Ehhb

1 2D subband made it
possible to form the resonant state required for THz lasing.
Once they proved that a resonant impurity state could be
formed in the structure, the theory of population inversion
developed for strained bulk p-Ge [195] could be applied
directly to explain the origin of the observed lasing in the
SiGe/Si QW.
In order to understand the transport properties of the

SiGe/Si QW system, which is relevant for the electric pump-
ing of carriers into the resonant states, they also calculated
the concentration of free holes, pv�T �, as a function of
the temperature, and their results are plotted as the solid
curve in the upper panel of Figure 70. The temperature
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Figure 69. Energy level structure in the QW calculated at T = 4 K. The
position x is measured from the interface between the cap layer and
the SiO2. Reprinted with permission from [189], A. Blom et al., Appl.
Phys. Lett. 79, 713 (2001). © 2001, American Institute of Physics.
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Figure 70. Upper panel showing the calculated temperature dependen-
cies of the free hole concentration pv�T � (solid curve) and the num-
ber concentration of charged acceptors in the QW (dotted curve). The
dashed curve is the energy separation Ehhb

1 − T. The lower panel dis-
plays the measured current as function of the temperature. Upper panel
showing the calculated temperature dependencies of the free hole con-
centration pv�T � (solid curve) and the number concentration of charged
acceptors in the QW (dotted curve). The dashed curve is the energy
separation Ehhb

1 − T. The lower panel displays the measured current
as function of the temperature. Reprinted with permission from [189],
A. Blom et al., Appl. Phys. Lett. 79, 713 (2001). © 2001, American Insti-
tute of Physics.

dependence of pv�T � was due to the thermal excitation
of holes from the chemical potential into the 2D sub-
bands. This was governed by the energy separation Ehhb

1 −T,
which depends strongly on the temperature, as shown in the
upper panel of Figure 70. These theoretical findings and the
following experimental data will support their conjectured
mechanism of THz lasing in the SiGe/Si QW.
A Si/Ge0	15Si0	85/Si QW sample with the previously spec-

ified structure was fabricated with a MBE machine.
High voltage pulses of 0.3 Ts duration were applied paral-
lel to the QW via the deposited ohmic contacts. Since the
0 layer of boron in the buffer layer also supplies holes to
the substrate, a pn junction type of carrier distribution is
formed, which prevents the bypass of current through the
substrate. When opposite surfaces parallel to the growth
direction were polished to serve as an optical resonator,
strong THz radiation was detected at liquid helium tem-
perature. The radiation intensity is orders of magnitude
stronger than the intensity of spontaneous emission. In
Figure 71 the radiation intensity and the corresponding elec-
tric pumping current as functions of the pulse voltage are
plotted. The abrupt increase of the current around 100 V
marks the onset of impact ionization of the boron accep-
tors in the QW. A threshold current for the radiation is
clearly seen. The characteristic features of the observed
THz radiation are exactly the same as those of THz lasing
reported recently [203]. This was expected, because the only
difference between their sample and the sample in [198, 203]
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Figure 71. Radiation intensity and electric pumping current as func-
tions of the pulse voltage. Reprinted with permission from [189],
A. Blom et al., Appl. Phys. Lett. 79, 713 (2001). © 2001, American Insti-
tute of Physics.

was the concentration of 0 doping in the buffer and cap lay-
ers: 3× 1011 cm−2 in their sample and 4× 1011 cm−2 in the
other ones.
At a low dc bias of 2 V the current I flowing parallel

to the QW was measured as a function of the temperature.
The result is plotted in the lower panel of Figure 70. Similar
to the temperature behavior of the free hole concentration
pv�T �, the curve ln�I� vs 1/T also displays different char-
acteristic features below and above T ≈ 20 K. In fact, in
the high temperature region, the slope of the ln�I� vs 1/T
curve is almost the same as the slope of the ln�pv� vs 1/T
curve. They then concluded that, in this temperature region,
the dependence of the current I on 1/T was caused by the
temperature dependence of the thermal population in the
free hole levels but does not suggest an activation process
as stated in [197, 199].
Then, they turned to the transport process in the low tem-

perature region. Their calculated free hole concentration
pv�T � shown in Figure 70, although small, is non-negligible
at low temperatures. However, for such low temperatures
and low concentration, the mobility may be very small [204],
resulting in a decrease in the current of an order of magni-
tude. Nevertheless, they cannot rule out completely the pos-
sibility of hopping transport for the following reason. The
charged impurity ions in both the buffer layer and the cap
layer create a long range random potential in the QW. At
the same time the spatial variation of the alloy composition
produces a short range random potential. Both effects cause
fluctuation of the 2D subband edge, and their calculations
gave an energy fluctuation of about 5 meV. The transport of
holes in the 2D subband would then exhibit hopping behav-
ior with an activation energy of about 2–3 meV. It is impor-
tant to emphasize that such a hopping process is entirely
different from that stated in [197, 199], where the trans-
port is ascribed to the hopping of holes from one acceptor
to the other within the 0 layer in the well. Such a process
requires partially charged acceptors. In conclusion in [189]
Blom et al. calculated the number concentration of charged
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acceptors in the QW and plotted it as the dotted curve in the
upper panel of Figure 70. At low temperatures, the number
concentration of charge acceptors in the QW is far too small
to produce a measurable hopping conductivity.
It can be emphasized that the mechanism of population

inversion through the formation of resonant states is essen-
tial for the realization of semiconductor QW THz lasers.
A full understanding of this mechanism will allow the design
of advanced THz lasers using various lattice mismatched
heterostructures with different semiconductors.

GLOSSARY
Conduction band Energy band in a crystalline solid par-
tially filled by electrons.
Confined system A quantum system in which carriers,
atoms or molecules are restricted to exist in one, two or
three dimensions of the order of a few nanometers.
Effective mass The mass of a particle in a crystalline solid.
Gap Forbidden region for the electrons, which it is deter-
mined by the difference of energies between conduction and
valence bands.
Idealized confined systems A non-real isolated quantum
system whose size is of the order of few nanometers.
Impurity An atom or molecule embedded in a different
material.
Impurity states The additional electron levels which
appears due to the presence of an impurity.
MBE, MOCVD and Lithography Methods of synthesis
used to the fabrication of the nanostructured materials.
Nanostructure Material medium whose size is of the order
of few nanometers.
Quantum dot A quantum system, in which the carriers are
confined in all directions.
Quantum well A quantum system, in which the carriers are
confined in only one direction, the other dimensions remain
free.
Quantum well wire A quantum system, in which the carri-
ers are confined in two directions, the other remains free.
Valence band Energy band in a crystalline solid completely
filled by electrons.
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1. INTRODUCTION
Inherently conducting polymers (ICPs) such as polypyrroles,
polythiophenes, and polyanilines (I–III shown in Scheme 1)
are extremely useful organic electronic conductors. The
applications of these materials have been reviewed recently
[1–3], spanning areas as diverse as nanomaterials [4], elec-
trochromics [5], sensors [6], artificial muscles [7, 8], smart
membranes [9, 10], platforms for cell culturing [11, 12] and
corrosion protection [13]. Many of these applications involve
electrochemical switching processes (to be discussed in more
detail). In the quest to improve electrochemical switching
speeds of ICPs, researchers have recently turned attention
to control of the structure at the nanodomain.

It is also interesting to note that ICP macrostructures are
actually composed of nanodomains of much higher conduc-
tivity than the bulk material [14–17] suggesting that nano-
dimensional control will also improve the bulk conductivity
of ICPs.

1.1. What Are ICPs?

The synthesis and electrochemical switching properties of
ICPs such as polypyrroles (PPy), polythiophenes (PTh), and
polyanilines (PAn) have been reviewed in recent mono-
graphs [18, 19].

The polymerization can be initiated chemically or electro-
chemically and involves formation of lower molecular weight
oligomers via oxidation. These are then further oxidized

(at lower potentials than the initial monomer) to form a
polymer that eventually precipitates or deposits onto the
anode in an electrochemical cell as a critical molecular
weight is exceeded:

N
H

oxidize

A–

N
H

+

n

A–

m

(1)

A counterion (A−) is incorporated during synthesis to bal-
ance the charge on the polymer backbone. The anion of
the chemical oxidants used provides the dopant A−. Elec-
trochemical oxidation provides greater flexibility in terms
of the anion that can be incorporated from the electrolyte
used as the polymerization medium. Polypyrroles can be
formed from neutral aqueous solutions while acidic condi-
tions are required for aniline solubilization and polymeriza-
tion. Thiophene polymerization is commonly undertaken in
organic solvents due to poor monomer solubility in aqueous
solutions.

1.1.1. Polypyrroles
The mild oxidation potentials needed to initiate formation
of polypyrrole in aqueous solution have enabled the for-
mation of a wide range of polypyrrole structures by simply
varying the dopant.

Simple metal recognition capabilities are introduced
by incorporation of metal complexing groups as dopants
[20, 21], or electrocatalytic effects are induced by use of
appropriate dopants [22], covalently attached redox sites
[23, 24], and/or inclusion of micron-sized metallic parti-
cles [25, 26]. Conducting polymers are also known to pro-
mote electron transfer into/out of biological entities [27].
Biomolecular/recognition can be introduced by incorpora-
tion of antibodies or enzymes or even nerve growth fac-
tors into the polymer at the time of synthesis, as reviewed
recently [28].

The incorporation of complex biomolecules as dopants
can be accomplished while retaining the unique electronic
properties of the polymer backbone. For example, the
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Scheme 1. For polypyrroles and polythiophenes, n is usually ca. 3–4.
For optimal conductivity, there is a positive charge on every third or
fourth pyrrole or thiophene unit along the polymer chain. For the con-
ducting emeraldine salt form of polyaniline (III) a radical cation resides
at alternate N sites.

ultraviolet-visible (UV-vis) spectrum for PPy containing
DNA as dopant is shown in Figure 1. This UV-vis spec-
trum shows the typical polaron/bipolaron 475 nm bands of
doped polypyrrole at ca. 500 nm and 900 nm. The exact
location of these bands is dependent on the dopant used. As
illustrated in Figure 2, when 8-hydroxyquinoline-5-sulfonic
acid (HQS) is used as dopant, the lower wavelength peak
is even further blueshifted. The dopant also influences the
degree of absorption in the near infrared beyond 900 nm
and this is attributed to changes in polymer conformation
(tight coil versus expanded coil). The polymer conformation
has been found to be substrate dependent, with polypyrroles
deposited on hydrophilic glass displaying an absorption band
at 1180 nm, which is replaced by a free carrier tail extending
to 2600 nm for polymers deposited on hydrophobic surfaces
[29].

As well as varying the functional properties of ICPs,
the dopant plays a key role in determining the elec-
tronic (conductivity) and mechanical properties (e.g., ten-
sile strength) of the resultant material. For example, even
slight changes in the molecular structure [30] of a range
of sulfonated aromatic dopants influence these properties
(Table 1). The incorporation of surfactant-like dopants such
as dodecylbenzene sulfonate has also proved useful in sol-
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Figure 1. UV-visible spectrum of a PPy DNA thin flim grown onto
indium tin oxide (ITO) glass from a solution containing 0.2 M pyrrole
and 0.2% w/v salmon sperm DNA. Reprinted with permission from
[188], V. Misoska, Ph.D. Thesis, University of Wollongong, 2002.
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Figure 2. UV-visible spectrum of a PPy HQS film grown galvanostati-
cally onto ITO glass from a solution containing 0.2 M pyrrole and 0.1 M
HQS. Reprinted with permission from [188], V. Misoska, Ph.D. Thesis,
University of Wollongong, 2002.

ubilizing polypyrrole in organic solvents [31, 32]. The pres-
ence of alkyl and alkoxy substituents on the backbone of
polypyrrole also increases their solubility in organic sol-
vents. In contrast, polymerization of pyrrole monomers
bearing sulfonated substituents has provided water soluble
polypyrroles [33]. A very useful recent advance has been the
development of a facile route for the modification of pre-
formed polypyrroles containing good leaving group such as
N -hydroxysuccinamide [34].

An important feature of these ICP structures is that they
are amenable to facile oxidation/reduction processes that
can be initiated at moderate potentials. For polypyrrole
the oxidation state can be reversibly switched, as shown in
Eq. (2). The doped oxidized forms exhibit good electrical
conductivity (� = 1–100 S cm−1�, while the reduced forms
have very low conductivity (� ∼ 10−8 S cm−1�. The dynamic
character of these polymer systems, with chemical, physi-
cal, and mechanical properties being a function of applied
potential, is intriguing and is the basis of their proposed use
in intelligent material systems [19].

N
H

0

n
m

N
H

+

n

A
–

m

+e–

–e–
+ A– (Solution)

(2)

If the dopant anion (A−) is small and mobile (e.g., Cl−),
then upon reduction the anion will be efficiently ejected
from the polymer [Eq. (2)]. However, extensive studies with
polypyrroles have shown that if the dopant is large and
immobile (e.g., if A− is a polyelectrolyte such as polystyrene
sulfonate), an electrically induced cation exchange process
occurs, according to

N
H

0

n

A–

m

N
H

+

n

A–

m

+e–

–e–
+ X+ X+

(3)

where the cation (X+) is incorporated from the supporting
electrolyte solution. The effect of the original dopant incor-
porated as well as the other ions in the electrolyte on the
electrochemical switching characteristics of polypyrroles has
been clearly demonstrated [30].
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Table 1. Effect of the counterion on the tensile strength and conductivity of polypyrrole membranes [30].

Membrane PPy/BSA PPy/PTS PPy/EBS PPy/MS PPy/BS PPy/NPS

Counterions
SO3Na

SO3Na

CH3

SO3H

CH2CH3

SO3H

CH3

CH3

H3C

SO3Na

SO3Na

SO3H

SO3H

Tensile 17–23 70–80 60–70 36–47 40–55 40–50
strength (MPa)

Conductivity 19–20 90–110 90–110 50–70 47–70 50–70
(S/cm)

The redox processes described have a dramatic effect on
the physical and chemical properties of the polymer. Con-
ductivity will decrease, anion exchange capacity will diminish
[Eq. (2)], cation exchange capacity may increase [(Eq. 3)]
and hydrophobicity will be altered in a manner determined
by which ion exchange process predominates. The mechan-
ical properties are also influenced by the oxidation state
with a greater elongation-to-break usually observed in the
reduced materials [35]. The polymer also undergoes dra-
matic color changes upon redox switching (see Section 1.1.2)
which is the basis of electrochromic devices based on ICPs
[5].

1.1.2. Polythiophenes
The direct polymerization of thiophene is more complicated
in that the monomer oxidation occurs at potentials more
positive than required to overoxidize the polymer. Hence
monomers with alkyl groups attached to the 3-position [36],
bithiophene [37, 38], or terthiophenes [39] are often used as
starting materials since they have lower oxidation potentials.

To avoid use of organic solvents for polythiophene syn-
thesis, monomers can be dissolved in aqueous solution using
surfactants [40] or molecular inclusion compounds such as
cyclodextrins [41]. While the inclusion of the extensive range
of dopants available with polypyrrole is not available with
polythiophenes, some functional dopants have been incor-
porated [42]. Specific dopants such as the polyether [43]
shown in Scheme 2 induce exceptional mechanical proper-
ties into polythiophenes, with tensile strengths of the order
of 120 MPa readily obtained.

The UV-visible absorption spectra obtained (Fig. 3) after
polymerization of bithiophene clearly show polaron/ bipo-
laron absorption bands that are eliminated once the polymer
is electrochemically reduced.

Given the simple synthetic chemistries available to cova-
lently attach functional groups to thiophene substrates prior
to polymerization, this has been the preferred approach
to introduce functionality into polythiophenes [44]. In
conjunction with our collaborators at Massey University,

O O O

CH
3

CH
3

CH
3

CH
3

O O

OHOSO
3

–
TBA

+

n m

Scheme 2. Structure of the S-PHE used in this work. TBA =
tetrabutylammonium.

New Zealand, we have produced a range of substituted
terthiophene precursors (Fig. 4), from which functional poly-
mers have been produced [45].

As discussed for polypyrroles, the polythiophenes undergo
reversible oxidation/reduction processes (Fig. 5). Oxida-
tion/reduction usually occurs at more positive potentials
than for the polypyrroles and is not readily achieved in
aqueous solutions [45], presumably due to the hydrophobic
nature of the thiophene based polymer. Some workers have
attached ether groups to the polymer backbone, increasing
hydrophilicity and the rate of switching in aqueous media
[46].

Another interesting feature of polythiophenes is that the
n-doped state is more readily accessible than with either
polypyrroles or polyanilines. This enables the polymer to be
rendered conductive at more negative potentials. A number
of authors [47, 48] have highlighted the importance of sub-
stituents on the polythiophene backbone in determining the
accessibility (potential required for reduction) and stability
of the n-doped state.

1.1.3. Polyanilines
Like polypyrrole, conducting polyaniline (PAn) and its
ring-substituted analogs are generally prepared via either
chemical or electrochemical oxidation/polymerization of the
appropriate aniline monomer in aqueous solution. How-
ever, acidic conditions (pH generally 0–1) are required both
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Figure 3. UV-vis spectra of PBT/S-PHE composite galvanostatically
deposited (1 mA cm−2 for 50 s) onto ITO coated glass from a solution
containing 0.2 M 2,2′ bithiophene and 2% S-PHE. (A) Polymer after
perparation. (B)–(D) Polymer after application of an applied potential
for 60 s in propylene carbonate solution containing TBAP; (B) 0 V, (C)
+1.3 V (D)+ 1.5 V. Reprinted with permission from [43], J. Ding et al.,
Synth. Met. 110, 123 (2000). © 2000, Elsevier Science.
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Figure 4. Styryl terthiophene monomers synthesized.

to solubilize the aniline monomer and to ensure that the
conducting emeraldine salt PAn · HA form of the polymer
is produced [see structure (III)]. The most common chemi-
cal oxidants are ammonium persulfate or ferric chloride, in
which cases HSO−

4 /SO
2−
4 or Cl− anions are incorporated as

the dopant anions A− at the radical cation nitrogen sites
along the PAn chains.

Using electrochemical polymerization, a much wider
range of dopant anions may be incorporated along the
polyaniline chains, depending on the electrolyte employed.
After deposition on the working electrode, films of the PAn ·
HA may often be removed as mechanically robust, stand-
alone membranes. On the other hand, chemical polymeriza-
tion has the advantage of being a simple process capable of
producing bulk quantities of PAn · HA powders on a batch
basis.

In both chemical and electrochemical polymerization the
initial and rate-determining step is believed [49–51] to
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Figure 5. Cyclic voltammogram of a PBT/S-PHE coated platinum elec-
trode obtained after immersion in a propylene carbonate solution
containing 0.5 M LiCIO4, scan rate = 100 mV s−1. PBT/S-PHE was
prepared galvanostatically (1 mA cm−2 for 3 min) using a solution con-
taining 0.2 M 2,2′-bithiophene and 2% S-PHE.

be oxidation of the aniline monomer to give the radical
cation of aniline. This is followed by coupling of the rad-
icals, predominantly N and para forms, and subsequent
re-aromatization to give a dimer. This undergoes more facile
oxidation than the aniline monomer, leading to chain prop-
agation and eventual deposition of the emeraldine salt from
solution.

The nature of the dopant anion incorporated along the
growing polymer chain during polymerization has a pro-
found effect upon the morphology [52], conductivity [53],
switching characteristics, and solubility of the resulting
polyaniline salts. Incorporation of polyelectrolyte dopant
anions during either chemical or electrochemical oxidation
of aniline has been an area of intense recent interest. These
large anions can often be preferentially incorporated even
when an acid such as HClO4 is present in large excess [54].
As will be discussed further in Section 3, this can induce
water “solubility” onto the resultant emeraldine salt when
the anion is a polyelectrolyte such as poly(styrenesulfonate)
or polyacrylate [55–57]. This approach has helped in over-
coming one of the problems previously associated with
polyanilines, namely their insolubility in most common sol-
vents. It has also provided a convenient route to aque-
ous nanosized dispersions of conducting emeraldine salts
(see Section 4). Biological polyelectrolytes such as DNA
have also been incorporated into emeraldine salts using this
approach [58, 59].

On the other hand, organic solvent solubility has
been induced in polyanilines via the incorporation of
surfactant-type dopant anions such as dodecylbenzenesul-
fonate, racemic 10-camphorsulfonate (CSA−) [60], and
dinonylnapthalene sulfonate [61]. Another significant devel-
opment has been the facile generation of optically active
emeraldine salts such as PAn·(+)-HCSA or PAn·(−)-HCSA
by the simple expedience of employing chiral acids such as
(+)- or (−)-HCSA as the electrolyte during electrochemical
polymerization [62, 63]. These chiral conducting polyanilines
are believed to preferentially adopt single-handed helical
structures for their polymer chains depending on which hand
of the dopant HCSA acid is employed.

A large range of substituted anilines are available. Poly-
merization of these has given emeraldine salts whose
properties differ significantly from those of the parent
unsubstituted PAn ·HA salts. For example, the presence of
alkyl or alkoxy substituents [64] on the aniline rings imparts
enhanced solubility in organic solvents on the resultant poly-
mers. On the other hand, sulfonate groups lead to water
solubility, as in poly(2-methoxyaniline-5-sulfonic acid) [65].

Postpolymerization modification of polyanilines has also
been pursued to introduce added functionality into the poly-
mer for a variety of applications. For example, treatment
of the emeraldine base (EB) or leucoemeraldine base (LB)
forms of polyaniline with fuming sulfuric acid has led to
water-soluble, sulfonated polyanilines (SPANs) in which 50–
75% of the aniline rings bear sulfonate groups [66]. These
latter emeraldine salts are self-doped (i.e., ring-bound sul-
fonate groups provide the dopant anion for the radical
cation nitrogen sites along the chain). An exciting recent
development has been the synthesis of poly(aniline boronic
acid) [67]. This promises to be a convenient precursor for
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the facile synthesis of a wide range of substituted polyani-
lines that are difficult to synthesize directly from their
respective monomers.

Doped PAn · HA emeraldine salts are good electrical
conductors, with conductivities typically in the range 1–
10 S cm−1. It is generally agreed that polarons are the
charge carriers responsible for this high conductivity. Evi-
dence includes the observation of a strong electron spin
resonance signal associated with the radical cation sites in
structure (III) [68]. It has also been shown that bipolaron
states exist in polyaniline, but these are few in number
and are not associated with the conducting regions of the
polymer [69].

The attachment of functional groups to the aniline rings
generally decreases the conductivity of polyaniline emeral-
dine salts. This is attributed to steric crowding causing a
marked twisting of the polymer backbone from planarity,
leading to decreased conjugation along the chains. Struc-
tural defects such as those arising from undesirable ortho-
coupling of aniline radical cations during the polymerization
also lead to impaired electrical conductivity. There has been
considerable recent interest in enhancing the conductivity of
emeraldine salts via their exposure to “secondary dopants”
such as m-cresol. This can cause an increase in conductivity
of several orders of magnitude. The enhanced conductivity
has been attributed to the adoption of an “extended coil”
conformation by the polyaniline backbone, with the polarons
delocalized along the chains [70].

The UV-visible near-infrared spectra of polyanilines are
very sensitive to the polymer chain conformation. For exam-
ple, when PAn · HCSA emeraldine salts are generated
by acid doping the EB form with camphorsulfonic acid
in organic solvents such as chloroform, DMSO, or NMP
[Eq. (4); See Fig. 8], they typically exhibit three absorp-
tion bands in the visible region, as shown in Figure 6. The
strong band observed in these cases at 750–850 nm has been
assigned as a localized polaron band, while the two bands at
ca. 430 and 340 nm are attributed to a second polaron band
and a �–�∗ (bandgap) band, respectively [71]. These spec-
tral features and the moderate electrical conductivity of such
salts (ca. 1 S cm−1) are considered diagnostic of a “compact
coil” conformation for the polyaniline chains. In contrast, no
long wavelength localized polaron band is observed in the
visible region for PAn ·HCSA salts generated by analogous
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Figure 6. UV spectra showing EB–ES. Reprinted with permission from
[189], C. Boonchu, Ph.D. Thesis, University of Wollongong, 2002.

acid doping in “secondary dopant” solvents such as m-cresol.
These much more conducting salts (� > 100 S cm−1) instead
exhibit an intense free carrier tail in the near infrared region
with an absorption maximum at ca. 2500 nm. These latter
features are considered diagnostic of an “extended coil” con-
formation for the polyaniline backbone:

EB+HA −→ PAn ·HA (4)

Circular dichroism (CD) spectroscopy provides a particu-
larly powerful tool for probing the polymer chain conforma-
tion in related optically active emeraldine salts. For example,
the “compact coil” form of PAn·(+)-HCSA in NMP solvent
shows the characteristic bands seen in Figure 7. The strong
bisignate CD bands at ca. 795 and 720 nm are associated
with the localized polaron absorption at ca. 775 nm for this
polymer in NMP (see Fig. 6) [72, 73]. Overlapping bisignate
CD bands are also observed at lower wavelengths associated
with the other two lower absorption bands seen for PAn·(+)-
HCSA in Figure 6. The CD spectrum of “extended coil”
PAn·(+)-HCSA (not shown) bears no similarity whatsoever
to that seen in Figure 7 for the “compact coil” form [74].

Polyaniline contrasts with other ICPs in that it has
three readily accessible oxidation states (fully reduced leu-
coemeraldine, partly oxidized emeraldine, and fully oxidized
pernigraniline), as shown in Figure 8 [75]. In addition,
reversible protonation/deprotonation equilibria occur for
two of these oxidation states. Thus, the emeraldine salt
form (ES), which is the only electrically conducting form of
polyaniline, is typically dedoped at pH > 4 to give noncon-
ducting EB. Conversely, the reverse acid doping of EB with
HA acids [Eq. (4)] provides a convenient route to conduct-
ing PAn · HA emeraldine salts with a wide range of acids.
The pernigraniline oxidation state of PAn can similarly exist
as both a protonated pernigraniline salt or as a neutral pern-
igraniline base (Fig. 8). On the other hand, the fully reduced
leucoemeraldine oxidation state appears to exist only in the
neutral base form.

Polyaniline can be rapidly and reversibly switched
between the various forms shown in Figure 8. The pH
and redox switching is accompanied by marked changes in
colour. For example, alkaline treatment of green PAn · HA
emeraldine salts rapidly generates the blue color of EB.
The associated UV-visible spectral changes caused by such
alkaline dedoping are shown in Figure 8. Emeraldine base
exhibits a characteristic exciton band at ca. 600 nm as well
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as a �–�∗ band at ca. 330 nm [76]. Such alkaline dedoping
when performed on PAn ·HA films also leads to a dramatic
reduction in electrical conductivity, the EB form being an
insulator.

The reversible redox switching of polyaniline films can
also be readily monitored by cyclic voltammetry. For exam-
ple, the cyclic voltammogram of PAn · HCl in 1 M HCl is
shown in Figure 9. In the cathodic sweep, oxidation peaks
are observed at ca. 0.2 and 0.7 V (vs Ag/AgCl) that may be
attributed to the successive oxidations of leucoemeraldine to
emeraldine to pernigraniline.
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Figure 9. Cyclic voltammogram of plyaniline (HCI) on a glassy carbon
electrode; 1 M HCI(aq); 50 mV/s. The potentials at which structure
and color changes occur and the change in the potential of the second
redox reaction with pH are shown as well. The second oxidation peak
moves to a less positive potential with increasing pH.

2. SYNTHESIS OF INHERENTLY
CONDUCTING POLYMERS
NANOSTRUCTURES

A number of approaches have been used to produce inher-
ently conducting polymer nanocomponents.

2.1. Use of Steric Stabilizers

With a view to improving the processability of inherently
conducting polymers, a range of colloidal materials have
been produced over the past 10 years. The conventional
approach involves chemical oxidation of the monomer in the
presence of a steric stabilizer such as PVA to produce sta-
ble colloidal dispersions [77–79] with particle sizes typically
10–200 	m.

Recently this approach has been refined and oxidation of
aniline in DMSO in the presence of PVA has been used to
produce dispersions containing particles as small as 5 nm
[80].

In our laboratory we have developed an electrohydrody-
namic approach for the synthesis of inherently conducting
polymer colloids [81]. This involves the use of a flow-through
electrochemical reactor using a high surface area vitreous
carbon electrode. Using appropriate flow-through condi-
tions, stable colloidal dispersions containing 100–200 nm
spherical particles are readily produced (Fig. 10). This elec-
trochemical approach allows facile incorporation of a wide
range of dopants during colloid formation. For example,
protein-containing colloids [82], colloids containing corro-
sion inhibitors [83], and, more recently, optically active col-
loids [84] have been produced.

200 nm

Figure 10. Transmission electron micrograph of colloidal polypyrrole
nitrate. Reprinted with permission from [4], G. G. Wallace and P. C.
Innis, J. Nanosci. Nanotech. 2, 441 (2002). © 2002, American Scientific
Publishers.



Inherently Conducting Polymer Nanostructures 119

More recent work [85] has shown that the use of Tiron
(Scheme 3) as dopant enables production of monodispersed
polypyrrole particles of 50 nm (Fig. 11). Tiron has previously
been shown to act as an electrocatalyst in the formation of
polypyrrole [86].

2.2. Micellar Polymerization
and Microemulsion Routes

A novel approach to the formation of ICP nanoparticles
has been developed through the use of micellar polymeriza-
tion and microemulsion techniques. The advantage of such
an approach is that the particle size can be predefined by
establishing the appropriate size and geometry of the tem-
plating micelle (Fig. 12). For example, formation of polyani-
line nanoparticles has been achieved via polymerization in a
micelle approach using either sodium dodecyl sulfate (SDS)
[87] or dodecylbenzenesulfonic acid [88–90] as the surfac-
tant stabilizer. Particle sizes in the range of 10–30 nm with
conductivities as high as 24 S cm−1 have been reported.

Poly(3,4-ethylenedioxythiophene) (PEDOT) and polyani-
line nanoparticles have also been synthesised via the micellar
route with sodium dodecyl sulfate and dodecylbenzene sul-
fonic acid [91]. Polyaniline nanoparticles were spherical and
20 to 60 nm in diameter and PEDOT was from 35 to 100 nm.
The observed conductivities of 20 to 50 S cm−1 (by pellet)
were higher than those observed for larger micrometer sized
particles prepared in bulk solutions.

Control of the micelle size utilized in the formation of
polyaniline nanoparticles has been achieved by tailoring the
stabilizer to modify the resulting micelle dimensions. Kim
et al. [92, 93] have used amphiphilic polymer molecules,
hydrophobically end-capped poly(ethylene oxide), and var-
ied the hydrophilic PEO midsection length to control the
final micelle size. The micelle structures formed were
referred to as flower type, with the aniline monomer and
hexane cosolvent interacting with the hydrophobic end
groups. The resultant nanostructures ranged from 20 to
approximately 300 nm in size depending on the molecular
weight of the hydrophilic PEO midsection.

Metallic and semiconducting nanoparticles have been
routinely produced at the sub-5 nm scale for some time
but it has been a challenge to produce polymer nano-
particles smaller than this. Jang et al. [94] have reported
the synthesis of polypyrrole nanoparticles at the 2 nm
scale via a microemulsion route carried out at 3 	C. Pyr-
role monomer was initially formed into micelles and then
oxidized by ferric chloride. Typical surfactants used in

OH

OHSO3
–

SO3
–

(IV)

Scheme 3. Tiron.

100 nm

Figure 11. Transmission electron micrograph of aggregated polypyrrole
tiron colloid particles (×150 K). Reprinted with permission from [4],
G. G. Wallace and P. C. Innis, J. Nanosci. Nanotech. 2, 441 (2002).
© 2002, American Scientific Publishers.

the preparation of these sub-5 nm particles were quater-
nary ammonium based cations such as octyltrimethylam-
monium bromide, decyltrimethylammonium bromide, and
dodecyltrimethylammonium bromide. At room temperature
these surfactants produced nanoparticles larger than 10 nm
while at 70 	C ca. 50 nm particles were observed.

Nanoscale patterning of polypyrrole dot structures of
80 to 180 nm diameter in self-organized arrays has also
been achieved via a block copolymer surface-micelle tem-
plated approach [95]. Using this approach, micelle tem-
plates were prepared using the Langmuir–Blodgett (LB)
technique to deposit an AB diblock copolymer onto a
mica substrate followed by the selective chemical deposi-
tion of polypyrrole onto these templating structures. Selec-
tive deposition is achieved by exploiting the preference of
polypyrrole to deposit onto hydrophobic surfaces rather than
hydrophilic substrates. An advantage of this approach is
that lithographic patterning techniques can be avoided due
to the self-assembly of the micelle via the LB technique.
Inverse structures of these PPy dots have also been prepared

Oxidant

Monomer containing micelle Polymer containing micelle

Figure 12. Schematic illustrating micellar/microemulsion nanoparticle
synthesis. Reprinted with permission from [4], G. G. Wallace and P. C.
Innis, J. Nanosci. Nanotech. 2, 441 (2002). © 2002, American Scientific
Publishers.
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by extended polymer synthesis in the presence of self-
assembled polystyrene cores that are selectively removed by
toluene.

Selvan et al. [96, 97] utilized a block copolymer micelle of
polystyrene-block-poly(2-vinylpyrridine) in toluene exposed
to tetrachloroauric acid which was selectively adsorbed by
the micelle structure. On exposure of this solution to pyrrole
monomer, doped polypyrrole was observed to be synthesized
concurrently with the formation of gold nanoparticles as
a result of the reduction of the bound AuCl−4 . The nano-
particles formed had a monodispersed (7–9 nm) gold core
surrounded by a PPy shell after annealing at 130 	C for
1 hour. Depending on the postsynthesis treatment, differ-
ent shaped nanoparticles such as spherical, cubic, tetrahe-
dral, and octahedral shapes were formed due to micelle
coagulation. Dendritic nanoaggregate structures were also
reported to form via a vapor phase polymerisation of the
pyrrole monomer onto cast films of the block copolymer.
In related work by Zhou et al. [98, 99] metal ion reduc-
tion of Au, Pd, and Pt salts with a �-conjugated polymer,
poly(dithiafulvene) (PDF), capable of electron donating to
the metal salts thereby reducing them and itself being oxi-
dized to provide steric and electrosteric stabilization of the
nanoparticle. The resultant metal cores of the composite
nanoparticles were 5–6 nm in size. Interestingly, the surface
plasmon absorption band in the UV-vis spectrum for a metal
nanoparticle (Pd, Pt) was significantly redshifted to 550 nm
from an anticipated 510–525 nm. This shift was attributed
to the electronic interaction of the oxidized PDF with the
metallized cores.

Using a chemical approach involving inverse microemul-
sions, it has been shown that small monodisperse polyaniline
particles can be produced [100–102]. Inverse microemul-
sion polymerization of polyaniline by Chan et al. [101] was
reported to give particles of 10–35 nm diameter that were
spherical and could be synthesized using either the chem-
ical or electrochemical route. The presence of stabilizing
surfactant was found to be detrimental to the electrical con-
ductivity of these particles when dried, due to formation of
an insulating barrier around the nanoparticles in the bulk.
After washing to remove the surfactant, chemically prepared
materials exhibited conductivities of up to 10 S cm−1 while
for electrochemically prepared materials conductivities as
high as 200 S cm−1 were reported. Gan and co-workers have
used [102] an inverse microemulsion approach that involves
formation of barium sulfate nanoparticles, which are then
coated by polyaniline. These composite nanoparticles had a
reported conductivity from 0.017 to 5 S cm−1, with particles
ranging in size from 10 to 20 nm. Xia and Wang [103] have
used ultrasonication during inverse microemulsion polymer-
ization of polyaniline to produce spherical nanoparticles
with diameters of 10–50 nm and conductivities in the order
of 10 S cm−1. The ultrasonication was found to increase
the rate of polymerization of aniline which is typically slow
when the microemulsion route is used. Rate increases are
obtained by acceleration of the heterogeneous liquid–liquid
chemical reactions in solution. A secondary advantage is the
prevention of aggregation due to particle agitation induced
by ultrasonication.

Polypyrrole nanotubes have also been synthesised via
an inverse microemulsion self-assembly route by Jang and

Yoon [104]. Nanotubes were synthesised by using bis(2-
ethylhexyl)sulfosuccinate (20.3 mmol) in hexane (40 mL)
which form tube- or rodlike micelles, due to the presence
of a double tail on a small hydrophilic head group, when
aqueous FeCl3 (1 mL, 9.0 M) was added. The Fe3+ cations
are effectively trapped in the center core of the micelle.
Addition of pyrrole (7.5 mmol) to this solution then results
in interfacial polymerization at the micelle surface, resulting
in hollow nanotubes 95 nm in diameter and up to 5 	m in
length. The electrical conductivity of these nanotubes was
up to 30 S cm−1 and was observed to be a function of the
FeCl3 oxidant concentration. More interestingly, the conduc-
tivity of these materials did not appear to be limited by the
presence of the surfactant molecule, which in other emul-
sion polymerization routes tends to lead to a thick insulating
coating that limits the observable conductivity.

2.3. Physical Templates

Conducting polymers have been grown within zeolites
[105, 106]. With channels as small as 0.3 nm this allows
assembly of single molecular wires. Conductivities of
10−9 S cm−1 for such wires contained within zeolites have
been reported and this increases to 10−2 S cm−1 when the
polymer is extracted from the host structure.

Martin and co-workers [107–109] have used controlled
pore size membranes as templates to electrochemically grow
fibrillar mats of ICPs. Similar structures have also been pro-
duced using nanoporous particle track-etched polycarbonate
membranes with both polypyrrole [110–113] and polyani-
line [114] via chemical and electrochemical techniques. The
approach involves oxidation of the monomer within the
pores of a template. This is achieved electrochemically as
illustrated in Figure 13. The electrode substrate used can
be either a conventional flat surface system such as solid
gold, platinum, or glassy carbon, resulting in structures such
as shown in Figure 14a. Alternatively, more novel electrode
substrates such as platinized PVDF membranes with nomi-
nal pore size of 0.45 	m can be used (Fig. 14b).

Carbon nanotubes (CNTs) have been directly synthe-
sized via a template carbonization of polypyrrole on an alu-
mina template membrane (Whatman Anopore) with 0.2 	m
diameter pores and 60 	m in total thickness [115]. Polypyr-
role was chemically deposited on and through the membrane
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Figure 13. Assembly of fibrillar ICPs using controlled pore size tem-
plates. Reprinted with permission from [4], G. G. Wallace and P. C.
Innis, J. Nanosci. Nanotech. 2, 441 (2002). © 2002, American Scientific
Publishers.
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(a)

(b)

Figure 14. Scanning electron micrographs of fibrillar structure of
PPy/pTS on (a) a flat electrode surface and (b) a PVDF membrane.
Reprinted with permission from [188], V. Misoska, Ph.D. Thesis, Uni-
versity of Wollongong, 2002.

via a chemical oxidative process. Surface deposited polymer
was removed by polishing with alumina powder and ultra-
sonication. This membrane was then carbonized in an Ar
atmosphere and then etched in 48% HF to remove the alu-
mina template. Metal CNTs impregnated with Pt, Pt–Ru,
and Pt–WO3 were prepared by treatment with the appro-
priate metal salt solutions prior to etching. The resulting
CNTs were single wall type with diameters ranging from 1 to
5 nm. The application of these nanostructures as electrode
substrates for methanol fuel cell was explored, utilizing the
presence of dispersed metals such as Pt0 and Ru0 metal and
W6+ in the CNT, providing catalytic regions for methanol
oxidation.

Freestanding nanotubes are formed by the selective dis-
solution of the templating membrane. Hollow tubes of
polypyrrole are initially formed in the templating struc-
ture followed by the in-filling of these tubes at longer
synthesis times. Electrical conductivities of these structures

(e.g., 375 S cm−1 at 20 nm) show an enhancement over that
of the bulk material (1.5 S cm−1) grown under similar condi-
tions [110]. A similar conductivity enhancement effect based
on tube diameter has also been reported by Cai et al. with
conductivities up to 103 S cm−1 [116, 117].

Applications of template-assisted growth of aligned
polyaniline nanofibril arrays in the area of field emission
have been explored by Wang et al. [118]. Nanofibril arrays
were prepared by chemically depositing polyaniline into 20–
200 nm pores in anodic aluminum oxide film 30 to 60 	m
thick that was subsequently etched away with 0.3 M H3PO4
or by ultrasonication [119]. Field emission studies revealed
a low electric field threshold of 5–6 V/	m, with a minimum
emission current density of ca. 0.01 mA/cm2 and a maximum
emission current density of 5 mA/cm2. Comparisons to other
materials with lower emission current densities, such as dia-
mond and CNTs, were made and the authors noted that
aligned nanofibril arrays were attractive due to their high
surface area, lower manufacturing cost, and robust mechan-
ical properties.

Hollow ICP cigar-shaped nanotubes with sealed ends, syn-
thesized via the track-etched polycarbonate template route,
have also been reported by Mativetsky and Datars [113].
These materials exhibited a small drop in conductivity as the
diameter decreased from 400 to 50 nm, contrary to the pre-
vious reports [110–112]. The small decrease in conductivity
of the order of 50 mS cm−1 is believed to result from an
increase in the electron scattering within the nanocylinder
walls or from the presence of large impedances in the nano-
structure. The authors attributed this different dependence
on tube diameter by treating the tube as a solid cylinder,
resulting in conductivity trends observed by others, or as
reported in this instance as a hollow nanostructure which
gave these results.

Others have shown that the electrochemical properties
of polyanilines grown in a template such as sol–gel silica
or PVDF are greatly improved [120]. This is attributed to
improved order at the molecular level.

Other templates used to assist assembly of nanostructured
conducting polymers are synthetic opals [121–126] based on
polystyrene or silica spheres. The area of synthetic opals is
of interest for use as photonic bandgap crystals: materials
in which photons of a given energy cannot travel through
or propagate in a crystal but rather are reflected by the
lattice structure [125]. Of further interest is that opal tem-
plates provide a route to establishing high range order in
the nanodomain, resulting in high surface-to-volume ratios.
Template opal structures (Fig. 15) are preformed from
monodisperse spherical colloidal particles that are permitted
to self-assemble into close packed arrays via a sedimentation
process assisted by either gravity or pressure/microfiltration.
After template formation, conducting polymer is formed by
infiltration of monomer into the void spaces within the crys-
tal structure, followed by subsequent oxidative polymeriza-
tion. The final stage is the removal of the templating core to
leave an inverse structure from the templating material with
essentially the same optical properties as the original host
[123] (Fig. 16). Others [121, 122] used a similar templat-
ing approach, but prepared self-assembled polystyrene (PS)
latex opals onto gold substrates followed by the direct elec-
tropolymerization of PPy, PAn, and polybithiophene (PBT)
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Figure 15. Self-assembly of opal structures onto electrode substrates
via monodisperse colloidal dispersions. Reprinted with permission from
[188], V. Misoska, Ph.D. Thesis, University of Wollongong, 2002.

into the interstitial void spaces of the host matrix. Upon
removal of the PS, structural shrinkage was observed for
PPy and PAn but PBT exhibited no such effect. Using this
approach, interchanneling between adjacent template layers
was evident, giving evidence for the formation of a three-
dimensional (3D) macroporous nanostructure. Yoshino et al.
[124] utilized SiO2 opal templates followed by the infiltration
of soluble preformed poly(3-alkylthiophene) and poly(2,5-
dialkoxy-p-phenylene vinylene) and finally removal of the
SiO2 spheres by HF etching. These nanostructured materi-
als were then investigated for photoluminescence (PL) and
electroluminescence properties. A spectral narrowing of the
PL and an increase in excitation intensity was observed with
respect to the solution form of these polymers.

2.4. Molecular Templates

Distinctly different from the templating techniques descr-
ibed previously, this approach relies on the interaction at the
molecular scale of the conducting polymer and a templating
dopant or surfactant/polyelectrolyte to form a nanoparticle.
The molecular template not only functions to direct mor-
phology but it can also impart other properties to the ICP
nanoparticle, as will be discussed.

Others have shown that molecular templates, such as a
polyacrylate film predeposited on a carbon electrode, can be
used effectively to create polypyrrole nanowires via electro-
chemical oxidation of pyrrole [127, 128].

Choi and Park [129] have modified surfaces with cyclo-
dextrins to assist in the electroformation of polyaniline
nanowires. Others have utilized the concept of molecular
templates to form polyaniline supramolecular rods with elec-
trical conductivity improved by 2 orders of magnitude [130].

Opal Template ICP infiltrated Opal

Template

infiltration

ICP Inverse Opal

Host

Removal

Figure 16. Schematic illustrating preparation of an inverse ICP opal
using a synthetic opal template. Reprinted with permission from [4],
G. G. Wallace and P. C. Innis, J. Nanosci. Nanotech. 2, 441 (2002).
© 2002, American Scientific Publishers.

A template guided synthesis of water-soluble chiral con-
ducting polyaniline in the presence of (S)-(−)- and (R)-
(+)-2-pyrrolidone-5-carboxylic acid [(S)-PCA and (R)-PCA]
has been reported to produce nanotubes [131]. The struc-
tures prepared have outer diameters of 80–220 nm with an
inner tube diameter of 50–130 nm. It was proposed that the
tubular structures form as a result of the interaction of the
hydrophobic aniline being templated by the hydrophilic car-
boxylic acid groups of the PCA in aqueous media during
chiral tube formation. The resultant tubes were shown to be
optically active, suggesting that the polyaniline chains pos-
sess a preferred helical screw.

McCarthy et al. [132, 133] reported a template-guided
synthesis of water-soluble chiral polyaniline nanocomposites.
The nanoparticles were prepared by the physical adsorption
of aniline monomer onto a templating poly(acrylic acid) in
the presence of (+)- or (−)-CSA, followed by chemical oxi-
dation. Using this approach, optically active nanocomposites
of approximately 100 nm diameter were formed. Earlier
work by Sun and Yang [134] using polyelectrolytes produced
similar nonchiral dispersions in which the polyaniline chain
is interwound with a water-soluble polymer by electrostatic
forces [135]. Similar work by Samuelson et al. utilized DNA
as a chiral template for polyaniline [89].

Shen and Wan [136] have shown that chemical oxida-
tion of pyrrole (by APS) in the presence of �-naphthalene
sulfonic acid (�-NSA) results in the formation of tubules
down to ca. 200 nm in diameter. The tubular structures
had reasonable conductivity (10 S cm−1) and were soluble
in m-cresol. In later work [137] it was reported that the
morphology was significantly influenced by the concentra-
tion of the �-NSA. Granular morphologies were present
when [�-NSA] was less than 0.2 M, while on increasing the
�-NSA concentration fiber formation becomes the domi-
nant morphology. At �-NSA concentrations above 2.9 M,
a block-type morphology predominated with an associated
drop in conductivity to 2 mS cm−1. Monomer concentra-
tion was shown to have little effect on the resultant mor-
phology and electrical conductivity. The morphological steps
in tube formation were described as grain to short tube to
long tube. Other morphology types have also been noted
using the �-NSA anion, namely hollow microspheres rang-
ing from 450 to 1370 nm (with inner wall thicknesses of
20 to 250 nm, respectively) and conductivities of up to
190 mS cm−1 [138]. A similar approach has been extended
to polyaniline [139]. The influence of a secondary inorganic
acid codopant has also been demonstrated, with conductivi-
ties from 10−1 to 100 S/cm [140]. Others [141] have used lipid
tubules as templates during chemical oxidation of pyrrole to
form nanofibers with diameters between 10 and 50 nm and
lengths reaching up to several hundred hundreds of microm-
eters.

The concept of using molecular templates has been taken
a step further by Zhang and Wan [142] by the incorpora-
tion of 10 nm Fe3O4 nanomagnet particles into the �-NSA
nanorods and nanotubes that are 80–100 nm in diameter.
These PAni–�-NSA/Fe3O4 nanostructures were observed to
exhibit superparamagnetic behavior (i.e., hysteresis loop
effects). More importantly, both the electrical conductiv-
ity and magnetic properties of these nanoparticles could be
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manipulated by control over the loading level of the nano-
magnetic particles. Increased loading of the Fe3O4 nano-
particle decreased the conductivity from ca. 70 mS cm−1 for
no loading to ca. 10 mS cm−1 at 20 wt%, while inducing
superparamagnetic behavior in the nanocomposite.

Self-assembled polyaniline nanofibers and nanotubes,
which also exhibit photoisomerization functionality, have
been described by Huang and Wan [143] using azobenzene-
sulfonic acid (ABSA) as the molecular templating surfac-
tant, dopant, and photoactive agent. Nanostructures formed
were similar to those by Wan et al. [131, 136, 138, 140, 142]
discussed previously, with diameters of 110–130 nm and fiber
lengths of 3–8 	m. The photoinduced isomerization, from
trans to cis, of the ABSA dopant was observed by UV-vis
spectroscopy at 430 nm (n–�∗ transition) after irradiation of
the nanocomposites at 365 nm (over 0, 2, 6, 10, and 12 min)
by UV-vis spectroscopy from 300 to 800 nm. The photoi-
somerization of the composite material was observed to be
slower than for ABSA due to steric hinderance as a result
of the trans-ABSA interacting along the polymer backbone.

2.5. Nontemplated Routes

There are a number of synthetic routes that are capable
of producing nanoparticles in the absence of a precursor
substrate or a molecular template.

For example, He and co-workers [144] have described
a technique wherein polyaniline is deposited between two
nanoelectrodes to form a nanojunction. As the junction is
decreased in size to just a few nanometers, abrupt switch-
ing characteristics are observed as opposed to the more
gradual transition observed during electrochemical switching
of polyaniline structures with larger dimensions. A further
report from the same laboratory [145] added a new dimen-
sion by initiating growth of polyaniline between a scanning
tunneling microscope (STM) tip and a gold substrate. The
STM tip was modified to allow only a few nm to take part
in the growth of the nanowire. During growth the tip and
substrate were monitored at 20–100 nm resolution. After
growth the nanowire could be stretched by moving the STM
tip to produce wires up to 200 nm in length and with diam-
eters as low as 6 nm. These structures had conductivities of
about 5 S cm−1.

Electrodeposition of polyaniline containing [C60] fullerene
as dopant [146, 147] has been shown to result in 2D or 3D
fibrillar structures [147, 148]. Diameters from 10 to 100 nm
with fibril lengths of up to 3000 nm were observed. The fib-
rillar network had conductivities in the range 10–100 S cm−1.
Two-dimensional networks have been prepared using pulsed
potential techniques while 3D networks were observed to
form over longer synthesis times. Via this approach there is
apparent control over the density of contact points for the
individual nanonetworks.

Others [148] have used electron bean lithography to
create polythiophene-based nanopatterns withs linewidths
down to 50 nm and gaps of 10 mm. They have shown
that after exposure to a 50 kV electron beam poly(3-
octylthiophene) becomes less soluble in chlorobenzene,
enabling development of nanotracks that have conductivity
of the order of 1 S cm−1.

Electrospinning [149, 150] is another recent nontemplated
method. This simple approach is based on the electro-
static fiber spinning of composite fibers of polyaniline with
polyethylene, oxide, polystyrene, or polyacrylonitrile. These
fibers are formed when a high electric field (5–14 kV) is
placed between the tip of a metallic anodic spinning nee-
dle loaded with the dissolved polymer solution (0.5–4 wt%
PAn and 2–4 wt% host polymer) and an opposing cathode
plate separated by 20 cm. The presence of the high elec-
tric field results in the surface tension of the polymer-loaded
solution at the needle tip to be exceeded, expelling a poly-
mer fiber from the surface toward the opposing cathodic
plate. The transit time from the anode tip to the cathode
plate is accompanied by a desolvation and drying process
in part assisted by the electrostatic charges placed upon the
solvent molecules causing electrostatic repulsion. The result-
ing nanofiber composite is reported to have lengths in the
meter range and is collected as an interwoven mesh with
large surface-to-volume ratios (∼103 m2/g). These fibers are
ohmic in nature. Fiber dimensions of less than 100 nm have
been routinely produced by this technique. More recently
[149] fibers of PAn have been directly spun from a 20 wt%
solution of PAn (VersiconTM) in 98% sulfuric acid at 5 kV.
The electrospinning method has also been extended to pro-
duce continuous polyaniline/polyethylene oxide monofila-
ment nanofibers down to 60 nm diameter at a maximum spin
rate of 1130 m/min and a conductivity of 33 S cm−1 [151].

Aligned polymer nanowire structures have been devel-
oped using an electrochemical deposition technique to form
aligned polyaniline arrays on smooth and textured electrode
substrates without the need for a porous templating struc-
ture [152, 153]. Oriented polymer nanowires were formed
using a preprogrammed constant-current deposition method
where the current density was stepped down throughout the
nanowire growth. In the initial stage of nanowire growth,
50 nm polymer nuclei were deposited from an aqueous
electrolyte containing 0.5 M aniline and 1.0 M perchloric
acid at a current density of 0.08 mA cm−2 over 30 min.
The current density was subsequently stepped down over a
3 hr period from 0.04 to 0.02 mA cm−2. Extended polyani-
line growth in the initial nucleation phase resulted in the
formation of a thick polymer deposit with randomly ori-
ented, thick-branched polymer structures over the surface.
Typical nanowire structures had diameters for 50 to 70 nm
and lengths of approximately 0.8 	m. Complex surface
geometries have been demonstrated using this technique
where nanowires have been deposited onto ordered silica
spheres deposited onto the electrode substrate as well as
onto textured surfaces to produce hierarchical structures.
The potential for these surfaces in chemical sensing has
been demonstrated for H2O2 detection utilizing iron(III)
hexacyanoferrate nanoparticle catalysts supported by the
nanowire structure.

Polypyrrole nanowire have also been electrochemically
synthesized on graphite/paraffin composite electrodes from
a 0.2 M phosphate buffer (pH 6.86) electrolyte contain-
ing 0.2 to 2.0 M lithium perchlorate and 0.1 to 0.5 M
pyrrole [154]. Nanowires were grown by cyclic voltamme-
try and potential step methods. Nanorod growth is directed
by inducing microstructure at the electrode surface. This
was achieved by predigesting the graphite rod electrode in
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boiling 10% hydrochloric acid and then boiling 10% nitric
acid for 30 min, respectively, resulting in a porous graphite
rod surface which was subsequently in-filled with paraffin
at 150 	C and finally polished. The resultant electrode sur-
face was covered with nitro-groups to which the pyrrole
monomer selectively adsorbs providing a nucleation zone
for nanotube formation. The resultant tubes were unaligned
and irregularly dispersed across the surface as an entangled
mesh with diameters of ca. 50–200 nm.

Thin 50 to 100 nm freestanding polypyrrole nanofilms
have been synthesized utilizing oxidative interfacial polymer-
ization at a water–chloroform interface [155]. Thicker 3 to
4 	m polypyrrole films have been produced via this method
[156]. Control over the final film thickness was achieved by
removal of the immiscible solvents from above and below
the nucleating film after a few minutes of polymerization.
Stirring of the interfacial solutions resulted in the inhibition
of polymer nucleation at the interface. Thin 5 nm polypyr-
role films on mica and graphite surfaces have been formed
via a admicellar polymerization route [157]. The thin films
were formed due to the surfactant (CTAB and SDS) in solu-
tion adsorbing to the substrate surface as a thin film micelle
containing the pyrrole monomer, which was subsequently
polymerized by ferric chloride solution. On the graphite sur-
face the polypyrrole morphology consisted of thin discs and
interlinked islands. On the mica surface the morphology
consisted of randomly scattered islands with no continuous
film formation evident.

Dip-pen nanolithography has been performed on a num-
ber of surfaces via a coated atomic force microscope (AFM)
tip at the 130 nm scale up to several micrometers using
SPAN as the writing ink [158]. Transfer of the conducting
polymer ink from the AFM tip to the substrate is achieved
via capillary action upon tip contact to the substrate surface
with 0.5 nN contact force. The deposited SPAN tracks were
found to electroactive.

Near-field optical lithography has also been performed to
draw nanostructures of poly(p-phenylene vinylene) (PVP)
using light delivered from a scanning near-field fiber probe,
with a 40 or 80 nm optical aperture, on a scanning near-
field optical microscope AFM device [159]. Polymer features
are drawn by exposing the PVP soluble precursor to ultra-
violet light (325 nm HeCd laser, 0.2 mW at the sample
surface) rendering the exposed precursor insoluble and per-
mitting the dissolution of the remaining polymer. Following
chemical conversion for the exposed PVP precursor a fully
conjugated polymer can be achieved. Two-dimensional pho-
tonic crystal arrays have been demonstrated by this method
with pillars 32 nm tall, 200 nm wide (at half height) and a
lattice constant of 333 nm (ca. 30× 30 dot lattice).

2.6. Nanocomposites

The final approach to be reviewed involves the use of
preformed nanosized structures to assist in the formation
of ICPs with nanodimensions. For example, Pope and co-
workers introduced the concept of using silica nanoparticles
to stabilize inherently conducting polymers [160]. We sub-
sequently used this approach to produce polyaniline based
silica nanocomposites [161] using an electrohydrodynamic
synthesis technique. The electrochemical approach allows

direct incorporation of a wide range of dopants, including
in this case the optically active camphor sulfonate ion to
produce chiral particles with nanodimensional ICPs incor-
porated therein (Fig. 17).

Applications of conducting polymers to nanosized semi-
conductor particles, commonly referred to as quantum dots,
have also been made to produce nanocomposite materials
[162]. These materials are typically spherical semiconductor
crystals of 5 to 10 nm in size, such that quantum confinement
effects predominate within these structures. At this size,
these nanocrystals have special optical and electronic prop-
erties resulting from these quantum effects. A prime applica-
tion of these materials is that tight size control will influence
the onset of absorption and the fluorescence wavelength,
thereby affecting the color of the observed particles in solu-
tion. CdS and Cu2S quantum dots were coated by mixing
into an N -methylpyrrolidinone (NMP) solution containing
the EB form of polyaniline. Extended exposure of the EB
to these nanoparticles resulted in the oxidation of the EB to
the pernigraniline base form. Co-precipitation of the EB
and nanocrystals in NMP was achieved by the addition of
ethanol. For CdS, electron transfer from the polymer to
the nanocrystals is energetically favorable. Similarly, exci-
tons created on the nanocrystals can also be transferred to
the polymer resulting in an electron on the nanoparticle and
an electron hole in the polymer. This creates a potential to
control the performance of photovoltaic devices by altering
the nanocrystal’s size and concentration.

In another example, Bremer and co-workers [163] poly-
merized polyaniline onto nanodimensional polyurethane
particles dispersed using a steric stabilizer (Fig. 18). We
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Figure 17. High magnification transmission electron micrograph of
PAn·(+)-HCSA/silica nanocomposites. Adapted with permission from
[16], V. Aboutanos et al., Synth. Met. 106, 89 (1999). © 1999, Elsevier
Science.
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Figure 18. Cor–shell nanoparticles. Reprinted with permission from [4],
G. G. Wallace and P. C. Innis, J. Nanosci. Nanotech. 2, 441 (2002).
© 2002, American Scientific Publishers.

adapted this approach to produce highly optically active
nanoparticles (20 nm) based on polyaniline doped with (+)-
camphor sulfonate coated onto polyurethane particles [164].

A major disadvantage of using this approach is that
these structures commonly aggregate to form raspberry-like
structures during the polymerization process [161]. In an
attempt to minimize this affect, Xia and Wang synthesized
polyaniline nanosilica [165] and nanocyrstalline titanium
oxide composites [166] while applying ultrasonic irradia-
tion during the chemical polymerization process. Although
aggregation was evident, the resultant nanoclusters of 60
to 120 nm were obtained from the initial 15 to 40 nm
SiO2 cores. Similar results were observed for PAn–TiO2
nanocomposites. Other morphologies that resulted from
the ultrasonication included thread-like and sandwich-like
aggregated structures.

Nanocomposites have also been fabricated utilizing aque-
ous vanadium or iron oxide sols and polyaniline to pro-
duce particles characterized by X-ray crystallography as ca.
9 and 13 nm in diameter, respectively [167]. Strong inter-
action between the inorganic V2O5 core and its polyaniline
shell indicates that the PAn–V2O5 nanoparticle functions as
an intercalation compound, with electron transfer from the
unshared electron pair of the nitrogen atom to the V5+ ion
evidenced by electron paramagnetic resonance (EPR) spec-
troscopy. In the case of a Fe3O4 core, the ferromagnetic
character of the Fe3O4 was the dominating feature of the
EPR spectrum. However, infrared spectroscopy indicated
that electronic interactions are occurring between the Fe3O4
core and the conducting polymer shell.

Recent work aimed at other objectives may also provide
an interesting route to the production of ICP-containing
nanocomposites: this is in the use of CNTs as host “parti-
cles.” CNTs in their own right possess interesting electronic
properties and when combined with other conjugated poly-
mers synergistic effects have been observed [168, 169]. Our
studies have focused on the use of aligned carbon nano-
tubes as templates for ICP deposition. Our recent work in
this area [170] has revealed significant improvements when
PPy glucose oxidase is coated onto aligned CNTs for use as
biosensors (Fig. 19). We have also shown that ICPs can be
highly effective dispersants for CNTs, presumably attaching

(b)(a)

(d)(c)

Figure 19. Aligned carbon nanotubes with a bioactive conducting poly-
mer. (a) Pure CNT array before treatment. (b) Aligned CP-CNT coaxial
nanowires; inset shows clear image of single tube coated with PPY.
(c) PPY only deposited on the top of CNT surface due to high density
of tubes. (d) Polymer formed on both outside of walls and the top of
the surface of the CNT array. Reprinted with permission from [170],
M. Gao et al., Electroanalysis, 15, 1089 (2003). © 2003, Wiley-VCH.

themselves to the CNT structure. The properties of these
novel dispersants of nanomaterials are yet to be investigated.

The molecular template concept used to produce polyani-
line nanotubes [136] (as discussed) has also been used pre-
pare to sulfonated multiwalled carbon nanotubes [171]. In
this instance, the sulfonated nanotube surface serves a dual
role acting as an in-situ dopant for the polyaniline as well
as providing a supramolecular template onto which the
anilinium ions in solution bind. Polymerization therefore
occurs predominantly at the sulfonated nanotube surface.
The resultant hybrid structure consists of a 10 nm thick
polyaniline coating on the CNT surface, providing a novel
way of introducing and functionality of to CNTs.

2.7. ICP Surfaces for Facilitating Metal
Nanoparticle Growth

Utilizing ICPs as potential platforms for supporting
nanoscale structures has been investigated to provide novel
supported catalysts. The concept of embedded metal nano-
particles was recently presented by Zhou et al. [98, 99]. In
this instance the metal nanoparticles were embedded in the
polymer matrix and therefore protected from the chemical
environment. Wang and co-workers [172] employed a simi-
lar approach by chemical reduction of AuCl3 or Pd(NO3�2
by polyaniline powder in either aqueous dispersions or in
NMP, a common solvent for the EB form of PAn. Reduc-
tion of palladium nanoparticles was slow with EB; hence
the polyaniline was initially reduced to the leucoemeraldine
base form in order to facilitate reduction of the Pd2+ to
its metallic state. The nanoparticle sizes for the Au and Pd
were observed to be 20 nm from NMP solution and 50–
200 nm from polyaniline powder. Gold–polyaniline nano-
composites have been prepared by the chemical reduction of
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HAuCl4 and simultaneous polymerization of aniline to pro-
duce 26 nm Au nanoparticles dispersed in the polyaniline
powder matrix [173].

Platinum and platinum oxide nanoparticles, 4 nm in
size, have been successfully deposited onto polypyr-
role/polystyrene sulfonate colloidal dispersions (with dimen-
sions ranging from 30 to 1000 nm) [174] for use as catalysts.
Pt(NH3)4Cl2 and Na6Pt(SO3)4 metal salts were reduced
by formaldehyde or H2O2 respectively in order to form
Pt nanoparticles on the ICP colloid surface. These nano-
composite dispersions have been reported to be effective
catalysts for oxygen reduction in a proton exchange mem-
brane fuel cell, indicating that the metal catalytic particles
are accessible for chemical interaction.

Polythiophene has also been investigated as a potential
substrate for the formation of catalytic platinum nano-
particles, 2–4 nm in size, for oxygen reduction. The
Pt nanoparticles were homogeneously deposited across a
predeposited polythiophene film by direct electrodeposition
from a solution of 12.5 M H2SO4 and 4 mM H2PO4. The
resulting composite was produced in a similar fashion as
other electrocatalysts such as carbon-supported platinum.

3. UNIQUE PROPERTIES
AND APPLICATIONS OF INHERENTLY
CONDUCTING POLYMERS
NANOSTRUCTURES

As ICPs approach nanodimensions a number of trends
become evident which involve either the preservation of the
bulk properties of the ICP and/or the enhancement of the
properties of the nanomaterial such as conductivity. Some of
these influences of nanostructure reported in the literature
are discussed.

He et al. [144, 145] have created a conducting poly-
mer nanojunction switch with abrupt switching characteris-
tics that are attributed to a single nanocrystalline domain
in which the individual polymer strands collectively undergo
the usual insulator–conductor transition.

Nanoelectronics will be an expanding area of applica-
tion for ICPs. A recent example has been illustrated for
the fabrication of organic photodiodes and light emitting
diodes [175]. Fullerene derivatives grafted onto soluble poly-
thiophene, based upon the PEDOT system, have been uti-
lized to form an integrated donor–acceptor polymer system.
Nanopatterned electrodes were prepared by using a silicone
rubber replica stamp which was used to transfer an organic
resist image of an optical grating (280 nm periodicity) on top
of a metal film. This film was subsequently etched to form
a nanopatterned metal electrode substrate, onto which the
polymer was cast forming the electronic device. Short sub-
micrometer/nanoscale distances between the metallic elec-
trodes were important due to the polymer layer having a low
charge carrier mobility (exciton), emphasizing the impor-
tance of nanofabrication for these devices.

Numerous reports have discussed the fact that nano-
components have inherently greater conductivity than the
macroscopic analog [111]. This is not surprising given the
model described by Epstein [176] and Kaiser [177] in which
the bulk properties of ICPs arise from crystalline (highly

conductive) nanodomains in a sea of amorphous (less con-
ductive) material. A number of experimental approaches
[178] have been used to verify the presence of these
domains.

Formation of these nanodomains provides us with a
unique opportunity to access these regions of high order
and subsequently higher conductivity. A challenge in access-
ing enhanced electrical properties is that many approaches
for the formation of nanoparticles require the use of an
insulating surfactant. This was noted by Chan et al. [101]
where removal of the insulating surfactant required for
nanoparticle formation caused the conductivity to increase.
Others [179] have shown that dramatic improvements in spe-
cific capacitance for polythiophene tubules can be obtained,
increasing from 4 C/g polymer for a flat film up to 140 C/g
polymer and 148 C/g polymer for micro- and nanotube for-
mations, respectively.

The realization of efficient photovoltaic devices based on
inherently conducting polymers also depends on the ability
to control structure at the nanodimension [180, 181]. Such
materials generate electron/hole pairs (excitons) upon irra-
diation. The ability to generate electricity from these charge
pairs depends on our ability to split these charges at appro-
priate interfaces. Unfortunately, the lifetime of excitons is
short and only those formed within 10 nm of an interface will
ever reach it. The development of efficient nanostructures is
therefore critical to this area.

Metallic nanoparticles exhibit well-documented phenom-
ena of surface plasmon absorption processes where the free
electrons at the surface of the nanoparticle generate a dipole
moment to interact with visible wavelengths [182, 183] when
the particle is too small itself to interact with light by
Bragg scattering processes. It has been reported that the
surface plasmon absorption can interact with an encapsulat-
ing �-conjugated polymer when it is oxidized [98, 99]. This
interaction is reported to be due to the direct electronic
communication of the surface electrons of the metal nano-
particle with the encapsulating polymer. The result of this
interaction is a redshift of the optical plasmon absorption
band with respect to a lone metal nanoparticle. This shift
in absorption can be achieved by an aggregation process of
the metal nanoparticle, but no such aggregation was evident
implying direct electronic interaction with the polymer and
metal electron.

Xia and Wang [103] elegantly demonstrated the advan-
tages and pitfalls to be encountered as we enter the
nanoworld. As particle size decreases the degree of dop-
ing and crystallinity increases, with a concomitant increase
in conductivity. They also showed crystalline domain sizes
ranging from 10 to 40 nm and that as size decreases lat-
tice defects may occur causing the crystalline structure to be
broken due to the smaller size.

An industrial application of polyaniline utilizing nano-
dispersions of the ICP into corrosion inhibiting paint latexes
has been developed whereby 70 nm particles are dispersed
to form a self-organised complex of ultrafine network [184].
For a number of years it has been demonstrated that
ICPs can impart corrosion resistance to metal substrates.
When these nanoparticles have been melt dispersed with
a loading of 1% w/v in paint, the composite material is
observed to have similar metallic properties to the bulk
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material. This arises due to the nanoparticle forming a net-
work structure permitting electron tunneling via a continu-
ous conducting pathway [185]. A clear advantage of utilizing
these nanodispersions is that a similar corrosion inhibitor
activity is achieved to that found using larger particle sizes,
requiring higher polymer loading, or coated films.

Mandal has shown that the use of polyaniline nano-
components results in extraordinarily low (0.03 vol%) per-
colation thresholds in polyvinylalcohol [186].

Polypyrrole–iron oxide nanocomposites have been pre-
pared for application as humidity and gas sensors [187].
Improved sensor sensitivity is achieved by increasing the
surface area based upon microstructure. By this approach
nanoparticles were prepared by the reaction of ferric nitrate
and methoxyethanol in the presence of pyrrole to produce a
nanostructured aggregate with the appropriate morphology
and surface area to function as a sensor.

Recently we have used aligned carbon nanotube platforms
to fabricate inherently conducting polymer based biosensors
with excellent performance characteristics [170].

4. CONCLUSIONS
The unique properties of materials brought about by con-
trol of structure at the nanodimension have generated much
excitement in the research community in recent times. Those
of us interested in the modification and efficient utiliza-
tion of inherently conducting polymers have not escaped the
nanotechnology euphoria.

Potentially, the benefits to be reaped from control of
the ICP structure from the nanoscale to the microdomain
and beyond are substantial. The more highly ordered
structures obtained are expected to yield novel electronic,
electrochemical, mechanical, chemical, and photoelectro-
chemical properties. Researchers have developed innovative
strategies and approaches that enable controlled dimen-
sion nanocomponents to be produced. As with all areas of
nanotechnology, the challenge is to assemble these nano-
components into devices or structures that display the ben-
efits of nanodimensional control.

GLOSSARY
Dopant An anionic additive incorporated into the matrix
of an inherently conducting polymer to provide electrostatic
neutrality to the cationic charges on the polymer backbone
and to modulate the electrical properties of the polymer.
Emeraldine (salt or base) The half oxidized state of
polyaniline. When protonated as the salt polyaniline is con-
ducting. As the base the polymer is an insulator or poorly
conducting.
Inherently conducting polymer A polymeric material
which conducts and electrical current by means of its
electronic structure, namely via �-bond conjugation along
the polymer backbone, and has no other conducting fillers
added. Conductivity can be modulated by the addition of
dopant anions to the polymer matrix and controlling the
polymer oxidation level.
Leucoemaraldine (base) The fully reduced and insulating
form of polyaniline.

Monomer A single repeat unit within a polymer chain
structure.
Pernigraniline (salt or base) The fully oxidized and non
conducting form of polyaniline.
Polyelectrolyte A polymer which has either anionic or
cationic functionality attached directly to or a as a part of
the monomer repeat unit. Anionic or cationic character can
be controlled by the number of repeat units, with these func-
tionalities, incorporated into the polyelectrolyte structure.
Polymerization The process whereby single monomer units
are reacted to form a larger continuous molecular chain
structure.
Redox Reduction (electron loss) and oxidation (electron
gain) processes.
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All things began in order, so shall they end, and so shall they
begin again; according to the ordainer of order and mystical
mathematics of the city of heaven.

—Sir Thomas Browne, 1658

1. INTRODUCTION
Typically, a nanostructure is a material structure assembled
from a layer or cluster of atoms with size on the order
of nanometers [1–5]. A number of methods exist for the
synthesis of nanostructured materials, including synthesis
from atomic or molecular precursors (chemical or physical
vapor deposition, gas condensation, chemical precipitation,
aerosol reactions, biological templating, etc.), processing of
bulk precursors (mechanical attrition, crystallization from
the amorphous state, phase separation, etc.), and processes

in nature (e.g., biological systems) [6–12]. Although it is
general, this definition underlines the fact that a positional
control over constituting atomic or molecular units is inher-
ently associated with the synthesis of nanostructured materi-
als. When evaluated dimensionally, the domain of nanoscale
structures (<100 nm) lies between that of ordinary, macro-
scopic or mesoscale products and microdevices on the one
hand, and single atoms or molecules on the other. For
this reason, nanostructured materials comprising a count-
able number of polyatomic or molecular units represent a
scale of matter where entirely new properties, not known
in the bulk counterparts, are manifested and dominate their
behaviors. The most well-known example is the change in
color of CdS nanocrystals when their size is reduced to a
few nanometers [13]. Such mechanisms include quantum
effects, statistical time variations of properties and their scal-
ing with structure size, dominant surface interactions, and
the absence of defects in the volume of nanocrystals. These
effects endow nanoscale particles and structures thereof with
unique mechanical, electronic, magnetic, optical, chemical,
etc. properties [6, 8, 14]. Bulk materials constructed from
nanoparticles also exhibit new properties such as enhanced
plasticity and surface reactivity, and more uniform struc-
tures [15].

The unique properties of assembled nanostructures
largely attributed to their small size are responsible for the
great strides in the development of new synthetic method-
ologies that would allow the prescribed synthesis of any
desired nanostructured material. Methods for controlling
the shape and size of inorganic nanocrystals are evolv-
ing rapidly with the increasing understanding of basic size-
dependent scaling laws, which are important for a wide
range of applications. Furthermore, nanoparticulate systems
display some special properties like dispersability of an
immiscible phase, light weight, extremely high surface area,
control over the scattering of light and electronic states
(useful in optoelectronic features), and the relatively higher
energetic state of atoms and molecules present at the sur-
face of a nanoparticle when compared with those in the bulk.
The higher energy associated with the surface also drives
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the growth of phases and poses the greatest challenge to the
controlled synthesis of nanosized particles [7, 8].

The various possibilities for fabricating nanomaterials
through the control of the sizes of their constituent clusters
or particles can be broadly divided in the so-called top-down
(transformative) and bottom-up (synthetic) approaches. The
top-down processes are based on the transformation of bulk
materials into nanoscaled components, largely by mechan-
ical methods, whereas the bottom-up approach relies on
the synthesis of large architectures from smaller, well-
defined nanosized units. Conventional materials with a grain
size anywhere from hundreds of microns (�m) to milli-
meters (mm) are also made of polyatomic or molecular
assemblies of matter, where the distribution (ordered or
statistical) and multiplicity of such building units are respon-
sible for the familiar averaged properties of bulk materials.
Because these macroscale properties effectively extend down
to the microscale, traditional manufacturing techniques are
experiencing a miniaturization trend for the fabrication of
microstructures (e.g., in microelectronics) in a top-down
approach. On the other hand, well-known monoatomic or
molecular units offer the ultimate building blocks for an
atom-by-atom or molecule-by-molecule synthesis of nano-
structures in a bottom-up fashion. However, the possibility
of building extended solid-state structures from molecular
building blocks demands a comprehensive and thorough
analysis of synthesis and the composition-structure-property
relationship. This review is intended to provide an overview
of the efforts made in the chemical synthesis of nanomateri-
als with the use of molecular metal-organic precursors, with
special emphasis given to single-source precursors (SSPs)
[16–31]. The term “single source” in a strict sense applies to
compounds containing all of the phase-forming elements in
a single molecular source (e.g., (Me2AlNH2)3 for AlN) that
can be used to perform a one-step synthesis of the desired
(nano)material. In addition to the inherent advantages (low-
temperature synthesis, phase purity, better composition, and
morphology control, etc.) of chemical methods, this concept
allows the “preformation” of a solid-state material on the
molecular scale.

The research work reviewed here is focused on molecular
routes to inorganic nanomaterials and will not refer to the pro-
gress of molecular nanotechnology, which is largely related
to the understanding of molecular phenomena involved in
the self-assembly or self-organization of molecular building
blocks to form supramolecular structures that interact to form
a higher ordered material (aggregate or crystalline) [32–34].
The emphasis in this contribution will be on the state of
the art of molecular concepts developed to obtain inorganic
nanoparticles or nanostructured films by chemical routes.

2. CHEMICAL SYNTHESIS
OF NANOMATERIALS

There is a growing realization that the knowledge of funda-
mental molecular interactions and processes (=chemistry) is
of central importance for the progress of nanoscience, which
deals with matter at a scale where the properties are dom-
inated by molecular behaviors, including single molecules
and molecular assemblies. Despite clear practical implica-
tions of nanocrystalline materials, there exists a deficit in

the ability to produce materials with desired intrinsic prop-
erties and a precise control over size, shape, and composi-
tion [35]. This situation is distressing, especially in view of
the fact that most of the recent advances in nanomaterials
are based on novel materials with extraordinary properties
(e.g., fullerenes, carbon nanotubes, quantum dots, 1-D oxide
wires, etc.) as well as new processing routes (e.g., aerosol
nucleation, mechanochemistry, templated growth in meso-
porous matrices, hydrothermal methods, etc.).

Chemistry has profoundly influenced the emergence of
advanced materials through the development and applica-
tion of novel chemical routes for the synthesis of nanosized
powders and nanostructured films. The “nano-movement”
in materials chemistry is partly triggered by the observa-
tion that the predefined metal stoichiometry and reaction
chemistry of molecular precursors can enforce a molecular-
level homogeneity in the obtained materials [36–38]. In
solid-state processing, the solid precursors (such as metal
oxides, carbonates, and salts) must be brought into con-
tact by grinding and mixing and subsequently heat-treated
at high temperatures to facilitate the diffusion of atoms or
ions in the reaction mixture. Since the diffusion process
depends on the temperature of the reaction and grain inter-
faces, the mixing and grinding steps are usually repeated
throughout the heat treatments to prepare fresh surfaces for
further reactions. When compared with solid-state process-
ing, the diffusion of matter in the vapor or liquid phase is
typically many orders of magnitude higher. Moreover, the
chemical reactions allow a controlled interaction of atoms or
molecules to form uniformly dispersed solid particles. The
atomic-scale mixing of the phase-forming elements results
in a faster nucleation of the product at low temperature,
which makes kinetic control over the process possible. As
a result it is possible to suppress the preferred formation
of thermodynamically favored substances and to perform a
phase-selective synthesis of metastable compounds.

Although the concept of synthesizing materials from
molecules has long been suggested as a mild approach (the
so-called soft chemistry methods), the interest, for a long
period of time, was to apply these routes to known mate-
rials. It is only recently that attention has been shifted to
the synthesis of new materials with novel compositions. To
decipher how molecular interactions give rise to complexity,
it is chemical synthesis that can provide new compounds to
manipulate molecular interactions and thereby control the
process of material formation as well as the properties of
the resulting materials. The chemical techniques use direct,
often very simple, chemical reactions to produce the solid of
interest. In addition, chemical processing allows control of
chemical structure, morphology, and dimension required on
several scales of magnitude. For instance, with the manip-
ulation of the reaction kinetics so as to encourage parti-
cle nucleation over particle growth, ultrafine particles can
be obtained. The nucleation kinetics are easily regulated by
varying the amounts or ratios of the reactants or reaction
time, for example, by massively exceeding the supersatu-
ration ratio in precipitation reactions or by increasing the
amount of water added in an alkoxide-based sol–gel process
to drive hydrolysis at the expense of condensation reactions.
Furthermore, the reaction kinetics can also be influenced by
adjustment of the thermal energy input or thermal energy
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distribution in the reaction vessel. The enhanced degree
of mixing achieved by ultrasonic irradiation can acceler-
ate reaction kinetics by two orders of magnitude and yield
nanometric particles [39]. Sonic and ultrasonic agitation
methods are used to create small bubbles, in a reaction pool,
to accelerate reaction kinetics by cavitation. This method,
known as sonochemical synthesis, relies on the phenomenon
of acoustic cavitation (a point where the intensity of ultra-
sound exceeds the intramolecular forces, and, as a result, the
molecular structure collapses and a cavity is formed) that
results from enormous stresses (500–1000 atm) and elevated
temperatures (∼3000 K) induced in the reaction medium by
the application of ultrasound (20 kHz to 10 MHz). Another
example of accelerated chemical reaction strategy is the
straightforward synthesis of hexagonal gallium nitride (GaN)
nanocrystals by detonation of gallium azides [40, 41].

In basic chemistry terms, the starting materials (input)
of a chemical reaction are the reactants and the material
(output) to which the reactants are converted, the product.
In most of the chemical methods in practice, the starting
materials are commonly available reagents, which are close
to the desired composition but need a heat-treatment step
to attain the final composition. For example, the calcina-
tion of CaCO3 eliminates CO2 and results in the forma-
tion of CaO. Similarly, firing Al(OH)3 drives off water to
produce Al2O3. In such cases, where the “precursor” is an
infusible solid, the size of the particles in the precursor will
impose a minimum limit for the size of the particles in the
final calcined material. However, particles can grow larger
because of fusion (necking) that takes place at elevated
temperatures. Further problems associated with such pow-
ders are (i) that particles are rarely round (spherical pow-
ders pack better), (ii) the presence of dense agglomerates
of much smaller crystallites formed during firing and crys-
tallization, and (iii) the external contamination of particles
during milling or grinding steps that are necessary to break
down the larger agglomerates. For these reasons, minimiz-
ing the calcination temperature and steps is a prerequisite in
the preparation of nanocrystalline materials by conventional
chemical techniques. An elegant way to limit the particle
size at the precursor stage is to use well-defined molecules
that can be seen as “molecular fragments” of the solid-
state structure. A number of methods have been devised to
control the final particle size by performing the reactions
in spatially confined reaction pools, for example, hydro-
lysis in aqueous reaction pools separated by an interven-
ing liquid (water-in-oil micro(nano)emulsion) or pyrolysis of
small droplets of precursor solution separated from each
other by a gaseous phase (aerosol). The methods are not
straightforward in predicting the final particle size because
of chemical exchange and agglomeration between pools in
the microemulsion method, whereas coalescence and dry-
ing of droplets in the case of aerosol technique lead to a
size distribution and chemical inhomogeneities in the final
material. In addition, the chemical reaction occurring within
the droplets and the nature of different chemical interme-
diates can further complicate the synthesis. Since no posi-
tional control is offered, the different compounds present in
the reaction mixture randomly collide to form various inter-
mediate species with metal ratios unfavorable for obtaining

a single-phase material. As a consequence, phase separa-
tion and element segregation are present at the nanometer
scale, although the global stoichiometry of the product cor-
responds to the desired composition. This is a common
observation in the conventional material synthesis proce-
dures (e.g., solid-state reactions, coprecipitations, combus-
tion reactions, etc.) where the intrinsic chemical behaviors
(e.g., different hydrolysis rates of the reactants in solution-
phase reactions or different vapor pressure or thermal
stability in the gas-phase reactions) of the different compo-
nents present in a reaction mixture make the stoichiometry
of the target material highly susceptible to inaccuracies. For
instance, a simple mixing of two chemical precursors A and
B, to produce the binary system AB (multisource precur-
sor, MSP), may produce a visibly homogeneous mixture, but
the molecular-level scenario can be different, and, despite
a correct global stoichiometry, the precursor “cocktail” may
have element segregation and non-ideal A:B ratios at the
nanometer scale that may be carried forward to the end
product (Scheme 1).

A B

A-Rich B-Rich A:B=1:1 A:B =1:1

MSP SSP

Scheme 1. Chemical aspects of multisource precursor (MSP) and
single-source precursor (SSP) processes.

In this context, the SSP containing predetermined metal-
ligand interactions (e.g., metal-carbon for carbides, metal-
nitrogen for nitrides, metal-oxygen for oxides, etc.) are an
attractive choice for obtaining materials that are homo-
geneous at the atomic level. The superior potential of
molecular-level synthesis has been demonstrated in several
cases. For instance, the metal organic chemical vapor depo-
sition (MOCVD) of group III nitrides (AlN, GaN, InN) has
traditionally been carried out with mixtures of the corre-
sponding metal alkyls with ammonia (NH3). However, the
high thermal stability of NH3 (<5% pyrolyzed at 700 �C)
necessitates very high substrate temperatures (>1000 �C),
and high NH3:MR3 (M = Al, Ga, In) ratios (e.g., 2000:1) are
required to inhibit nitrogen desorption. This severely lim-
its the choice of substrate material, and the inefficient use
of toxic ammonia demands gas-scrubbing systems. On the
other hand, the use of molecular sources [Me2AlNH2]3 and
[Et2GaNH2]3 containing preformed aluminum-nitrogen and
gallium-nitrogen bonds gives crystalline AlN and GaN films
at 400–800 and 650 �C, respectively.
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Finally, the chemical routes are simple and thus cost-
effective when compared with the physical methods, which
require sophisticated technology and expensive experimental
set-ups. The synthesis of materials is achieved at relatively
lower temperatures than those required for conventional
processing methods, and it is possible to process large quan-
tities and high throughput. Moreover, they offer enormous
versatility with respect to composition, allowing, for instance,
tailoring of the composition. It is possible to cosynthesize
another material in the same medium. For this reason,
various chemical routes have been proposed based on the
application of molecular compounds to produce inorganic
materials. A brief description of the common chemical meth-
ods (sol–gel, CVD, aerosol, microemulsion, and hydrother-
mal synthesis) applied to the synthesis of nanophase
materials from molecular precursors is presented in the fol-
lowing section. In addition, some other methods (coprecip-
itation and the polymeric precursor route) not using the
single-source approach but based on a molecular-level mix-
ing of the components are also discussed because exam-
ples taken for a comparative evaluation of conventional and
molecular chemistry routes necessitates their understanding.

3. THE METAL-ORGANIC
PRECURSOR APPROACH

The synthesis of materials prepared from molecular com-
ponents is a growing research thrust in nanomaterials sci-
ence because it allows the use of molecular building blocks
for the rational design and construction of new materials
[42]. Novel molecular and extended networks constructed
from organic and inorganic building blocks have been found
to behave like molecule-based conductors and supercon-
ductors, optically active compounds, and magnets. In addi-
tion, the versatility of molecular based materials allows for
the design of hybrid materials with the possibility of syn-
ergy effects. At this stage it is necessary to differentiate
between the two popular strategies of obtaining materi-
als from molecules, namely molecule-based nanomaterials
(MBNs) and molecule-derived nanomaterials (MDNs). Both
approaches are based on the use of molecules or molecu-
lar ions and their interactions to design a (nano)material
in a bottom-up fashion. However, in the case of molecule-
based materials, the molecular integrity of the building units
is maintained in the final configuration (Scheme 2), whereas
in the case of molecule-derived synthesis the features of the
parent molecular framework are not necessarily maintained
in the final material (Scheme 3).
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In addition, the nature of bonding is generally different in
the two cases; the class of MBNs is dominated by molecular
architectures and assemblies based largely on noncovalent
interactions, where the main driving forces for the formation
of a network are metal-ligand interaction, hydrogen bond-
ing, �-� stacking, ion templation, chiral interactions, etc.
On the other hand, the MDNs are based on covalent and/or
ionic interaction. Furthermore, in the case of an MBN,
the common principles of synthetic organic, organometal-
lic, inorganic, and polymer chemistry are used to obtain the
desired material. This methodology is also used to obtain
the precursors to MDNs; however, the target nanomate-
rial is obtained only after a few processing steps, which
involve the loss of organic ligands, structural fragments, or
elements to reach the final solid. Moreover, a molecular
building block of an MDN may contain many more ele-
ments than those required to form the end product. For
instance, iron pentacarbonyl (Fe(CO)5) is used as a source
of iron nanoparticles, and nanostructured films contain C
and O as carbonyl ligands, which are knocked off during the
processing steps to nanocrystalline iron. Similarly, titanium
isopropoxide (Ti(OPri�4) loses the organic periphery in the
formation of titanium dioxide (TiO2).

The molecular self-assembly, which can be seen as a case
of MBN, seems to open new pathways to nanostructures
formed by the organization of molecular building blocks
through controlled molecular interactions. A representative
example is shown in Figure 1, which displays a supramolec-
ular ribbon structure based on hydrogen bonding between
barbituric acid and 2,4,6-triaminopyrimidine units [32].

It must be emphasized that despite significant differences,
the distinction between the MBN and MDN approaches is
not absolute because examples are now known in which the
structural features of an MDN source are carried forward to
the extended solid network. For instance, the use of cubane
precursor molecules, [(But�GaS]4, in the MOCVD process
results in the growth of a new cubic GaS phase, whereas
using the dimeric species [(But�2GaS]2 as molecular precur-
sor forms the thermodynamically stable hexagonal GaS. It
has been shown that the formation of cubic GaS is a con-
sequence of the retention of the cubane Ga4S4 core during
the deposition and growth process (Scheme 4). Interestingly,
the cubic phase is not obtained by other routes and precur-
sors. In view of the general definitions applied to MBN and

Figure 1. Self-assembly of a supramolecular ribbon from barbituric acid
and 2,4,6-triaminopyrimidine units. Reprinted with permission from
[32], J. M. Lehn et al., J. Chem. Soc., Perkin Trans. 2, 461 (1992). © 1992,
Royal Society of Chemistry.
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MDN, the cubic phase of GaS might be termed an MBN
and the hexagonal GaS an MDN.
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3.1. The Single-Source Concept

When one considers that precursor structure and metal-
ligand connectivity determine the composition of nano-
matter from a legal perspective, the role of suitable
precursors in the designed synthesis of nanomaterials
becomes immediately apparent. It is reasonable to assert
that solid-state structures can be templated at the nanometer
scale by employing well-defined molecular clusters contain-
ing metallic elements in a ratio compatible with the targeted
ceramic or composite, the so-called SSPs [16–31, 43–51].
The defined metal-ligand interactions in such nano-synthons
initiates the growth of nanomaterials at lower temperatures
by providing intact nuclei for a bulk material. A large num-
ber of different expressions like molecular building blocks,
molecular subunits, or modular building units are used to
describe metal-organic compounds used as single molecular
source.

However, the expression “single-source precursor” is also
applied to a mixture of constituents mixed homogeneously
either as a powdery mixture (solid) or in a common sol-
vent (liquid) system. While the precursor system in the first
case is a physical mixture, the validity of the expression is
rather questionable in the second case because it is used
to define a precursor cocktail, although no investigations of
the nature of the species present in the solution is made, in
most of the cases. The use of a mixture of different chem-
ical compounds, corresponding to the elements present in
the desired material (e.g., individual Y, Ba, and Cu sources
to obtain YBa2Cu3O7−��, complicates the situation in the
multiple-precursor route, mainly because of the different
chemical nature of the individual chemical species present
in the precursor-complex. The composition and phase purity
of the material are difficult to control because the intrin-
sic behaviors of single components, for example, solubility,
susceptibility to hydrolysis, etc., in solution-based methods
and differential vapor pressures, thermal stability, etc., in the
gas-phase synthesis make the stoichiometry highly suscepti-
ble to inaccuracies due to an increased number of process
variables. In view of the above, the examples described in
this article are based on the conversion of defined molecular

clusters, which have been characterized with respect to their
chemical structure and composition before being applied as
molecular sources to nanostructured materials.

In the past few years, the use of molecular compounds
as precursors to thin films and powders has been exten-
sively explored. There are many excellent examples of the
use of SSPs for one-, two-, three-, and four-component sys-
tems and even biphasic composites [16, 19, 20, 29, 43, 44, 47,
52–315].

The salient examples of compounds used as a single
source to solid-state phases are assembled in Tables 1–4.
A broad and arbitrary classification of the single molecu-
lar source, [ABL1L2], based on experimental results, is pre-
sented in the following section (Eqs. 1–6, A and B, are the
phase-forming elements; L1 and L2 are ligands that can be
similar or different). The concept is elaborated on the basis
of different Mg- and Al-containing alkoxides that have been
used as precursors to MgAl2O4 particles or films [104, 259,
260, 263, 316, 317].

3.1.1. Case I: Stoichiometric Assembly
of the Phase-Forming Elements

The SSPs belonging to the subcategory outlined in Eq. (1)
are based on an appropriate ratio of the phase-forming ele-
ments that should be compatible with the desired inorganic
phase. The chemical nature (neutral, anionic, chelating),
steric bulk, and the decomposition chemistry of the ligand(s)
are not the prime concern in the selection of a suitable
precursor. Nevertheless, the existence of similar molecular
frameworks with different ligands offers the possibility to
choose the precursor most suited for a particular process or

ABL1L2 −→ A–B + L11 + L12 + L21 + L22 + · · ·
	L11
 L12
 L21
 and L22 are the fragments

of original ligands L1 and L2� (1)

�MgAl2	OPri�8	HOPri�2�

−→ MgAl2O4 + 	x + 2�PriOH + yCH2 CH–CH3

+ z	CH3�2C O +mH2 + nH2O (2)

application. For example, the mixed-metal Mg-Al alkoxide,
[MgAl2(OPri�8(PriOH)2], possesses the cation ratio required
for the formation of MgAl2O4 spinel. The thermal decom-
position of the precursor is associated with the formation
of several products based on radical and/or ionic fragmen-
tation of the ligands (Eq. (2)). The mutual stoichiometry of
the by-products depends upon the reaction conditions. The
molecule exists as an isopropyl alcohol adduct in the solid-
state (Fig. 2a), and the observed arrangement of Mg2+ and
Al3+ ions is also maintained in the solution, as confirmed by
molecular weight studies [318]. Because of the appropriate
Mg:Al ratio, [MgAl2(OPri�8(PriOH)2] has been used for the
synthesis of ultrafine spinel particles by the sol–gel method
[260]. The hydrolysis of the heterometal precursor was inves-
tigated by rheological measurements and 27Al NMR spec-
troscopy, which suggested that the bimetallic unit survives
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Table 1. Selected single-source precursors for one-component systems.

Material Method Precursor Properties and application potentials Ref.

Ag CVD Ag(C4F7) Catalyst, quantum dots [52]
Thermolysis AgC14H29O [53]
CVD AgC5H7O2 [54]
CVD (�5-C5H5)Ag(PR3) [55]

Al CVD Al(i-Bu)3 Interconnects, microelectronics [52]
CVD Al(BH4�3, AlH2(BH4�N(CH3)3 [56]
CVD AlH3·NR3, R = Me, Et, Me2Et [57, 58]

Au CVD Me2Au(hfac), hfac = C5HF6O2 Catalyst, quantum dots [52]
CVD [(CF3)2Au(OSiMe3)]2 [59]
CVD MeAu(CNMe) [60]

Au55 Sol–gel Au55{P(C6H5�3}12Cl6 Quantum dots, microelectronic [61]
Co CVD Co{N(SiMe3)2}2 Catalyst, magnetic [47]

CVD Co	�5-C5H5�2 [62]
CVD (�5-C5H5�Co(CO)2 [62]

Cr CVD Cr(CH2CMe3�4 Protective coatings, wear-resistant coatings [63]
CVD Cr(C9H12)2 [64, 65]
Thermolysis Cr(CO)4 [66]

Cu CVD [Cu(OtBu)]4 Microelectronics, integrated circuits [52]
CVD Cu(tbaoac)2, tbaoac = C8H13O2 [67]
CVD CuN(SiMe3)2 [47]
CVD (OtBu)Cu(PMe3) [68]
CVD Cu(OtBu)(ORF � [69]

Fe CVD Fe(C5H5)2 Magnetic, catalyst [52]
CVD Fe{N(SiMe3)2}3 [47]

Ge CVD Ge{N(SiMe3)2}2 Semiconductor [47]
CVD GeC10H18, GeC11H20, GeC9H16, C8H14Ge Optoelectronic [70]

Hf CVD HfI4 Optical, protective coatings [71]
Pd CVD Pd(C3H5)2, (�5-C5H5�Pd(C3H5� Catalyst [72]
Pt CVD Pt(acac)2, acac = C5H7O2 Catalyst [52]

CVD (C5H5)PtMe(CO), (C5H7O2�PtMe3 [73–75]
CVD (C5H4Me)PtMe3 [76–79]
CVD (C5H5�PtMe3 Electric circuits [76]

Mn CVD Mn[N(SiMe3)2]2 Magnetic [47]
Mo CVD (Me3C6H3)Mo(CO)3, (�6-C6H6�Mo(CO)3 Copper, nickel metallization [80]

CVD Mo(allyl)3, N = C3H5 [81]
Ni CVD Ni(CO)4 Magnetic, catalyst [52]
Ru CVD Ru(od)3, od = C8H13O2 Electrically conductive layers [82]

Sol–gel Ru(bipyr)3, bipyr = C10H8N2 [83]
Sn CVD Sn{N(SiMe3)2}2 Semiconductor [47]

Thermolysis Sn(OiPr)2 [84]
Ti CVD TiI4 Protective coatings [85]

CVD (�5-C5H5�2Ti [86]
Zr CVD Zr(CHt

2Bu)4 Protective coatings [87, 88]

Table 2. Selected single-source precursors for two-component systems.

Material Method Precursor Properties and application potentials Ref.

AlB CVD Al(BH4)3 Films operating at high current densities [56]
AlN CVD [Me2Al-�-N(H)NMe2]2, Passivation, dielectric [89]

[Et2Al-�-N(H)NMe2]2
CVD AlMe3·NR3 [90]

Al2O3 CVD Al(CH3)2(OiC3H7) Wear-resistant and corrosion-protective coating [91]
ALD Al(OiPr)3 Dielectric [92]
Sol–gel AlCl3, Al(OiPr)3 [93]
Sol–gel Al(O-sec-Bu)3 [94, 95]
CVD [H2Al(OC4H9)]2 [96]

AlSb CVD [Et2AlSb(SiMe3)2]2, Midinfrared lasers [97]
[(Bu2AlSb)-Bui-(SiMe3)2]2

BN CVD (C2H5)3N·BH3 Low-density, high-temperature application, hard coatings [98]
CVD Et3BNH2R, R = iPr, Bu [99]
Polymeric route [B3N3H4]n Electric insulator, oxidation resistant [100]

continued
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Table 2. Continued

Material Method Precursor Properties and application potentials Ref.

Bi2S3 CVD Bi(S2CNEt2)3, Bi(S2CNMeHex)3, Thermoelectric cooler, [101]
Hex = C6H13 photodiode array

Cd3P2 Thermolysis [MeCdPtBu2]3 Semiconductor [102]
CdS Thermolysis Cd{S2CN-Me(C6H13)}2 Semiconductor, quantum dots [103]

CVD Cd(Et2NCOS)2 Electronic [104]
Thermolysis [Cd(S2CNMe(C18H37))2] Optical coatings, solid-state solar cell [105]

windows, photoconductor
CVD Cd(S2O2C16H34N2) Electronic, optical, optoelectronic [106]
Pyrolysis Cd(SC7H7)2 [107]
Sol–gel Cd(S2CNMeC6H13)2 [108]

CdSe Thermolysis [Cd(SePh)2]2 Semiconductor, optical, quantum dots [109]
CVD [Cd10Se4(SC6H5)16]4 [110]
Sol–gel Cd(Se2CNMeC6H13)2 [108]

CdTe CVD Cd{Te(ox)}2, ox = C11H13NO3 Semiconductor, optical [111]
CeO2 Sol–gel (NH4)2Ce(NO3)6 Efficient UV absorber, oxidation catalyst [112]

CVD Ce(fod)4, fod = C3F7COCHCOC4H9 Buffer layer for superconductors [113]
Pyrolysis Ce(C5H7O2)4 [114]
CVD [Ce(C5F6HO2)3(MeO(C2H4O)nMe)], [115]

n = 1
 2
 3
CoGa (CO)4CoGaEt2L Schottky contacts for GaAs [116]
CoSi CVD (CO)4CoSiH3 Schottky contacts for Si [117]
Co2Si, CoSi, CoSi2 CVD Co(SiCl3)(CO)4 Gate, contact, and interconnect materials in IC [118]
CoSn, Co3Sn2 CVD R3SnCo(CO)4, R = Me, C6H5 Anticorrosion protection, solar energy [119]

devices, magnetic tapes
CoSn CVD Me3SnCo(CO)4, Ph3SnCo(CO)4 Alloy, catalyst [119]
CrC CVD Cr{N(SiMe3)2}3 Abrasive, conductor [47]
CrN CVD Cr{N(SiMe3)2}3 [47]
CuS, CuSe CVD Cu{E2CNMe(C6H13)2}, E = S, Se Semiconductor [120]
Er2O3 CVD Er(tmhd)3, tmhd = C11H19O2 Corrosion resistance, photoluminescent [121]
Eu2O3 Sol–gel Eu(TTA)3C6H5 Photoluminescent, infrared emission [122]
Fe2O3 Sol–gel Fe(OtBu)3 Gas sensing, inorganic pigment, paint [123]

Sol–gel Fe(OEt)3 [124]
Sonication Fe(CO)5 [125]
Sol–gel Fe(NO3)3·9H2O-C3H8O2-C5H8O2 [126]

Fe3O4 CVD Fe(OtBu)3 Magnetic application, semi-metal behavior [123]
CVD Fe(C5H7O2)3 [127]
Sonication Fe(CO)5 [125]
Sol–gel Fe(NO3)3·9H2O-C3H8O2-C5H8O2 [125]

FeS CVD Fe2(�-S2)CO6 Solar cells, solid-state batteries, catalyst [128]
FeS2 CVD Fe(S2CNMePri)2 Magnetic [129]
FeSi, FeSi2 CVD Fe(SiCl3)2(CO)4 Optoelectronic [130]
FeSn2, FeSn CVD (C5H5)Fe(CO)2(SnMe3), Alloys [131]

(C5H5)Fe(CO)4(SnMe3)2

FeSn CVD CpFe(CO)2(SnMe3) Alloy, catalyst [131]
GaAs Thermolysis [Et2GaAs(SiMe3)2]2, [Et2GaSb(SiMe3)2]2, Semiconductor [132, 133]

[Ga{As(NMe2�}3] Optoelectronic [16]
Pyrolysis [Me2Ga(�-AsR2)]3, R = iPr, Me, tBu [134]

GaN Thermolysis [H2GaNH2]3 Luminescent, blue LEDs [135]
CVD [Et2GaNH2]3 Semiconductor lasers [43]
CVD H2GaN3 [136]
Pyrolysis (Me3N)Ga(N3)3 [137]
CVD Cl2GaN3, GaC3N3, LiGaC4N4 [138]
Thermolysis (R3N)Ga(N3)3, R = CH3, C2H5 [139]
CVD (N3)2Ga(CH2)3N(CH3)2 [140]
CVD [HClGaN3]4 [141]

Ga2O3 CVD Ga(OR)3, R = iPr, iBu H2 sensor, n-type semiconductor [142]
CVD Ga(OtBu)3 [143]
Sol–gel Ga(C5H7O2)3 [144]

GaP Sol–gel (Et2GaP(SiMe3)2�2 Photonic application [145]
GaS CVD [(tBu)GaS]4 Surface passivation material for GaAs [146]

continued
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Table 2. Continued

Material Method Precursor Properties and application potentials Ref.

Ga2S3 CVD [Ga(StBu)2(�-StBu)]2 Surface passivation material for GaAs [147]
CVD Ga(S2CNMeHex)3, Hex = C6H13 Photovoltaic, optoelectronic applications [148]

GaSb CVD [tBu3Ga-Sb(tBu)3], [tBu3Ga-Sb(iPr)3] Semiconductor [132, 133]
GaSe CVD [(R)Ga(�3-Se)]4 Semiconductor, optical [149]

R = CMe3, CEtMe2, CEt2Me
CVD [(tBu)GaSe]4 [150]

GaTe CVD [(R)Ga(�3-Te)]4, R = CMe3, CEtMe2, CEt2Me Semiconductor, optical [149]
GeO2 CVD Ge(OtBu)4 Optical [143]

Sol–gel Ge(OEt)4 [151]
Sol–gel (Me3N)6(Ge32O64)(H2O)4�5 [152]

Gd2O3 Sol–gel Gd(OiPr)3 Transparent conducting oxide, [153]
optoelectronic

HfB2 CVD Hf(BH4)4 Hard coating, high melting point, [154]
chemical inertness

HfN CVD Hf(NMe2)4 Insulator [155]
HfO2 CVD [Hf(�-C5H11O)(OC5H11)3]2, Hf(OtBu)4, Hf(tfac)4, High dielectric constant [156]

tfac = C5H4F3O2

[Hf(OtBu)2(mmp)2], [Hf(mmp)4], mmp = C5H11O [157]
HgS Thermolysis ClHgSR, R = C6H5, iPr Optical, electrical [158]
InN CVD (N3)3In(C5H5N)3 Optoelectronic, semiconductor, [29]

blue light emitter
CVD [(CF3SO3)In{(CH2)3NMe2)}2·

(�-N3)In{(CH2)3NMe2}n]
CVD {(N3)In[(CH2)3NMe)]2}, N3In{C3H6NMe2}2 [159]

In2O3 CVD [Et2InOH·Et2InNH2], [(Pr2InOH)·(Pr2InNH2)] Transparent conductive oxide [160]
CVD [Me2In(acac)]2, acac = C5H7O2 [161]
Photolysis In(C5H7O2)3 [162]
Sol–gel In(OiC3H7)3 [163]

InP Sol–gel [R2InP(SiMe3)2]2 Infrared optical emitter [164]
InS CVD [(tBu)2In(�-StBu)]2 Optoelectronic, photovoltaic [165]

Sol–gel In(S2CNEt2)3 [166]
In2S3 CVD [In(SOCNEt2)]3 Semiconductor [167]

CVD In{(SOCNPr2�
iPr}3 [168]

InSb Thermolysis [Et2InSb(SiMe3)2]3 Electronic [169]
InSe CVD [(tBu)2In(�-SetBu)]2, [(Me2EtC)In(�3-Se)]4 Optoelectric, photovoltaic [170]

In(Se2CNEt2)3 Semiconductor [166]
[(EtMe2C)InSe]4 [150]

CVD Me2InSePh [171]
In2Se3 CVD In(Se2CNMe n-hexyl)3, hexyl = C6H13 Optical, semiconductor [172]

CVD In{SeC(SiMe3)3}3 [19]
CVD In(SePh)3 [171]

La2O3 CVD La(C11H19O2)3 Fuel cells [173]
CVD La(C5F6HO2)3 [174]

MgO CVD Mg(C11H19O2)2, Mg(C5H7O2)2 Buffer layer for HTc thin films [175]
CVD MeMgOtBu [176]
CVD C32H62N4MgO2 [177]
CVD C13H26MgO4 [178]
ALE Mg(C5H5)2 [179]

MnGa CVD (CO)5MnGaEt2(NR3), NR3 = N(CH3)3, NC7H13, Magnetic multilayer [180]
[CO5Mn]Ga2[(CH2�3NMe2]2

MoO2, MoO3 Sol–gel MoO(OEt)4, MoO2(OEt)2 Catalyst [181]
MoSx Sol–gel [(H3NCnH2nNH3)MoS4] Solar-cell application [182]
Mo-Si CVD (C5H5)2Mo(H)(SiH3) High-temperature structural application [183]
Nb2O5 Sol–gel Nb(OEt)5 Catalyst, sensor [184]

Solvothermal Nb(OtBu)5 Semiconductor, photocatalyst [185]
Nd2O3 CVD Nd(tmhd)3, tmhd = C11H19O2 Dielectric resonator, ceramic filter, [186]

multilayer capacitor
NiS CVD Ni(S2COCHMe2)2 Optical [187]
PbS Pyrolysis Pb(SC7H7)2 Electronic, optical, optoelectrons [107]
PbSe Thermolysis Pb{Se2CNEt2}2, Pb{Se2CNMe(C6H13�}2 Quantum dots [188]
PdCu CVD PdCu(C5H7O2)2 Catalyst [189]

continued
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Material Method Precursor Properties and application potentials Ref.

PdRu Thermolysis [Pd6Ru6(CO)24]2− Catalyst [190]
PdS CVD Pd(S2COCHMe2)2 Optical [187]
RhSn Thermolysis Rh(SnBu4−x)x Catalyst [191]
SiC Sono-chemical MeSiH3, Me2EtSiH Hard coating, abrasive, optical coating, [192]

microelectric buffer layer
Sono-chemical (H3Si-CH3) [193]

SiO2 Sol–gel R-Si(OR)3, R = Et, Me, iPr Microelectric [194]
SnO2 CVD Sn(OtBu)4 Gas-sensing behavior, semiconductor [143]

CVD Sn(NO3)4 [195]
CVD (EtNH)2Me2Sn [196]
Sol–gel Sn(OEt)4, Sn(ethylhexanoate)4 [197]
Sol–gel Sn(OR1)F[(RC3HO2R2�-C2]2, [198]

R1 = iPr, Et, C5H11O, R2 = Me, tBu
CVD Me4Sn [199]

SnS Pyrolysis [(C7H7)3Sn]2S Semiconductor, optical [200]
SnS, SnS2, Sn2S3 CVD [Sn(SCH2CH2S)2] Semiconductor, solar energy collector, [201]

photovoltaic
SnSe Pyrolysis [(C7H7)3Sn]2Se Photoelectric, memory-switching devices [200]
SnSe, SnTe CVD [Sn{(SiMe3)2CH}2(�-E)]2, E = Se, Te, Narrow-band semiconductor [202]

(Bn2SnTe)3, Bn = CH2C6H5 [203]
TaN CVD Ta(NEt2)4 Diffusion barrier, wear, [204]

corrosion resistance
CVD Ta(NtBu(or Pri))(tBu2Pz)3 [205]
CVD (ButN)Ta(NEt2)3 [206]
Thermolysis [(tBuCH2)2TaN]5 [20]

Ta2O5 CVD [Ta(OEt)5] Microelectronic, dielectric gate [207]
CVD [Ta(OEt)4(C5H7O2)], [Ta(OEt)4(C11H19O2)] [208]

TiC Colloidal Ti(n-Bu)4 Hard coating [209]
TiN CVD [Ti(NMe2)2(N3)2(bipy)], bipy = C10H8N2 Hard wear-resistant coating, diffusion [210]

barrier in microelectronics
[Ti(NMe2)3(N3)(bipy)], bipy = C10H8N2 High chemical resistivity, electrical

conductor, optical
CVD [Ti2Cl4(NN(CH3)2)2(NH2N(CH3)2)2] [211]
Sol–gel Ti{N(SiMe3)2}3 [212]
Sol–gel TiH2(NHMe)(NH2) [213]

Ti(NMe2)4 [155]
CVD Ti(NH2)2NH [214]

TiO2 Sol–gel Ti(OtBu)4 Photocatalyst, cosmetic industry [215]
Sol–gel Ti(OEt)4 [216]
CVD Ti(NO3)4 [195]
Sol–gel (iPrO)2Ti(Etacac), acac = C5H7O2 [217]
CVD Ti(OC3H7)4 [218]
CVD [Ti(�-C5H11O)(OC5H11)3]2 [156]

Tl2O3 CVD Tl(C5H5)3, Tl(C5H4Me)3 Thallium-containing HT superconductor [219]
WO3 Sol–gel WO(OEt)4, WO2(OEt)2 Catalyst, optical [181]
WSi CVD (C5H5)2W(H)(SiCl3� Hard material [183]
VO2 Sol–gel OV(OR)3 Electrochromic displays [220]

CVD VO(C5H7O2)2 Reversible cathodes for lithium batteries [221]
Sol–gel OV(OC3H7)3 [222]

Y2O3 CVD Y(thd)3, Y(thd)3(bipy), bipy = C10H8N2, Insulator, laser [223]
Y(C11H19O2)3(C10H8N2)

ZrB2 CVD Zr(BH4)4 Electrical [224]
ZrN Sol–gel Zr(NEt2)4 High hardness, chemical resistance [225]
ZrO2 CVD Zr(C5H7O2)2(hfip)2, hfip = OCH(CF3)2 Protective coating, dielectric [226]

CVD Zr{OC(CH3)3}4 High dielectric constant [227]
CVD [Zr(OtBu)2(mmp)2], [Zr(mmp)4], mmp = C5H11O [157]
Sol–gel Zr(OPr n)4 [228]
CVD [Zr(�-C5H11O)(OC5H11)3]2 [229]
CVD Zr(C5H7O2)4, Zr(C11H19O2)4 [156]
CVD Zr(OiPr)2(C11H19O2)2, Zr2(OiPr)6(C11H19O2)2 [156]

continued
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Table 2. Continued

Material Method Precursor Properties and application potentials Ref.

ZnO CVD [MeZnOSiMe3]4 Optoelectronic, transparent UV protection [230]
CVD Zn4O(C2H3O2)6 Optical modulator, solar-cell coating [231]
Sol–gel Zn(NO3)(C3H7O2) Chemical sensor [232]
CVD MeZn(OR), R = iPr, tBu [233]

ZnS Thermolysis Zn{S2CN-Me(C6H13�}2 Semiconductor, quantum dots, optical, electronic [234]
CVD Zn(S2COCHMe2)2 Optical coatings, solar-cell windows, photoconductor [235]
CVD Zn{S2CN(C2H5)2}2 [236]
Pyrolysis Zn(SC7H7)2 [107]
CVD Zn(S2O2C16H34N2) [106]
Sol–gel Zn(S2CNMeC6H13)2 [108]

ZnSe Thermolysis Zn[Se2CN-Me(C6H13)]2 Semiconductor, quantum dots [234]
CVD [Zn10Se4(SC6H5)16]4 [110]
Sol–gel Zn(Se2CNMeC6H13)2 [108]

Table 3. Selected single-source precursors for three-component systems.

Material Method Precursor Properties and application potentials Ref.

AgInS2 Pyrolysis [(Ph3P)2AgIn(SC{O}Me)4] Linear and nonlinear optics [237]
AgIn5S8 CVD [(Ph3P)2AgIn(SC{O}Ph)4] Photovoltaic, solar-cell applications [237]
Al(PO3�3 Thermal Al[N(P(O)Cl2)2]3 Ionic exchanger, ionic conductor, [238]

nonlinear optical material
BCN CVD Et3NBH3 High-temperature protective layer [239]

CVD BN3H2(CH2)6 [240]
BaTiO3 Thermolysis Ba2Ti2(C11H19O2)4(�3-OEt)2· Dielectric [44]

(�-OEt)4(OEt)2(EtOH)2

Thermolysis BaTi(OCH(CH3)2)6·C6H6 [241]
Polymeric BaTi(C2H4O2)3·4C2H6O2·H2O [242]

BaZrO3 Sol–gel [BaZr(OPri)5(OH)(PriOH)3]2 Dielectric [243]
CoAl2O4 Sol–gel [CoAl2(OR)8] Ceramic pigment, coating, catalyst [244]
CoFe2O4 Sol–gel [CoFe2(OR)8] Ferromagnetic [245]
CoGa2O4 Sol–gel [CoGa2(OR)8] Ceramic pigment [246]
CoMn2O4 Thermolysis CoMn2(CO3�3 Catalyst [247]
CrCN CVD Cr(NEt2�4 Hard coating [248]
Cr–O–Si Thermolysis (OtBu)3CrOSi(OtBu)3, Ethylene polymerization [249]

(OtBu)2Cr[OSi(OtBu)3]2
CuAl2O4 Sol–gel [CuAl2(OR)8] Catalyst [244]
CuFe2O4 Sol–gel [CuFe2(OtBu)8] Dielectric [245]
CuInS2, CuInSe CVD [{PBu3}2Cu(SEt′)2In(SEt′)2] Solar cell [250]

CVD [{PPh3}2Cu(SEt′)2In(SEt′)2] [251]
CVD [{ER3}Cu(YR′)2In(YR′)2] [252]

E = P, Y = S, Se, R,
R′ = alkyl, aryl

CuMn2O4, Thermolysis CuMn2(CO3�3, CuMn(CO3�2 Catalyst [247]
Cu1�5Mn1�5O4

GaAsxPy Thermolysis Ga2(As, P)Cl3 Semiconductor [253]
GaIn1−xN Pyrolysis [(Br)2In((CH2�3NMe2�] (Et3N)Ga(N3�3 Semiconductor [254]
GdFeO3 Sol–gel [{GdFe(OiPr)6}(HOPri�]2 Magnetic [255]
LaAlO3 Sol–gel LaAl(OiPr)6 Buffer layer for HTc, optical [256]
LiMO2, M = Al, Ga CVD [Li(OCH2CH2OMe)2MMe2]2, Substrate for GaN [257]

M = Al, Ga
LiNbO3 Sol–gel, CVD [LiNb(OEt)6], [LiNb(OtBu)6] Holographic recording material, ferroelectric [258]
MgAl2O4 CVD [MgAl2(OR)8], R= iPr or sec-Bu [259]

Sol–gel [260]
Polymeric route Al2C18H36MgN3O9 [261]
Sol–gel [MgAl2(OPri)8] [262]
CVD [MgAl2 H4(OBut)4] [243]
CVD MgAl2(OiPr)8, MgAl2Me4(OR)4, [263]

R = iPr, tBu

continued
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Material Method Precursor Properties and application potentials Ref.

MgNb2O6 Sol–gel MgNb2(OEt)12 Dielectric [264]
NdAlO3 Sol–gel [NdAl(OiPr)6(HOiPr)]2 Optical [265]
NiAl2O4 Sol–gel [NiAl2(OR)8] Catalyst [244]
NiFe2O4 Sol–gel [Ni(H2O)6] − [FeC](EDTA)H]2·4H2O Magnetic [266]
NiFe2O4 Sol–gel [NiFe2(OtBu)8] [245]
PbTiO3 Thermolysis [PbTi2(�4-O)(OOCCH3�(OCH2CH3�7]2 Dielectric [267]
PbZrO3 CVD PbZr(OtBu)6 Microelectronic, optical [268]
PrAlO3 Sol–gel [PrAl(OiPr)6(HOiPr)]2 Optical [269]
Si3B3N7 Pyrolysis Cl3SiNH2BH3 Monochromator [270]
SiCN Sol–gel [Si(CN2�2]n, [H3CSi(CN2�1�5]n High-temperature material [271]

CVD Si2NH(CH3�6 [272]
CVD Si2NH(CH3�6 Tribological applications [273]

Si1−x−yGexCy CVD Ge(SiMe3�4 Semiconductor [274]
SmFeO3 Sol–gel Sm(Fe(CN)6�·4H2O Catalyst, fuel cell, NO2 gas sensors [275]
SrSnO3, Sr2SnO4 Hydrothermal Sr2Sn(OH)8 Dielectric [276]
SrTa2O6 CVD [Sr{Ta(OEt)5(C7H17N2O)}2] Ferroelectric [277]

CVD [Sr{Ta(OiPr)6]2·2PriOH [278]
SrZrO3 Pyrolysis [SrZrO(C2O4�2·6H2O] Fuel cell, protonic conductor [279]
TaCN CVD Ta(NEt2�5 Interconnecting material for circuit devices [280]

CVD Ta(NEt2�4 Diffusion barrier [204]
TiAl2O5 Sol–gel TiAl2(OiPr)10 Photocatalyst [281]
WCoO4, WnConC, Pyrolysis (�5-C5H5�(CO)3WCo(CO)4 Coating on cutting tools [282]
n = 3
 6

YAlO3 Sol–gel YAl(OiPr)6 Optical [283]
YFeO3 Sol–gel [YFe(OPri�6(PriOH)]2 p-Type semiconductor, ethanol-sensing sensor [284]
YGaO3 Sol–gel [YGa(OPri�6(PriOH)]2 Optical [285]
ZnAl2O4 Sol–gel [ZnAl2(OR)8] Semiconductor [286]
ZnFe2O4 Sol–gel [ZnFe2(OtBu)8] Magnetic storage device, TV deflection units [245]
ZnGa2O4 Sol–gel ZnGa2(OR)8 Semiconductor [287]
ZnIn2S4 CVD Et2In(S2CNEt2�·ZnEt(S2C) Photoconductor [288]
Zr	1−x�SixO2 CVD Zr(acac)2(OSiMe3�2, acac = C5H7O2 High-dielectric material [289]

Zr(acac)2(OSitBuMe2�2, acac = C5H7O2

during hydrolysis and gelation and does not break down into
constituent alkoxides.

Although [MgAl2(OPri)8(PriOH)2] is suitable to produce
stoichiometric powders or films of MgAl2O4 by the sol–
gel process, it is not a convenient precursor for gas-phase
synthesis of spinel particles or films because of its thermal
instability [263, 317]. When this compound is heated under
low-pressure conditions (LP-MOCVD) or stored for long
time periods, the coordinated isopropyl alcohol molecules
are knocked off, creating a coordinative insaturation at
the Mg center. As a result the compound undergoes a
structural change, giving rise to new Mg-Al species such

Al Al

Mg

Al Al
Mg

(a) (b)

Figure 2. Molecular structures of [MgAl2(OPri�8(PriOH)2] (a) and
[MgAl2(OBut�8] (b), precursors to MgAl2O4.

as [Mg2Al3(OPri)13], which do not possess the Mg:Al ratio
ideal for MgAl2O4 [263]. The problem of thermal insta-
bility can be overcome by replacing the isopropoxide lig-
ands with bulkier tert-butoxide ligands. The tert-butoxide
derivative, [MgAl2(OBut)8] [319], contains no coordinated
alcohol molecules (Fig. 2b) and is thermally robust. In
view of the above, it can be used in gas-phase reactions
to obtain stoichiometric spinel films. However, the ther-
mal stability acquired through the introduction of bulky
tert-butoxy ligands (–OC4H9� also imparts a low vapor
pressure and higher organic contamination in the final
material. This necessitates treatment at higher tempera-
tures to remove the residual carbon content, however,
only at the expense of grain growth. Such problems are
typical in the chemical or molecular synthesis of materi-
als and represent an area that has not been investigated
from the viewpoint of (nano)materials chemistry. A proba-
ble solution would be a judicious choice of ligands and/or
novel ligand combinations that undergo a clean stripping
by intramolecular mechanisms, a strategy that is still not
popular in the context of inorganic materials. The princi-
ples of organometallic chemistry permit the engineering of
a new generation of precursors; the designed decomposition
opens up new routes to high-purity nanomaterials at low
temperatures.
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Table 4. Selected single-source precursors for four-component systems and composites.

Material Method Precursor Properties and application potentials Ref.

CuCoMnO4 Thermolysis CuCoMn(CO3�3 Catalyst [247]
SiBN3C Pyrolysis Cl3Si-NH-BCl2 High-temperature protective layer [290]
Si2B2N5C4 Sol–gel BC2Cl5H4Si High-temperature resistant [291]
SrBi2Ta2O9 Sol–gel SrBi2Ta2(OCH2CH2OCH3�18 Fatigue-free ferroelectric [292]
TiSiCN CVD Cp2TiCH2Si(Me2)NSiMe3 Hard material [293]
Ag/SiO2 Sol–gel [AgSCH2Si(Me)(OEt)2][AgCl]3 Electronic [294]
AlxOySiz Thermolysis Al{OSi(OtBu)3}3(THF), Catalyst [295]

Al{OSi(OtBu)3}3(HOiPr)·0�5[Al(OiPr)3]4,
[(iPrO)2AlOSi(OtBu)3]2

BaCeO3/BaO Sol–gel Ba4Ce2O(C11H19O2�4(OiPr)10, Ionic conductor [296]
BaCe2(C5H7O2�(OiPr)9

CeAlO3/Al2O3 Sol–gel [CeAl3(OiPr)12] Automotive catalyst, oxygen storage capacity [297]
Cu/Al2O3 Microemulsion [CuAl2(OiPr)8] Catalyst [298]
Cu/SiO2, CuO/SiO2 Sol–gel [CuOSi(OtBu)3]4 Heterogeneous catalyst [299]
Cu/SiO2 Sol–gel CuCl[PPh2CH2CH2Si(OEt)3]3 Catalyst [194]
ErAlO3/Al2O3 ErAl3(OiPr)12 Optical [300]
HfO2/SiO2 Pyrolysis Hf{OSi(OtBu)3}4 Antireflective thin film coating, catalyst [301]

Sol–gel Hf{OSi(OtBu)3}4 [301]
Ga/Ga2O3 CVD [HGa(OtBu)2]2 Microelectronic, semiconductor [302]
Ge/GeO2 CVD [Ge(OtBu)2]2 Optical, catalytic [143]
Ge/SiO2 Sol–gel Me3GeS(CH2�3Si(OMe)3 Optical [303]
LaAlO3/Al2O3 Sol–gel LaAl3(OiPr)12 Automotive catalyst [256, 297]
NdAlO3/Al2O3 CVD/sol–gel [NdAl3(OiPr)12(HOiPr)] Optical [269]
Ni/Al2O3 Sol–gel [NiAl2(OPri�8] Catalyst, pigment [243]
NiO/ZnO Sol–gel Ni3Zn2(OH)8(CH3COO)2·2H2O Sorbent, catalyst, filter, stuctural material [304]
Ni3Sn4/SnO2 CVD Ni2Sn2(OtBu)8 Catalyst [305]
Os/SiO2 Sol–gel OsCl2	�6-cumene){PPh2CH2CH2Si(OMe)3} Electronic [294]
Pb/PbO2 CVD [Pb(OtBu)2]3 [143]
Pd/SiO2 Sol–gel Pd(C8H22N2O3�2 Catalyst [306]

Sol–gel PdBr2{PEt2CH2CH2Si(OEt)3}2 [294]
PrAlO3/Al2O3 CVD/sol–gel [PrAl3(OiPr)12(HOiPr)] Optical [269]
Pt/SiO2 Sol–gel PtCl3{PPh2CH2CH2Si(OMe)3}2 Catalyst [294]
Re/SiO2 Sol–gel [Re(CO)5{PPh2CH2CH2Si(OMe)3}][BF4] Catalyst [294]
Ru/SiO2 Sol–gel Ru3(CO)10(H){SC3H6Si(OMe)3} Catalyst [294]
Si3N4/SiC Pyrolysis [CH3Si(H)NH]n Mechanical properties [307]
Sn/SnO2 CVD [Sn(OtBu)2]2 Sensing and electric properties [143]
TeO2/SiO2 Sol–gel tBu2Si(OTeCl3�2 Catalyst [308]
TiO2/SiO2 Sol–gel [Ti(OiPr)2(SiOR)2]2 Epoxidation catalyst [309]

CVD (TiX2�2O4(SiBut
2�2 (X = Cl, Br, I) Catalyst, antireflection films [310]

Pyrolysis Ti[OSi(OtBu)3]4 [311]
CVD [tC4H9O]3Si-O-Ti[OtC4H9]3 [312]

V2O5/SiO2 Sol–gel [tBu2SiOV(O)ClO]3, [OV(OSiOtBu)3] Catalyst [308]
Sol–gel OV[OSi(OtBu)3]3 [313]

ZrO2/Al2O3 Sol–gel ZrAl2(OiPr)10 Thermal barrier coatings [314]
ZrO2/SiO2 Pyrolysis Zr{OSi(OtBu)3}4 Antireflective thin-film coating, catalyst [301]

Sol–gel Zr{OSi(OtBu)3}4

ZrO2/Y2O3 Sol–gel [ZrY2(OR)10] Catalyst, optical, high-temperature applications [315]

3.1.2. Case II: Controlled Stoichiometry
and Designed Ligand Elimination

This class of precursors is based on a controlled ligand
elimination pathway. With the use of the principles of
organometallic chemistry, the ligands or combination of lig-
ands in the precursor is judiciously chosen so that stripping
of the organic periphery, which is usually the source of con-
tamination in MDN, is simple and clean (Eq. (3)).

	 	
ABL1L2 −→ A–B + L1 L2 (3)

In the case of Mg-Al heterometal alkoxide precursors dis-
cussed here, the modification of the precursor by the intro-
duction of hydride or alkyl ligands uses the �-elimination
pathway on the metal centers. For example, Kim et al.
have synthesized alkyl-modified derivatives of the general
formula [Mg(�-OR)2AlMe2]2 (R = Pri, But) and success-
fully used them as single sources to deposit stoichiomet-
ric MgAl2O4 films on Si(001) substrates [263]. Both of the
precursors are much more volatile than MgAl2(OR)8 com-
pounds; Mg[(�-OiPr)2AlMe2]2 can be vapor-transported at
room temperature, whereas Mg[(�-OtBu)2AlMe2]2 should
be heated to 60 �C. Veith et al. have designed a more elegant
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strategy in which the terminal alkoxide ligands on Al centers
were replaced by hydride ligands [320] to obtain a hydride-
modified Mg-Al tert-butoxide, [MgAl2H4(OBut)4]. As a con-
sequence of the drastic reduction in the molecular weight,
an enhanced volatility is observed for the modified precur-
sors ([MgAl2(OBut)8], 100 �C; [MgAl2Me4(OBut�4], 60 �C;
[MgAl2H4(OBut�4], 45 �C).

�MgAl2D4	OBut�4�→MgAl2O4+4HD+4H2C C	CH3�2
(4)

Both modification schemes are based on the abstraction
of �-hydrogen (by an incipient carbanion) from the alkoxy
group to eliminate methane ([MgAl2Me4(OBut)4]) or dihy-
drogen ([MgAl2H4(OBut)4]) and isobutene (Eq. (4)). This
phenomenon is well established in organometallic chem-
istry and has been exploited for the deposition of ZnO
and MgO from methyl zinc alkoxide and methyl magne-
sium alkoxide, respectively [233]. Figure 3 shows the ligand
elimination mechanism operative in the alkyl- and hydride-
modified Mg-Al alkoxides. The on-line mass spectral anal-
ysis performed during the chemical vapor deposition of
[MgAl2H4(OBut�4] revealed isobutylene and dihydrogen to
be the only volatile by-products. Veith et al. verified fur-
ther the proposed mechanism by investigating the thermal
decomposition of deuterated compound, [MgAl2D4(OBut)4]
[320]. The observation of a new peak at m/z = 3 instead of
the peak due to molecular hydrogen (m/z = 2) confirmed
the abstraction of �-hydrogen by the terminal deuteride lig-
ands, resulting in the formation of HD. The above example
illustrates that a careful selection of ligands can be used to
design the decomposition behavior of the precursor com-
pound. Since all of the thermolysis products are volatile
organic compounds, “organic-free” nanomaterials can be
obtained at low temperatures.

3.1.3. Case III: Single-Step Formation
of Multiphasic Materials

This class of precursors represents a rather new strategy
where two discrete solid phases can be obtained from a
single molecular species. This approach uses precursors
with unusual stoichiometry or oxidation states. In the first
case, the driving force is often the phase separation from
a metastable matrix to give two or more thermodynam-
ically stable phases, whereas the disproportionation of a
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Figure 3. Ligand elimination mechanism in hydride- and alkyl-modified
Mg-Al tert-butoxides.

metastable precursor is responsible, in the latter case, for
the formation of a composite material. The thermolysis of
alkyl silicon alkoxides (Rx–Si(OR)4−x� to produce SiC/SiO2
composite or that of LaAl3(OPri�12 to form LaAlO3/Al2O3
belongs to the first category, whereas the disproportionation
of a Cu(I) precursor to give Cu(0) and Cu(II) species from
a single source exemplifies the second category. Since these
composites originate from a single chemically homogeneous
source, the different phases are homogeneously interdis-
persed, and it is possible to control their three-dimensional
structures and the grain sizes of the individual phases.

ABmL1L2 −→ A–Bn + Bm−n + L1 + L2

Phase I Phase II (5)

For instance, the Mg-Al isopropoxide, [Mg2Al3(OPri�13]
(Fig. 4), which can be prepared in good yield by reacting Mg
and Al(OPri�3 in refluxing isopropyl alcohol [317], serves
as a unimolecular source to obtain a biphasic oxide-oxide
composite of composition MgAl2O4/MgO [321]. The X-ray
powder diffractogram of the oxide-oxide nanocomposite

2Mg2Al3	OPri�13 −→ MgAl2O4 + MgO↘
Organic by-products Phase I Phase II (6)

obtained from the above precursor shows that both phases
are crystalline (Fig. 5). The TEM image revealed a homo-
geneous biphasic material in which MgO grains are evenly
dispersed in a nanocrystalline matrix of spinel particles.

The current interest in the design of nanomaterials at the
molecular scale is largely driven by the ability of chemical
methods to permit the control of size, shape, and purity,
which ultimately influence the final properties of the nano-
materials. In this context, the use of SSPs is highly favored
to achieve an atomic-scale mixing of the elements in tar-
get nanomaterial. The concept of using a single molecular
source or a molecular building block is derived in principle
from biomolecular, supramolecular, or polymeric structures
where a repetitive arrangement of one or more fundamen-
tal structural units can lead to novel architectures and pro-
perties [33]. However, for inorganic materials, the molecular

Figure 4. Molecular structure of [Mg2Al3(OPri�13]. Reprinted with per-
mission from [317], J. A. Meese-Marktscheffel et al., Chem. Mater. 5,
755 (1993). © 1993, American Chemical Society.
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Figure 5. XRD pattern of MgAl2O4/MgO nanocomposite obtained
from [Mg2Al3(OPri�13] precursor.

building units are intermediates between the extended net-
work and the atoms forming it. Attention is paid to the con-
nectivity between the elements that should be present in the
final material after all of the processing steps have been per-
formed. In other words, the molecular precursor for MDN
provides intermediate control of the process of formation of
large structures.

Some of the salient features and promises of the single
molecular source approach are (i) the possibility of tuning
the metal and organic contents in a molecule according to
the requirements of the material; (ii) low decomposition/
crystallization temperatures, since the metals are already
mixed on a molecular scale and no diffusion of ions is nec-
essary; and (iii) ultrahigh purity of the resulting ceramics
or composites because of the neat decomposition processes
that can be tuned by the appropriate ligand elimination
mechanism. In addition, the use of a single molecular species
avoids phenomena like preferential hydrolysis or crystalliza-
tion during solution processing and selected pyrolysis of one
of the constituents in thermolysis reactions, which are typ-
ical features of a multisource synthesis. A large number of
chemical compounds belonging to different organometallic
groups have been exploited to obtain solid materials of dif-
ferent compositions. The main classes of precursors used in
(nano)material synthesis are presented in Table 5.

One of the major advantages of using metal-organics in
processing new materials is the flexibility of varying both the
organic and metallic parts of the molecular source. In the
case of metal alkoxides, a common problem is their propen-
sity to expand the coordination number at the metal cen-
ter, either by intermolecular association (oligomerization)
or by reaction with adventitious water or oxygen [45, 49–51,
322–326]. This adversely affects their properties, such as
volatility, which is an important feature for their easy trans-
port in the gas phase. A simple approach to preventing this
is to modify the alkoxide precursor with chelating or donor
functionalized ligands, that produces species with coordi-
natively saturated metal centers. Jones et al. have shown
that dimeric Nb and Ta alkoxides can be modified by alkox-
ide groups containing one donor function, such as dimethyl

Table 5. Commonly used precursorsa in the synthesis of (nano)-
materials.

Hydrides/halides MHx , RxMHy , M(BH4�x ,
MHalx , Hal = F, Cl, Br, I

Nitrates M(NO3�x , M(NH4�x(NO3�y ,
M(NO3�x·yH2O

Oxalates, acetates M(HOOCCOO)x , M(CH3COO)x
Alkyls MRx , MRxR′

y

Carbonyls M(CO)x , (CO)xMLy , L = donor ligand
Cyclopentadienylides M(C5H5)x , (C5H5)M(CO)xRy ,

(N3)xM(C5H5N)y
Amides MRx(NH2�y , M(NR2�x , (N3�xM(RN)y
Silanes RxSiLy , L = OR, halide
Silazanes M{N(SiR3�2}x
�-diketonates M(�-dik)x , �-dik = acac, dpm, tmhd, od,

hfac, fod
Alkoxides M(OR)x , LM(OR)x , L = R, O, OH, halide
Siloxanes M(OSiR)x , R3Si-O-MRx , M(R)x(OSiR3�y
Thiolates (selenolates, M(ER)x , E = S, Se, Te

tellurates)
Thiocarbamates M(R2NCOS)x

aM = Metal; R = Me, Et, iPr, tBu, nBu, iBu, Ph, and substituted alkyl or
phenyl groups.

aminoethoxide (OCH2CH2NMe2�, to obtain monomeric
species (Scheme 5) with a 10-fold increase in the vapor pres-
sure (Ta2(OEt)10, 0.075 torr/108 �C; Ta(OEt)4(OCH2CH2·
NMe2�, 0.75 torr/108 �C) [327]. Furthermore, multidentate
ligands can be used to modify the reactivity of alkoxide pre-
cursors, for example, by decreasing the number of hydrolyz-
able (terminal) ligands. The modification of ligand sets not
only alters the physical and chemical properties of the pre-
cursor systems, but also seems to have a pronounced influ-
ence on the properties of the resulting materials. Boyle et al.
have investigated the densification behavior of TiO2 films
obtained with the use of various carboxylic acid-modified
titanium alkoxides in a sol–gel process. The structure of
the Ti–O framework depends on the steric bulk of the lig-
ands and the Ti(OR)4/carboxylic acid ratio [328]. The results
indicate that small nuclearity clusters favored fully dense
materials, which illustrates the relationship between precur-
sor structure and final film properties. If the modification
of precursor is achieved with polymerizable organic ligands
such as methacrylic acid or methyl methacrylate, clusters
capable of undergoing polymerization or cross-linking reac-
tions are obtained. Such organically modified clusters entail
a synergetic combination of the properties typical of each of
the constituents, giving rise to the class of inorganic-organic
hybrid materials [329].
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Another significant advantage of the molecular precursor
approach is the production of metastable materials. Since the
molecule-to-material transformations operate far from equi-
librium conditions, kinetically rather than thermodynami-
cally favored products are formed. Barron et al. have shown
that the easy formation of metastable cubic GaS is deter-
mined by the cubane structure of the precursor compound,
[(tBu)GaS]4, which is preserved under MOCVD conditions.
The structure of the precursor was determined and found to
be identical at 25 and 250 �C by single-crystal X-ray diffrac-
tion and gas-phase electron diffraction studies [149, 330].
Their work on several other gallium thiolates and selenolates
is an elegant effort to elucidate the role of precursor struc-
ture in determining the phase of the material. The different
GaS compounds (Scheme 6) were found to produce differ-
ent solid-state phases in the films deposited by their chemical
vapor deposition), which may be related to the symmetry of
the core structures. For example, chemical vapor deposition)
of the dimer [(But�2Ga(SBut�]2 (I), possessing a Ga2S2 core
of C2v symmetry, yields poorly crystalline hexagonal GaS.
On the other hand, the highly symmetrical Ga4S4 core of
[(tBu)GaS]4 (II) provides a template for a high-symmetry
solid phase (cubic GaS). In a similar manner, the lack of
any but C3 symmetry in heptameric [(tBu)GaS]7 (III) should
result, if the core is retained during the deposition, in an
amorphous film. The Ga7S7 core of [(tBu)GaS]7 has a C3
axis with no possibility of ordered close packing. Thus, dur-
ing CVD a random array of Ga and S atoms is incorporated
into the film. Indeed, an amorphous film is obtained when
[(tBu)GaS]7 is used in the MOCVD process [18].
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Furthermore, the SSPs can facilitate the formation of
those ceramic materials (e.g., nitrides) whose syntheses are
severely constrained by the reaction conditions. Transition
metal nitrides possess free energies of formation that are
extremely less favorable than corresponding oxides, princi-
pally because of the tremendous strength of the N N bond
(227 kcal mol−1� relative to O2 (119 kcal mol−1�. Conse-
quently, the preparation of [MNn] from the respective ele-
ments is entropically disfavored at the high temperatures
necessary to ensure sufficient diffusion rates. In this case, the
metal amides, given the covalent nature of metal–nitrogen
bonds, act as convenient SSPs to obtain metal nitride phases
at low temperatures.

Given the importance of molecular chemistry routes in
the synthesis of nanomaterials, the challenge is to develop
synthetic rationales for a customized assembly of molecular
building blocks from the fundamental components (metals
and ligands) that would facilitate a prefabrication of suit-
able precursor to any desired nanomaterial. However, it

would be overly simplistic to assume that a single molecu-
lar source is the only structure from which target material
can be obtained. Given the versatility and development of
synthetic chemistry, the range of potential molecular struc-
tures that can be used to obtain new materials and nano-
materials appears to be unlimited. A major bottleneck in
this regard is the fact that molecular control of materials
is not a predictive science, and it is difficult to anticipate
the phase structure of the resulting solid from the knowl-
edge of the precursor design. Most of the work performed
to demonstrate the strength of molecular chemistry meth-
ods in achieving better control over the phase purity and
composition of the materials is based on an explanation with
hindsight, achieved after the experiment was concluded. In
this context, there is an urgent need to develop an under-
standing of the precursor-material relationship based on the
mechanism of precursor decomposition and the structural
and chemical factors that govern (or disfavor) molecular
control over the process of material formation. The ability
to answer the question, Can the molecular structure of the
precursor species influence the phase of the final solid prod-
uct? is the driving force for the current quest for SSPs to
nanoscale materials.

Despite the potential advantages of metal-organic precur-
sors as molecular sources for the low-temperature synthesis
of nanomaterials, their application to most of the materi-
als is limited because of the unavailability of compounds
containing all of the phase-forming elements in a single
source. In most of the cases, the selection of a suitable pre-
cursor is dictated by the requirements of the material and
the synthesis methods. Subject to the processing conditions
(solid, solution, or gas phase), the inherent properties of
the precursor can impose limitations on the building-block
approach. For example, the pyrophoric nature, poor solubil-
ity, and extremely low vapor pressure of a compound can
limit its application in solid-state, liquid, and gas-phase syn-
thesis, respectively. The other related and equally impor-
tant parameters are the stability of the molecular framework
and stoichiometry of the cations. The fact that the con-
struction of metal-organic species (e.g., alkoxides, amides,
metal-metal bonded clusters, etc.) is based on the princi-
ples of charge neutrality and electron count limits the choice
when precursors to nonstoichiometric compounds or doped
materials are sought.

To understand what precursor chemistry implies, the iso-
lation and characterization of preceramic aggregates are
necessary, because similar molecular building blocks can
arrange themselves in different ways to produce compounds
with different metal stoichiometries. For example, hetero-
metal alkoxides are invariably formed in a mixture of con-
stituent alkoxides; however, a simple mixing of two alkoxides,
M(OR)x and M′(OR)y , is no guarantee of the formation of
a single precursor species MM′(OR)x+y mainly due to the
structure potential (I, II, and III, Scheme 7) of alkoxide lig-
ands. As a result, in addition to the desired precursor, sev-
eral other compounds may be present in an uncharacterized
precursor mixture, depending upon the chemical require-
ments of the individual components and reaction conditions.
For example, Ba and Zr(Ti) alkoxides can combine in dif-
ferent ways to produce mixed-metal Ba-Zr(Ti) clusters with
different structures and metal ratios [331]. Of course, the
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formation of a particular framework is subject to the chem-
ical nature (neutral or anionic) and steric profile of the
ligands. Some examples of alkoxide clusters based on dif-
ferent Ba:Zr(Ti) ratios are shown in Figure 6. As a conse-
quence of this combinatorial effect, the synthesis of BaZrO3
from a mixture of Ba and Zr precursors was associated
with traces of Ba and Zr phases or their products in the
final ceramic material, whereas BaZrO3 could be selec-
tively synthesized from the single-source Ba-Zr precursor
[BaZr(OH)(OPri�5(PriOH)3]2 (Eqs. (7) and (8)) [332].

�Ba	OBut�2�n + Zr	OBut�4

−→ BaO + ZrO2 + Ba2ZrO4︸ ︷︷ ︸
Minor products

+ BaZrO3 (7)

�BaZr	OH�	OPri�5	PriOH�3�2 −→ BaZrO3 (8)
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To act as a suitable chemical source for material synthesis,
the precursor compound should fulfill a set of requirements.
The basic criteria for designing and synthesizing a metal-
organic precursor are

• Simple and scalable synthesis
• High purity and purifiability by sublimation or distillation
• Easy handling and long shelf life
• Clean decomposition behavior

(a) (b)

(c) (d)

Figure 6. Molecular structure of different Ba-Zr(Ti) alkoxide clusters:
(a) [BaZr2(OBut�10] (Ba:Zr = 1:2), (b) [Ba2Zr(OBut�8(HOBut�2(THF)]
(Ba:Zr = 2:1), (c) [BaTi3(OPri�14] (Ba:Ti = 1:3) and (d) [BaZr(OPri�5·
(OH)(HOPri�3�2 (Ba:Zr = 1:1). Reprinted with permission from [23],
M. Veith, J. Chem. Soc., Dalton Trans. 2405 (2002). © 2002, Royal Soci-
ety of Chemistry.

• Must not form stable residues
• Decomposition at low temperatures
• No(?) chemical hazards (nontoxic and noncorrosive by-

products).

In addition to the above attributes, metal-organics should
meet the following requirements to be SSPs:

• Appropriate element ratio compatible with the target
material

• Sufficient stability of the molecular framework to sur-
vive different experimental conditions (e.g., thermolysis
and hydrolysis)

• Low molecular weight and low nuclearity to achieve
acceptable vapor pressure

• Predefined reaction/decomposition chemistry
• Minimum heteroatom content in the ligands used to

build or stabilize the molecule.

Further properties of a “tailor-made” precursor are sub-
ject to the nature and condition of the processing methods.
These specific criteria, for example, can be high vapor pres-
sure, a large temperature window between evaporation and
decomposition, and thermal lability for the methods involv-
ing gas-phase decomposition, whereas high solubility, sta-
bility in solution (no dissociations or rearrangements), and
high reactivity are of interest for solution-based transforma-
tion. It must be pointed out that all of these conditions are
seldom met in a single molecular species, and the quest for
an “ideal” precursor is responsible for the rapidly increasing
chemistry–material science interface.

Although a wealth of information on the synthesis and
characterization of inorganic molecular derivatives is avail-
able, a continuous input based on new synthetic principles
and reaction chemistry is desired to discover a provisional
and plausible sequence of transformation that will con-
vert a starting configuration (molecular precursor) into the
desired final state (nanomaterial). The current approach
of using molecular building blocks to grow nanomaterials
is backward chaining, where the role of precursor chem-
istry in determining the structure and purity of the syn-
thesized material is analyzed in a retrosynthetic manner.
The concept of designing molecular precursors to mimic
and act as preforms for known solid-state structures is still
in its infancy and needs a systematic exploration to eluci-
date the potential of this methodology in terms of obtaining
device-quality materials with improved performance when
compared with materials obtained by conventional routes.
Furthermore, the diversity of molecular structures and struc-
tural motifs available to synthetic chemists acts as a pointer
for future research dealing with the synthesis of inorganic
materials with unusual structures, new compositions, and
possibly unknown properties.

4. METHODS FOR MOLECULE-TO-
MATERIAL TRANSFORMATION

The chemical methods commonly applied to the synthe-
sis of nanomaterials involve reactions in different phases:
solid (mechanical attrition, mechanochemical synthesis,
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sonochemical treatment), solution (sol–gel, coprecipita-
tion, hydrothermal synthesis, electrochemical, micro(nano)-
emulsion and polymeric precursor methods), and gas
(chemical vapor deposition, aerosol synthesis, atomic layer
deposition). The methods described in the following sec-
tion are only a subset of the wide variety of chemical routes
being investigated for the preparation of nanomaterials.
The underlying criterion for the selection of these chemi-
cal methods is the fact that either they rely on the availabil-
ity of molecular chemical compounds as precursors or the
inherent advantages of the method(s) are fortified by the
use of metal-organic precursors. There has been no attempt
to be comprehensive, but we have tried to provide an over-
all picture of the developments in material synthesis from
chemical methods.

4.1. Sol–Gel Process

The sol–gel technique refers to a room-temperature chem-
ical route that is used for preparing oxide materials by
the hydrolysis of metal-organic compounds (particularly
metal alkoxides) carried out under controlled pH, amount
of water, and alkoxide concentration [333]. The process
involves initially a homogeneous solution of metal alkoxide
derivatives such as M(OR)x or MM′(OR)x+y , which is “acti-
vated” by a careful hydrolysis to initiate inorganic polymeri-
zation reactions that produce species containing M–O–M
or M–O–M′ linkages [194]. The fundamental reaction in
the hydrolysis of metal alkoxides is a nucleophilic substitu-
tion (SN2) that involves a nucleophilic addition of an OH−�

group to the electrophilic metal center (M+�). As a result,
the coordination number of the metal atom is increased in
the transition state, which leads to the migration of a pro-
ton toward an alkoxy group, consequently knocking off the
protonated ROH ligand (Scheme 8).
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The metal species bearing a terminal hydroxy group react
with other species in the solution to form oligomeric struc-
tures linked by oxo- or hydroxo- ligands, which can be
transformed into polymeric gels by aging. The polymer-
ization reactions and the subsequent drying and thermal
treatments result in the elimination of water (oxolation)
and alcohol (alcoholation) to finally produce a solid mate-
rial (Scheme 9). These modified molecular entities arrange
themselves via hydrolysis and cross-condensation reactions

to form oxo- or hydroxo-macromolecular networks, thus
favoring the gelation process.

Scheme 9.

The stage where the molecular structure of the precur-
sor is no longer reversible is called a sol–gel transition. The
gel is an elastic solid filling the same volume as the solu-
tion; it shrinks upon drying to give a rigid oxide skeleton
with interconnected porosity that can be tailored in terms of
size, shape, and volume. The natural drying of gels results in
xerogels, whereas removal of the solvent under hypercritical
conditions (without disturbing the gel structure) produces
aerogels [334]. A schematic representation of the various
steps of the sol–gel processing is given in Figure 7.

The partially hydrolyzed alkoxides can be viewed as
molecular building blocks for the development of sol (par-
ticulate) or gel (polymeric), which can be used to obtain
films by spin- or dip-coating and spray methods. Modifying
the alkoxide precursors with less hydrolyzable or polymer-
izable groups can chemically control the condensation reac-
tions [37, 335, 336]. Finally, the chemical reactivity of metal
alkoxides toward nucleophilic reactions mainly depends on
the strength of the nucleophile, the electrophilic character of
the metal atom (an electronegativity-related property char-
acterized by the positive charge on the metal atom), and its
ability to increase the coordination number N : the degree
of unsaturation at the metal center can be simply expressed
by the difference N −Z, where N is the coordination num-
ber usually found in the oxide and Z is the oxidation state.
A comparison of these values for some tetravalent metal
alkoxides is made in Table 6. The above facts underline the
critical role of the precursor chemistry when materials are
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Table 6. A comparison of electronegativity, ionic radius, and preferred
coordination number in some tetravalent metal alkoxides.

Alkoxide Electronegativity (�) Ionic radius (Å) Oxide N N − Z

Si(OPri)4 1.74 0.40 SiO2 4 0
Sn(OPri)4 1.89 0.60 SnO2 6 2
Ti(OPri)4 1.32 0.64 TiO2 6 2
Zr(OPri)4 1.29 0.87 ZrO2 7 3
Ce(OPri)4 1.17 1.02 CeO2 8 4

synthesized from chemical methods, but at the same time it
offers the possibility of chemical control over the molecule-
to-material transformation process.

The main advantages of sol–gel processing are easy con-
trol over the microstructure of the material from the earliest
stages of the processing, higher purity, low or high porosity,
and greater homogeneity. In addition, it allows facile syn-
thesis of homogeneously doped systems, biphasic nanocom-
posites [337, 338]. In terms of economic potential, net-shape
casting, extrusion, and coatings on large and complex sur-
faces are the major engineering advantages [194]. On the
other hand, the long processing times, costs of the precur-
sors, large shrinkage, production of volatiles, and fragmen-
tation of the green body due to internal stresses are some
of the limitations associated with this technique.

4.2. Microemulsion Technique

Microemulsions are transparent, isotropic dispersions of oil
and water (two immiscible liquids) stabilized by the presence
of carefully adjusted emulsifier(s) (surfactant molecules that
can be cationic, anionic, or neutral), which are located at the
interfaces between oil and water domains [339] (Scheme 10).
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Scheme 10.

This systems are clear and thermodynamically stable, and
they are prized for their stability and small particle size. The
use of microemulsion technique in the synthesis of nano-
particles is based upon the use of two nonmiscible phases
homogenized with the help of surface-active agents, ligands,
and/or polymers, for assisting the growth of nanocrystals in
small water droplets homogeneously entrapped in a hydro-
carbon solvent. The most common examples are the water-
in-oil (W/O) and the oil-in-water (O/W) micro-emulsions, as

shown in Scheme 10. The important properties are governed
mainly by the water-to-surfactant molar ratio. Typically, the
droplets are spherical and have a small polydispersity, in
terms of size. The radii of the drops are usually one to four
times the thickness of the surfactant film.

The reverse micelle technique is suitable for tailoring small
and uniform nanoparticles of discrete nanoscaled oxides
or hydroxides with controlled size distribution (<10 nm)
[244, 340–351]. The principal advantage of the method is
that the concentration of metal-organic in the water droplets
is very high, so that the reaction easily forms particles that
are gelled throughout. This method has been used to pre-
pare spherical submicrometer particles of titania, zirconia,
and alumina [352]. However, a controlled formation of oxide
materials is subject to the reactivity of the starting mate-
rial with water and the reaction parameters, which actually
determine the size and agglomeration effects in the final
powder. As a consequence, the results can be different for
similar precursors. For example, in the microemulsion-based
hydrolysis of titanium, alkoxides have yielded uncontrolled
aggregation and flocculation [353]; however, TiO2 particles
with diameters less than 10 nm were prepared by controlled
hydrolysis of titanium iso-propoxide in reverse micelles of
sodium bis(2-ethylhexyl)sulfosuccinate–hexane–water [354].
Similarly, transition metal aluminum heterometal alkoxides
of the general formula MAl2(OR)8 have been successfully
used to perform a size-selective synthesis of nanocrystalline
MAl2O4 spinels (Scheme 11).

H2O SSP

Microemulsion

MAl2(OR)8

Spinel Particles

Scheme 11.

The emulsion method provides a physical means of con-
trolling particle size and shape while still exploiting the
advantages of sol–gel processing. The principal limitation
of emulsion methods is that the emulsion structure is not
at thermodynamic equilibrium and should be stabilized by
the addition of surfactants that lower the interfacial ten-
sion between the phases and decrease the rate at which
the droplets coalesce. Furthermore, the surfactant molecules
have large molecular weights, and even a small amount of
unremoved (uncracked) surfactant can result in significant
organic contamination in the ceramic material.

4.3. Colloidal and Polymeric Routes

A well-known approach to the synthesis of multicomponent
oxide powders is based on Pechini-type methods where the
metal ions present in an aqueous solution are complexed
with the help of organic ligands to form polybasic chelates
[355–357]. This method generally allows for the use of read-
ily available reagents such as oxides, carbonates, or nitrate
as cation sources, with the added advantage that it requires
no special apparatus or atmosphere control. The commonly
used ligands are �-hydroxycarboxylic acid (e.g., citric acid,
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HOC(CH2COOH)2–COOH). The polyhydroxy-metal com-
plex, when treated with a polyfunctional alcohol (e.g., ethy-
lene glycol, HOCH2CH2OH), undergoes a polyesterification
reaction with the concurrent formation of a water molecule
and the formation of a mixed-cation precursor (Fig. 8).

A number of variations of this methodology are used
to obtain stoichiometric powders, with the use of different
chelating reagents like citric acid, tartaric acid, glycol, acrylic
acid, etc. The common idea is to achieve an atomistic dis-
tribution of the cations within the polymer resin. The uti-
lity of the method relies on the chemical bonding of the
cations to the polymer chains (Fig. 8). It is assumed that
various cations are homogeneously mixed with little or no
segregation of the components, and the rigid transparent
glassy mass is a “single” preceramic precursor [356]. The
organic molecules used as a complexing aid not only func-
tion as chelating agents and a resin vehicle but also provide
combustion heat for calcinations; however, excess organic
content can have a negative effect by raising the temper-
ature too high during calcination. Moreover, the composi-
tion of the polymeric precursor is important for the final
agglomerate morphology and particle size because when
compared with a dense resin, a foamy, voluminous precursor
is expected to produce loosely bound aggregates. Although
these methods claim the advantages of molecular-level mix-
ing and the formation of mixed-metal polymeric precursors,
evidence is not always available. However, the characteriza-
tion of a Ba-Ti precursor to BaTiO3 (Pechini method) by 13C
NMR spectroscopy indicates that the coordination of Ba and
Ti in the mixed-metal complex remains unchanged at both
solution and resin stages. Nevertheless, this approach rep-
resents a low-temperature route to multicomponent mate-
rial. For example, nanocrystalline yttrium aluminum garnet
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Figure 8. Illustration of the formation of mixed-cation precursor in
Pechini-type processes.

(Y3Al5O12� could be obtained at 1000 �C, compared with
the 1600 �C required for the solid-state reaction [358–360].
In an another example, the refractory mixed oxide calcium
aluminate (CaAl2O4� was prepared in high purity at 900 �C,
whereas the solid-state reaction between calcia (CaO) or
calcium carbonate (CaCO3� requires temperatures in excess
of 1400 �C to complete the reaction, which still contains
undesirable CaAl4O7, Ca12Al14O33, and unreacted starting
materials [361]. Further advantages of the Pechini-type syn-
thesis are the ability to prepare complex compositions,
homogeneous mixing of the cations, and easy scalability.

Another strategy for the in-situ formation of single molec-
ular species as precursors utilizes the complexing abili-
ties of triethanol amine (N(C2H4OH)3� and ethylene glycol
(C2H4(OH)2�. This concept has been put forward as an inex-
pensive alternative to metal-organic precursors but is sim-
ilar to the Pechini-type methods; the molecular structure
of these alkoxide precursors remains ambiguous because
of the lack of appropriate characterization. For example,
Laine et al. have synthesized a precursor to Mg-Al spinel
[362, 363] by heating Al(OH)3, MgO, and a stoichiomet-
ric amount of N(C2H4OH)3 in ethylene glycol. A plausible
ionomer-like structure (Fig. 9) based on the mass spectral
and NMR data [362] was proposed for the precursor com-
pound wherein magnesium ion is encapsulated by a TEA
molecule bridging two alumatrane units [364]. Following
this approach, single precursors to mullite (Al6Si2O13� and
cordierite (Mg2Al2Si5O18� have been developed and used to
synthesize high-purity phases [362].

The other commonly used solution method for the syn-
thesis of multicomponent oxide ceramics is coprecipitation
reactions producing a “mixed” precipitate comprising two
or more insoluble species that are simultaneously removed
from solution. The precursors used in this method are
mostly inorganic salts (nitrate, chloride, sulfate, etc.) that
are dissolved in water or any other suitable medium to form
a homogeneous solution with clusters of ions. The solution
is then subjected to pH adjustment or evaporation to force
those salts to precipitate as hydroxides, hydrous oxides, or
oxalates [365–367]. A careful control of pH is important
for achieving a quantitative precipitation because the pre-
cipitating species is a product of the neutralization reaction
between the inorganic precursor and the base. The crystal
growth and their aggregation are influenced by the concen-
tration of salt, temperature, the actual pH, and the rate
of pH change. After precipitation, the solid mass is col-
lected, washed, and gradually dried by heating to the boiling
point of the medium. The washing and drying procedures
applied for coprecipitated hydroxides affect the degree of
agglomeration in the final powder and must be considered
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when nanosized powders are the intended product. Gener-
ally, a calcination step is necessary to transform the hydrox-
ide into crystalline oxides. Although the precipitate is not
structurally characterized, the association of ions to form
mixed-metal hydroxides (e.g., MgAl2(OH)8 for MgAl2O4�
offers the advantages of molecular-scale mixing of the com-
ponents. This strategy is a commercially viable alternative
method for obtaining high-quality oxide powders; however,
the method is plagued by the problems of contamination due
to anionic ligands (halides, nitrates, etc.), which are detri-
mental to the material properties if not removed during the
calcination steps. In addition, an incomplete precipitation
of one of the ions can lead to phase segregation or non-
stoichiometric products. In most of the binary, ternary, and
quaternary systems, a crystallization step is necessary, which
is generally achieved by calcinations or, more elegantly, by
a hydrothermal procedure in high-pressure autoclaves.

A large number of reports are available on the synthe-
sis of ultrafine oxide powders (Fe3O4 [368], ZrO2 [369],
BaTiO3 [340], NiTiO3 [370], MnFe2O4 [371], ZnAl2O4
[372], oxide-oxide composites CeO2/ZrO2 [373], and bio-
material [Ca5(PO4�3(OH)]2 [374]) by coprecipitation reac-
tions. Nanocrystalline yttria-stabilized zirconia (grain size <
100 nm), consolidated and sintered to a nanostructured
ceramic has been prepared by coprecipitation reactions
[375]. Figure 10 shows the scheme employed to produce
BaTiO3 nanopowders from a barium titanyl oxalate precur-
sor, BaTiO(C2O4�·4H2O.

The advantages of coprecipitation reactions are (i) the
homogeneity of component distribution, (ii) the relatively
low reaction temperature, (iii) the fine and uniform par-
ticle size with weakly agglomerated particles, and (iv) the
low cost. However, these reactions are highly susceptible
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+

Drying & calcination
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Figure 10. A schematic of various steps involved in the preparation of
BaTiO3 by a coprecipitation technique.

to the reaction conditions, and, because of incomplete pre-
cipitation of the metal ions, control over the stoichiometry
of the precursors is rather difficult to achieve. In addition,
the coprecipitation reactions are not suited for certain
oxides/hydroxides, for instance, in the case of amphoteric
systems.

4.4. Solvothermal Synthesis

Solvothermal processes can be defined as chemical reac-
tions or transformations in a solvent under supercritical con-
ditions [36, 376]. The specific physico-chemical properties
of solvents near such a pressure-temperature (100 MPa,
300 �C) domain can markedly improve the diffusion of chem-
ical species [377]. These processes are used to synthesize
new materials (meta-stable phases) as well as to develop
new processes for obtaining functional materials and the
shaping of materials, for example, monodispersed nano-
sized particles [378–380]. Although water is largely used
as the reaction medium (hydrothermal synthesis) in most
solvothermal reactions, several nonaqueous solvents (e.g.,
ammonia, hydrazine, alcohols) have been investigated for
the preparation of different materials [381]. The first step
of a hydrothermal reaction is either a sol–gel precipitation
or a coprecipitation process, the precursors mostly being
alkoxides, nitrates, chlorides, or sulfates, which are first dis-
solved in a suitable medium or water to form a homoge-
neous solution. Typically, sol–gel or coprecipitation-derived
precipitates are amorphous in nature, which are hydrother-
mally treated in Teflon-lined steel autoclaves at constant
temperature to induce crystallization (Scheme 12). Finally,
the crystallized powders are repeatedly washed and dried at
room temperature. Hydrothermal synthesis does not require
expensive precursors and apparatus. Moreover, it is possi-
ble to predict the optimum synthesis conditions by theoret-
ical methods based on electrolyte thermodynamics. One of
the peculiar advantages of the hydrothermal synthesis is that
besides the synthesis of inorganic materials, it is also possible
to synthesize new crystalline precursors that can be struc-
turally characterized. For example, a new hydroxo-stannate,
Sr2Sn(OH)8, has been obtained from hydrothermal studies
of the SrO-SnO2 system. The compound acts as a single
source for SrSnO3 (<700 �C) and Sr2SnO4 (>900 �C) [382],
subject to the thermal treatment.

Scheme 12.
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Solvothermal methods offer a simple, direct, and low-
temperature route for obtaining nanometric particles with
narrow size dispersions and represent an alternative to cal-
cinations for promoting crystallization under milder tem-
peratures. Another feature of the hydrothermal treatment
performed under near-supercritical conditions concerns the
morphology of the materials that can be governed by moni-
toring temperature, pressure, reaction time, and the nature
of the solvent. The easy access to the shaping of materi-
als (crystal growth, preparation of fine microcrystallites) and
low crystallization temperatures make hydrothermal synthe-
sis an attractive method for producing submicrometer par-
ticles with a narrow size distribution, avoiding the firing
steps required in sol–gel processing; however, interest in
this method is limited compared with sol–gel methods. The
drawbacks include the trial-and-error nature of the method
to understand the chemical reactivity of supercritical fluids,
which governs the course of the hydrothermal synthesis and
consequently the composition, structure, and morphology of
the nanomaterial. There are many experimental variables,
like composition of the starting mixture (stoichiometric or
not), choice of reagents, temperature, reaction time, and per-
centage fill of the reaction vessel. In addition, it remains
difficult to predict the outcome of new reactions. Further-
more, observation of the reaction course is difficult because
the reaction takes place in a sealed vessel. The future of
hydrothermal processing for nanocrystal growth and materi-
als synthesis requires lower pressure and temperature, which
will facilitate in-situ observation of the reaction. Finally, the
use of molecular compounds as stoichiometric synthons can
substantially augment the advantages of solvothermal routes
to produce nanopowders with high crystallinity and regular
morphology.

4.5. Chemical Vapor Deposition

The acronym MOCVD designates a gas-phase process in
which metal-organic compounds (precursor) are converted
into a solid film by their decomposition on a hot substrate
[383–386]. In addition to the four important parameters (i.e.,
temperature, deposition time, pressure, and surface speci-
ficity), the chemical nature of the precursor substance is of
paramount importance in determining the quality of the film
in terms of homogeneity, morphology, and contamination.
The film growth involves the conversion of atoms and/or
molecules in the gas phase into atoms or molecules at the
surface of the film, which can then be incorporated into it [52,
387]. This process takes place by adsorption of the gas-phase
species on the substrate surface. Depending upon the inter-
actions of the adatoms with the surface, the surface adsorp-
tion can be physical (essentially van der Waals interaction)
or chemical (covalent linkage between the molecule and the
surface) in nature. The adsorbed molecules may wander on
the surface and react with other surface species to form
the solid deposit. The mobility of surface species is largest
on metallic and semiconducting surfaces, where bonding is
not very directional. In the case of dielectrics, the highly
directional covalent bonds tend to hold the chemisorbed
molecules, thereby limiting their mobility. The volatile
by-products released in the gas-phase decomposition, colli-
sion, and surface reactions can be removed in vaccum and

analyzed on-line by infrared spectroscopy or mass spectrom-
etry to control the decomposition process as well as to eluci-
date the thermal decomposition of the precursor molecule.
In a simplified view of the surface, it is assumed that there are
a fixed total number of reactive sites upon which an incom-
ing atom (“adatom”) or molecule can adsorb. Once a site
is occupied, a second molecule will not adsorb on it. This
is equivalent to the assumption that the number of atoms
adsorbing is equal to those desorbing, if no reaction is tak-
ing place. The number of atoms or molecules adsorbing on
the surface is proportional to the concentration of the gas-
phase species or, in other words, equivalent to the partial
pressure. Some of the fundamental processes occurring dur-
ing the CVD of a metal-organic compound are depicted in
Figure 11.

Since the conversion of an organometallic precursor to a
useful thin film involves stripping most of the coordinated lig-
ands, a well-understood decomposition chemistry is a prereq-
uisite. The efficiency of the CVD process depends crucially
on ligands that decompose by way of chemically productive
pathways and with a low activation barrier. The precursors
based on ligands with complex concomitant fragmentation
reactions usually lead to the incorporation of heteroatoms
such as C, B, N, O, or Si [383–386]. Furthermore, the intact
vapor transport of the molecular precursor is highly essen-
tial to control over the process. The thermal instability or
dissociative tendency of the precursor can initiate a cascade
of reactions leading to nonideal geometry or undesirable
deposits [305].

5. MOLECULAR CLUSTERS
AS BUILDING BLOCKS TO
NANOPARTICLES AND
NANOSTRUCTURED FILMS

5.1. One-Component Systems (Ex)

The nanoparticles (NPs) and nanostructured films of dif-
ferent metallic elements (Fe, Co, Ni, Cu, Ge, Ag, Au, Pd,
Pt, Ru, etc.) have been the focus of intense research in
recent years (Table 1) [12, 13, 386, 388]. A large number
of methods have been devised for a controlled and size-
tunable synthesis of colloidal nanoparticles. A variety of solu-
tion chemical methods such as laser pyrolysis and thermal
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Figure 11. Fundamental processes active in the CVD process.
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decomposition of organometallic compounds have recently
been used to generate nanostructured materials [389, 390].
Fendler and Meldrum have reviewed the colloidal methods
applied to generate nanostructured materials [391]. In terms
of size selectivity and standardized procedures, this area has
reached a certain level of maturity, due in particular to the
large number of methods applied and efforts dedicated to
the synthesis of monodisperse metal nanoparticles. However,
the following section contains only selected examples that are
related or show a close relevance to the scope of this article.

One general scheme for preparing nearly monodisperse
(standard deviation, <5%) 3d transition metal nanoparticles
relies on producing a single short nucleation event followed
by slower growth on the nuclei formed. This is best achieved
by introducing thermally unstable, zero-valent metal precur-
sors, usually carbonyl compounds (e.g., Fe(CO)5, Co2(CO)8
[392, 393], Ni(CO)4 for Fe, Co, and Ni NPs), into a hot solu-
tion containing colloidal stabilizers (Scheme 13) [394–396].
Alternatively, the metal precursors (e.g., acetates, halides)
can be reduced by appropriate reagent (e.g., hydrides,
polyols) to the elemental form [397, 398]. Metal carbonyls
are interesting SSPs for the preparation of metallic nano-
particles and thin films (Table 1) because the metals within
these compounds are formally in the zero-valent state and
the departing CO ligand is by itself a stable noncondens-
able gas. For this reasons, thermolysis, even in the absence
of a reducing environment, can, in principle, produce high-
quality metallic films or nanoparticles. The as-produced
metal nanoparticles can be collected and consolidated to
obtain nanopowders of metals. Alternatively, they can be
capped with appropriate passivating agents to obtain stable
colloids or can be incorporated within the pores of meso-
porous organic or inorganic matrices to obtain composite
materials (Scheme 13). Furthermore, a number of metal car-
bonyls are reasonably stable under ambient conditions and
possess sufficient volatility to be transported in the vapor
phase at relatively low temperatures. The volatility and stabil-
ity of carbonyl compounds depend upon their nuclearity and
can be altered through the stabilization of the metal center
via donor ligands. Both simple and modified metal carbonyl
precursors (Table 5) have been used in the CVD process
to deposit metallic films of a huge number of metals (CVD
BOOK).

Scheme 13
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Although the choice of metal precursor is commonly based
on the ease of handling and ready availability of the start-
ing material, a judicious choice may nevertheless affect the
process parameters. For instance, the size of NPs in the case

of thermal or sonochemical reduction of metal sources can
be controlled by adjusting the temperature and precursor-
to-surfactant ratio, whereas the chemical reduction of metal
ions (minimum two sources) is additionally subject to the
influence of the concentration of the reducing agent and the
kinetics of the reduction (e.g., a fast reduction step will pro-
duce a large number of nuclei). The presence of inert atmo-
sphere and surfactant is necessary to avoid the oxidation of
NPs, which otherwise results in the isolation of metal oxide
particles [399]. The adsorbed surfactant molecules provide
a dynamic organic shell that mediates growth, stabilizes the
particles in solution, and limits oxidation after synthesis. The
chemical strength of NP-surfactant interaction can also be
used to monitor the size; for example, a combination of tight
(e.g., long-chain carboxylic acid that binds strongly because
of the strong affinity of metal for oxygen) and weak (e.g.,
tri-octyl or butyl phosphines) binding surfactants will favor
slow and rapid growth, respectively. Although weak binding
surfactants are important in mediating the growth of NPs,
the surfactants that remain coordinated to the metal sur-
face upon the isolation of NPs are the ones that bind tightly.
Similarly, the steric profile of the surfactant molecules can
be changed to tune the NP size. Furthermore, the surfac-
tant can be exchanged for surfactants of different length or
chemical functionality. In the case of transition metal NPs,
the carbonyl decomposition methodology is scalable to large
quantities for the production of magnetic fluids [400, 401].
With the use of molecular precursors, metal nanoparticles
can be synthesized with a very narrow size dispersion that
allows investigation of the scaling effect on the fundamen-
tal properties of the material. For instance, the magnetiza-
tion data on cobalt nanoparticles of different sizes clearly
show that the saturation magnetization decreases with the
decreasing particle size (Fig. 12) [402, 403]. The coercivity
Hc, the field required to reverse the magnetization, decreases
with decreasing nanocrystal size, as seen in M versus H loops
measured at 5 K (Fig. 12) for a series of hcp Co nanoparticles
[401].

Figure 12. Magnetization versus applied field hysteresis (M vs. H)
loops of cobalt NPs of different sizes. Reprinted with permission from
[401], C. B. Murray et al., MRS Bull. 26, 985 (2001). © 2001, Materials
Research Society.
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Suslick et al. have introduced the sonochemical reactions
of volatile organometallic compounds as a general approach
to the synthesis of nanophase materials [404]. The chemical
effects of ultrasound result from acoustic cavitation, the for-
mation, growth, and implosive collapse of bubbles within a
liquid. The collapsing bubbles generate localized hot spots
(T ≈ 5000 K) where molecular species decompose, and the
resulting metal atoms agglomerate to form nanostructured
metals that are often amorphous. A variety of metals,
alloys and carbides have been produced using this approach
[405]. A scanning electron micrograph of amorphous nano-
structured iron obtained by the sonication of iron pentacar-
bonyl (Fig. 13) shows agglomerated nanometric particles
(ca. 20 nm), which were shown by transmission electron
microscopy to consist of smaller (4–6 nm) nanocrystals.

Thin films of Fe [406], Ru [407], and Os [407] have been
formed by thermal decomposition of metal pentacarbonyls.
Since pentacarbonyls are difficult to handle because of their
air-, light-, and temperature-sensitive nature, Shore et al.
have used trinuclear precursors M3(CO)12 (M = Fe, Ru,
Os) to deposit metallic films; however, a dynamic vacuum
of 10−5 torr was necessary to transport the metal carbonyls
to the heated substrate [408]. An exhaustive account of the
CVD of a variety of metals, including the basic principles
of precursor design and a classification of the precursors,
is available in the book “The Chemistry of Metal CVD,”
authored by Kodas and Hampden-Smith [386].

The technological importance of films of single metals,
multilayers, and alloys, together with the increasing demand
of materials with improved performance, has led to a great
deal of interest in nanostructured device-quality films. High-
purity, dense metal films with controlled crystallite size and
smooth surfaces deposited at relatively low temperatures
with high deposition rates are required for microelectronic
applications [409]. Precursors for CVD of metals (Table 1)
can be broadly classified into three categories: (i) inorganic
precursors, which do not contain carbon such as metal
halides; (ii) metal-organic precursors, which contain organic

Figure 13. Scanning electron micrograph of nanostructured iron.
Reprinted with permission from [403], K. S. Suslick et al., Chem. Mater.
8, 2172 (1996). © 1996, American Chemical Society.

ligands but do not possess metal-carbon bonds, such as
metal alkoxides, metal amides, and metal hydrides; and
(iii) organometallic precursors that contain organic ligands
and metal-carbon bonds, for example, metal carbonyls, metal
alkyls, and metallocenes [52, 387].

Inorganic precursors such as metal halides typically need
high temperatures (>600 �C) and a reducing agent such as
H2 to produce pure metal films. Furthermore, they are inex-
pensive, commercially available precursors that can easily be
purified. However, most of them are solids, and homoge-
neous precursor delivery into the CVD reactor is difficult. In
contrast, the metal-organic or organometallic molecular pre-
cursors decompose at lower temperatures and possess high
vapor pressures, and most of them are liquids or can be
obtained as liquids by changing the ligands. The major dis-
advantage is the incorporation of heteroelements (C, O, F,
N, P), which is difficult to control, particularly in the case of
reactive metals. However, there are many examples where
high-purity metal films have been deposited from single-
source molecular precursors without coreactant like reactive
(reducing) gas. This requires a decomposition mechanism
where the organic ligands are removed intact from the reac-
tion chamber or in which a reaction pathway exists to form
volatile species that desorb easily from the surface [52, 387].
Disproportionation of Cu(I) compounds yields elemental Cu
and a volatile Cu(II) species [410], and the metal-carbon
bond is cleaved by �-hydrogen elimination in Al(iBu)3 [411],
homolytic scission of Au–C bonds in (CH3�Au(PMe3� [412]
and the use of precursors, which do not contain metal-carbon
bonds such as AlH3·NR3 [413]. The chemical transforma-
tions of these precursors are displayed in Eqs. (9)–(12).

2	hfac�CuIL −→ Cu0 + CuII	hfac�2 + 2L (9)

2AlIII	iBu�3 −→ 2Al0 + 6CH2 C	CH3�2 + 3H2 (10)

2	CH3�AuI	PMe3� −→ 2Au0 + C2H6 + 2PMe3 (11)

2AlIIIH3·NR3 −→ 2Al0 + 3H2 + 2NR3 (12)

In the case of metal CVD, precursors devoid of a metal-
carbon bond or a low metal-carbon bond order are preferred
because of the low carbon contamination in the deposits. The
possibility of carbon incorporation is increased because of
the increased stength of M–C bonding. For example, CVD of
Fe using Fe(CO)5 produces realtively pure films when com-
pared with the decomposition of ferrocene (Fe(C5H5�2�, in
the absence of any reducing agent [406].

Among elemental semiconductors, germanium crystals,
wires, and films of nanoscopic dimensions are receiving
increasing attention because of their novel electronic and
optical properties that are intrinsically associated with the
low dimensionality and quantum confinement effect in
semiconductor materials. The quantum confinement effect
enables indirect band gap semiconductors like Si and Ge
to become more efficient light emitters. Compared with
Si, Ge nanostructures are of particular interest, since the
Bohr exciton radius is larger in Ge than in Si, which con-
sequently should lead to more prominent quantum con-
finement effects. Ge nanocrystals have been synthesized by
different physical, chemical transport [414–416], CVD [70],
and sol–gel [417] methods. Yang et al. have used chemical
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vapor transport for rational synthesis of random and aligned
growth of 1-D structures [414–416, 418, 419]. In a typical
synthesis, a mixture of Ge powder and I2 and a gold-coated
Si wafer were placed at the high-temperature (1000 �C)
and low-temperature (800 �C) ends, respectively. Ge reacts
with I2 to form GeI2 vapor at the hot end, which is then
transported to the cold end. GeI2 then decomposes into Ge
and I2 vapor to form Ge nanowires on the Au-coated Si
substrate (Scheme 14). Although the starting material is a
mixture of two different chemical species, the precursor to
Ge nanowires is the single compound germanium diiodide,
which is formed in the gas phase as a single source.

Ge/I2

GeI2

1000
o
C 800

o
C

Scheme 14.

Ge 	s�+ GeI4 	s� → 2GeI2 	g� (13)

2GeI2 	g� → Ge 	I�+ GeI4 	g� (14)

The molecular precursor strategy is less investigated for
Ge-based nanostructures, largely because of the unavail-
ability of suitable precursors. Chisholm et al. have used
germanium bis(trimethyl)silylamide to deposit metallic Ge;
however, the films were found to contain small amounts
of N and O incorporated because of inefficient decom-
position of precursor and partial oxidation of the films,
respectively [47]. The most commonly used germanium
precursor is tetrahydrogermane, GeH4. Since the germane
precursor is pyrophoric in nature, the replacement of one of
the hydrogen atoms in GeH4 by appropriate organic groups
with leaving group characteristics should lead to alternative
germanium precursors. Jutzi et al. have synthesized
the cyclopentadienyl germanes (RGeH3; R = substituted
cyclopentadienyl groups) as new liquid precursors for the
deposition of thin germanium films [70]. These precursors
are easy to handle and decompose at low temperatures
(<400 �C) to allow the deposition of Ge films under mild
conditions; however, the films contain a significant amount
of carbon (8 at.%). The quality of the films is comparable
to the quality of those obtained from the decomposition of
GeEt4 above 500 �C [420]. The high organic contamination
in Ge deposits (Ge: 92 at.%; C: 8 at.%) obtained from sub-
stituted cyclopentadienyl precursors was due to the high sta-
bility of the ligands and their fragments. We have used a
simple germanium bis-cyclopentadienylide (Ge(C5H5�2� as a
SSP to obtain high-purity germanium nanowires (Fig. 14a)
as well as nanostructured films (Fig. 14b) at the lowest tem-
perature (<350 �C) reported so far for the CVD of Ge
[421]. Ge(C5H5�2 is different from GeH4 or cyclopentadienyl
germanes because of the weak dipolar interactions of the
cyclopentadienyl groups with the metal centers, which results
in the easy formation of metallic nanostructures. The micro-
EDX analysis showed the Ge content to be more than 99
at.%, and carbon and oxygen contents were negligible. The

1 µm

(a) (b)

Figure 14. SEM image of (a) as-obtained Ge nanowires and
(b) nanocrystalline Ge islands obtained by the CVD of Ge(C5H5�2.

thermal decomposition of Ge(C5H5�2 proceeds possibly by
the cleavage of the Ge–Cp bond. This is supported by the
observation of C5H

+
5 , (C5H5�

+
2 , and Ge+ species in the mass

spectral analysis of the gaseous products formed during the
thermolysis of Ge(C5H5�2 [421].

A high-resolution transmission electron microscope (HR-
TEM) image (Fig. 15) shows the wires to be homogeneous
and straight, which indicates that they are free of defects. The
average diameter of the wires was found to be 15 nm. The
selective area diffraction pattern of these structures exhibits
sharp spots corresponding to their highly crystalline nature.
The preferred growth direction was found to be [112̄].

Molecular compounds, together with standard nano-
structure fabrication methods, can be used for obtain-
ing patterned nanowires or dots. For instance, Himpsel
et al. have obtained self-assembled Fe nanowires by pyrol-
ysis (nitrogen laser) of ferrocene (Fe(C5H5�2�, selectively
adsorbed between CaF2 stripes on Si(111) [422]. Ferrocene
is a suitable precursor because each molecule contains one
Fe atom sandwiched between two cyclopentadienyl rings,

5 nm

Figure 15. HR-TEM image showing the lattice fringes of a single-crystal
Ge wire.
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and, owing to the nonreactive nature of the precursor, the
ferrocene-covered substrate is passive unless it is exposed
to ultraviolet photons. The Fe nanowires were fabricated in
three steps: (1) preparation of a Si template by annealing
vicinal Si(111), (2) creation of continuous CaF2 stripes on a
CaF1/Si(111) surface by the growth of one or two monolayers
of CaF2, and (3) selective adsorption of ferrocene molecules
in CaF1 trenches between the CaF2 stripes. Figure 16 shows
the initial and final stages during Fe nanowire growth.

5.2. Two-Component Systems (AEx�

In the context of monophasic binary materials (e.g., MgO,
Al2O3, Y2O3, AlN, GaN, CdS, ZnSe, SiC, TiC, etc.), the
decomposition of metal-organic precursors has been success-
fully used to obtain nanoparticles and nanostructured films.
The following text contains some outstanding examples of
nanoparticles and nanostructured films obtained from well-
defined single-source molecules.

5.2.1. Oxide Ceramics
The class of binary metal oxides represents a very important
group of materials as both grains and coatings because of
their mechanical (e.g., ZrO2, HfO2), dielectric (e.g., Al2O3),
conducting (e.g., SnO2), photocatalytic (e.g., TiO2), opti-
cal (e.g., Eu2O3), biocidal (e.g., ZnO), and magnetic (e.g.,
Fe3O4) applications. Nanocrystalline aluminum oxide is used
for a large number of applications such as insulating lay-
ers, optical filters, wear-resistant coatings, and corrosion-
protective films. In addition, high-surface-area aluminum
oxides are used as catalyst support and adsorbents in indus-
trial processes. The synthesis of so-called active aluminas
by Yoldas [423] from aluminum alkoxides represents one of
the fundamental steps taken toward the processing of high-
performance materials from molecular precursors, which has
been extended and modified during the last three decades,
by several working groups (Tables 1–4).

Iron oxide films and nanoparticles are currently being
extensively investigated because of their applications in catal-
ysis, magnetic recording media, gas sensors, and anticor-
rosion protective paints [424–427]. Nanosized iron oxides

(a) (b)

100 nm

Figure 16. STM images of the initial and final stages in the self-
assembly of Fe nanowires obtained by selective adsorption of ferrocene
molecules. (a) CaF2 stripes separated by CaF1/Si(111) trenches at a
coverage of 1.9 monolayers of CaF2. (b) Linear array of Fe nanowires
3 nm wide and 0.8 nm thick. Reprinted with permission from [422],
J. L. Lin et al., Appl. Phys. Lett. 78, 829 (2001). © 2001, American
Institute of Physics.

with a size of a few nanometers exhibit unique properties
(e.g., high coercivity, superparamagnetism, enhanced sur-
face sensitivity) not shown by their bulk phases, which has
generated a great deal of technological and fundamental
interest in the size and phase-selective synthesis of iron
oxide particles and films. The functional properties of iron
oxides are strongly dependent on their chemical composi-
tion, microstructure, and phase purity. The control over mor-
phology, microstructure, and composition poses a synthetic
challenge and is influenced by the preparation method, spe-
cific synthesis conditions, and pyrolytic or hydrolytic proper-
ties of the precursor [123] under processing conditions. The
production of magnetic nanoparticles has improved enor-
mously in recent years, although the synthesis of high-purity
iron oxide nanoparticles a few nanometers in size with con-
trolled size and distribution is still a challenging problem
[124–127, 428–430] despite the application of different physi-
cal (e.g., molecular beam epitaxy (MBE) [431], reactive sput-
tering [432], and pulsed laser deposition (PLD) [433]) and
chemical (e.g., sol–gel [434], electrochemical synthesis [435],
ball milling [436], aerosol synthesis [437], and CVD [438])
methods. In view of the above, the use of iron alkoxide clus-
ters as precursors to nanocrystalline oxides is a convenient
route for controlling the composition and morphology of the
target oxide. Furthermore, it allows a phase-selective syn-
thesis, which is of significant importance, especially in the
case of oxides, for instance, the Fex-Oy system, where several
phases (hematite (Fe2O3), maghemite ( -Fe2O3), magnetite
(Fe3O4), etc.) can be simultaneously formed in a narrow pro-
cessing window.

Kiyomura and Gomi [127] has used iron (III) acetylaceto-
nate complex (Fig. 17) in a plasma-assisted MOCVD process
to grow magnetite films on Si(111) with a uniform morphol-
ogy at 400 �C; however, the carbon content in the deposited
film was rather high (2–6 at.%) because of the thermally
robust nature of the precursor.

Armelao and Artigliato [124] have used iron ethoxide
[Fe(OEt)3]n as a single molecular source for the sol–gel syn-
thesis of nanocrystalline and transparent hematite thin films.
The crystalline phase was obtained by thermal treatment
of a homogeneous and amorphous material. The crystallite
dimensions were controlled by varying the temperature, and
the coatings were found to be nanostructured, even after

O

O Fe

O O

O

O

Figure 17. Molecular structure of Fe(acac)3.
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prolonged heating. The iron sites were found to be octa-
hedrally coordinated in both the crystalline and amorphous
states, which shows the inherent advantage of using a single
molecular source, which results in a chemically homogeneous
matrix. As a result, the microstructural evolution is consistent
and stable [124]. Although iron ethoxide is an interesting pre-
cursor for solution methods, its application in gas-phase tech-
niques is limited because of its poor volatility. The attempted
volatilization (200 �C/10−2 torr) results in the formation of
a polynuclear iron cluster, Fe9O3(OC2H5�21(C2H5OH), with
low vapor pressure [439]. The molecular structure of this
species reveals a cyclic arrangement of Fe–O rings based on
the different coordination of Fe(III) centers (Fig. 18). The
oxo-alkoxide species represent a molecular intermediate that
is probably involved in the alkoxide-to-oxide conversion.

The thermal instability of iron ethoxide is related to
the degree of association of the ethoxide molecule in
the solid state. It is known that the corresponding alu-
minum compound is an infusible solid due to the extensive
polymerization of Al(OEt)3 through alkoxy-bridging. The
bridging tendency in alkoxide species is governed by the
propensity of the metal center to increase their coordination
state [49–51], which can be tuned either through an increase
in the steric bulk of the alkoxide ligands or through the use
of chelating ligands [440, 441]. Indeed, the higher alkoxide
analogue [Fe(OBut�3]2 was found to be an excellent precur-
sor for the deposition of different iron oxide phases. The
molecular structure of [Fe(OtBu)3]2 exhibits a centrosym-
metric dimer where two tetrahedrally coordinated Fe (III)
centers are linked via bridging –OtBu groups (Fig. 19).

The decomposition temperature of [Fe(OtBu)3]2 needed
to form iron oxide was determined by thermogravimetric
analysis performed under nitrogen. The major weight loss
occurs in a single decomposition step around 180 �C corre-
sponding to the elimination of the organic ligands to form
the inorganic oxide. This demonstrates the inherent advan-
tage of SSPs in obtaining pure compounds with control over
the phase purity and particle size in the resulting ceramic
material. Such a single-step decomposition behavior is not
observed in other precursor systems, for example, the organic
derivatives of the inorganic iron salts like glycolates, citrates,
�-diketonates, etc., where the precursor degrades in several

Figure 18. Molecular structure of Fe9O3(OC2H5�21(C2H5OH).

Figure 19. Molecular structure of [Fe(OtBu)3]2.

steps, because of the stability of intermediate species; con-
sequently higher temperatures are necessary for a complete
decomposition of the precursor to form the oxide [442]. The
DTA curve shows a small endothermic peak around 150 �C
corresponding to the melting temperature of the precursor,
and the exothermic transition at 225 �C is possibly due to
the oxidative degradation of the iron alkoxide, resulting in
the liberation of the organic by-products. The crystallization
of hematite is observed as a small exothermal peak around
370 �C. [Fe(OtBu)3]2 was used in a horizontal cold-wall reac-
tor to deposit hematite films at 400 �C, whereas magnetite
films were obtained at 450 and 500 �C, as confirmed by the
X-ray diffraction (XRD) data (Fig. 20). It was shown that
the Fe3O4 phase results from the reduction of � and  fer-
ric oxides [123, 428]. Apparently, the dangling oxygen bonds
on the surface of ferric oxide nanocrystals cleave upon heat-
ing in a vacuum, thereby eliminating oxygen. However, the
reduction of Fe3+ to Fe2+ by dihydrogen liberated during
the decomposition of [Fe(OtBu)3]2 cannot be ruled out (Eqs.
(15) and (16)).

3Fe2O3 + H2 → 2Fe3O4 + H2O (15)

6Fe2O3 � 4Fe3O4 + O2 (16)

Subject to the nature of the metal atom, a thermally acti-
vated fragmentation of the metal tert-butoxides produces,

20 30 40 50 60

α-Fe
2
O

3
: PDF [33-664]

(b)

Fe
3
O

4
: PDF [19-629]

(a)

In
te

n
si

ty
(a

rb
.

u
n

it
s)

2θ

Figure 20. XRD patterns of magnetite (a) and hematite (b) iron oxide
films deposited on silicon. Reprinted with permission from [428],
S. Mathur, et al. Chem. Vap. Deposition 8, 277 (2002). © 2002,
Wiley-VCH.
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generally by an intramolecular process, tert-butyl alcohol,
isobutene, and dihydrogen as the by-products [143]. This
pathway was first proposed by Bradley and Maxfactor in
their pioneering work on the thermolysis of Zr-tert-butoxide
[443]. In other studies [227], it has been shown that isobutene
results from �-H elimination of adsorbed tert-butoxy groups,
whereas tert-butyl alcohol is formed by reaction of a tert-
butoxide fragment with an adsorbed hydroxy group. All of
these compounds are volatile and can easily be removed from
the deposition zone to obtain oxides with minimum carbon
contamination. The carbon content in the CVD deposits was
shown to be low (<0.2 at.%), which exhibits a clean ligand
stripping in the thermolysis of [Fe(OtBu)3]2. SEM analysis of
the CVD films reveals characteristic morphologies for differ-
ent iron oxide phases (Fig. 21). The hematite films display
nanocrystalline spindle-like grains, whereas densely packed
faceted crystallites were observed for the magnetite layers.

The nanostructured nature of the films is reflected in their
magnetic behavior. The hysteresis loop of the Fe3O4 film
shown in Figure 22 can be considered as the superimposi-
tion of a paramagnetic line a and a ferrimagnetic loop b.
The weak magnetization when compared with polycrystalline
Fe3O4 probably results from the presence of a superpara-
magnetic phase. If a sample consists of small particles, its
total magnetization decreases with particle size. As the size
of the magnetic particle approaches the critical size required
for a single-domain behavior, it becomes difficult to switch
the magnetization from one direction to another. In the
case of nanostructured materials (<50 nm), the total mag-
netization decreases with decreasing particle size, owing to
the increased dispersion in the exchange integral and finally
reaches the superparamagnetic state, where each particle
acts as a spin with suppressed exchange interaction between
the particles. In the case of magnetite films, the mean particle
size (ca. 10–12 nm) is smaller than the critical (50–80 nm) size
reported in the literature for single-domain behavior [444].
The higher coercivity of the Fe3O4 film (4000 Oe) when com-
pared with coarse-grained Fe3O4 material (ca. 400 Oe) pro-
vides additional evidence for superparamagnetic behavior.
The advantages of having molecular control over the growth
process was also demonstrated by the deposition of differ-
ent iron oxide phases on the silicon cantilever of an atomic
force micrscope with a conformal coverage and homoge-
neous morphology (Fig. 23).

[Fe(OtBu)3]2, when used in a sol–gel process, produced
hematite nanocrystals with a regular size and narrow size

3 µm3 µm 3 µm3 µm

(a) (b)

Figure 21. SEM images of iron oxide phases. (a) Hematite.
(b) Magnetite.
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Figure 22. Room temperature magnetization curve of Fe3O4 deposited
at 450 �C on silicon. Reprinted with permission from [428], S. Mathur
et al., Chem. Vap. Deposition 8, 277 (2002). © 2002, Wiley-VCH.

distribution. TEM images revealed a homogeneous distribu-
tion of highly faceted hematite particles (Fig. 24).

Although the magnetic properties of this samples repro-
duce reported data on �-Fe2O3, for the first time the exis-
tence of thermal hysteresis of both structural and magnetic
hyperfine parameters at the Morin transition was observed
(Fig. 25). The detailed Mössbauer measurements revealed a
jump in hyperfine parameters (HPs) at T ∼ TM, a distinc-
tive feature of Morin transition observed at 256(2) K [445].
The analysis of HPs as a function of temperature discards the
coexistence of low- and high-temperature phases with dif-
ferent crystal symmetries as the possible origins of this hys-
teretic behavior.

Nanocrystalline TiO2 has received significant atten-
tion because of its improved properties and numer-
ous potential applications, including nanoporous solar

Uncoated(a)

(c) Fe3O4(b) Fe2O3

(d) Fe2O3 (e) Fe3O4

Figure 23. SEM images of AFM cantilever uncoated (a) and coated
with hematite (b and d) and magnetite (c and e). Reprinted with per-
mission from [428], S. Mathur et al., Chem. Vap. Deposition 8, 277
(2002). © 2002, Wiley-VCH.
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Figure 24. HR-TEM micrographs and XRD pattern of the �-Fe2O3

particles.

cells, photochemical applications and optical coatings, etc.
[446–448]. The photocatalytically active TiO2 is currently
used for so-called self-cleaning coatings in which titanium
oxide nanocrystals are deposited as a porous film on the
desired substrate. When illuminated, these materials oxidize
the organic compounds present in the system, eventually
degrading these compounds to water and carbon dioxide.
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The energy of sunlight, mainly the UV part of the spectrum
(360–380 nm), excites titanium dioxide nanoparticles, creat-
ing a photogenerated electron and a highly oxidizing hole
in the conduction and valence band of the semiconductor
[449, 450]. The electron can be scavenged by oxygen, and the
hole can react with surface-bound OH on the TiO2, creating
a highly reactive OH∗ radical that can completely mineralize
organic components [451, 452] (Scheme 15).
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Scheme 15.

In view of the growing technological potential of nano-
crystalline titania, several chemical synthesis routes have
been employed to prepare very fine particles [453–455].
The above-mentioned physical properties of TiO2 depend
on the specific crystallographic structure (Scheme 16), as it
is known to exhibit three different crystallographic forms,
namely anatase, rutile, and brookite. In nanosized titania,
anatase and rutile phases are inhomogeneously distributed,
and postsynthesis thermal treatments are necessary to induce
phase transformation and/or to improve the crystallinity.
Solar energy conversion devices and chemical sensors make
use of the anatase form of TiO2, which is difficult to pre-
pare in pure form and is generally accompanied by the rutile
modification that dominates at high temperatures. For this
reason, control over the solid-state structure is highly desir-
able. Although the anatase-to-rutile phase transformation in
nanocrystalline samples is not well understood, a new kinetic
model proposes the combined interface nucleation at certain
contact areas between two anatase particles and formation
and growth of rutile nuclei to be the transformation steps.
Over shorter reaction times, the net transformation rate is
determined by the rate of nucleation, which is initiated from
rutile-like structural elements in the contact area. The acti-
vation energy of 165.6 kJ/mol for rutile nucleation within
nanocrystalline anatase particles is much lower than values
previously measured for rutile nucleation in coarse anatase
samples (>330 kJ/mol). Over longer reaction times, the net
transformation rate is determined by both nucleation and
nuclei growth. These results quantitatively explain the ori-
gin of the size dependence of phase transformation rates
in nanocrystalline TiO2. However, the anatase phase can
be selectively obtained when the material is formed under
mild conditions; for example, Rambabu et al. have used tita-
nium tetraisopropoxide, Ti(OPri)4, as a SSP to obtain nano-
crystalline oxide (5–7 nm) at temperatures as low as 85 �C
by the in-situ conversion of titania sol [456]. Interestingly,
Ti(OPri)4, when used in a hydrothermal synthesis, produces
rutile nanoparticles, indicating the role of high-temperature
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and high-pressure conditions in the structure of the resulting
nanoparticles.

Ti

O

Scheme 16.

It is well known that hydrolysis and condensation rates
of alkoxide precursors can be tailored through the addition
of multidentate ligands. However, the influence of the pre-
cursor structure on the physical properties of the resulting
nanocrystalline material has received less attention. Boyle
et al. have synthesized and characterized a series of car-
boxylic acid-modified titanium alkoxides [328] that display a
rich structural diversity in the titanium-oxygen arrangements,
depending upon the steric situation around the metal center
(Scheme 17).
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Scheme 17. Structural motifs of the titanium-oxygen cores in carboxylic
acid-modified Ti(OR)4.

These compounds were used in a sol–gel process to obtain
TiO2 films. The density of the films (Table 7) was found to
vary for different precursors, which is probably related to the

Table 7. Influence of precursor structure on the density of resulting
TiO2 films.

Core structure
Compound (Scheme 17) nf #

Ti3(O)(ONep)8(OFc)2 g 2.185 101�8
Ti3(O)(ONep)8(OAc)2 g 2.173 101�1
Ti4(O)2(OPri)10(OFc)2 e 2.170 100�7
[Ti(ONep)4]2 h 2.133 99�04
“Ti(OPri)4” Oil 2.113 97�95
Ti(OPri)4 + HOPc — 2.082 96�20
Ti6(O)6(ONep)6(OPc)6 f 2.095 96�97
Ti6(O)4(OPri)12(OAc)4 a 2.038 93�65
Ti6(O)4(OPri)12(ONc)4 b 1.937 89�24
Ti3(O)(ONep)8(ONc)2 g 1.966 87�46
[Ti(ONep)3(OBc)]2 h 1.923 86�52
[Ti(OPri)3(OBc)]2·HOPri h 1.802 78�26

gel structure and the geometry of the basic unit (Scheme 17)
forming the three-dimensional network, which is corrobo-
rated by the fact that the solid-state structures are main-
tained in the solution. The most desirable precursors that
were found to generate fully dense TiO2 films were those
having small nuclearities, few terminal alkoxides, and a low
overall carbon content. This study clearly shows the influence
of precursor structure on material property.

5.2.2. Metal Chalcogenides,
Nitrides, Pnictides

The changes in the fundamental properties of materials as
a function of the size, evolving from the isolated atoms or
molecular clusters to a bulk phase, are most remarkably
manifested in the case of semiconductor nanoparticles. The
observation of quantum-confinement effects has generated
substantial interest in their applications in device technol-
ogy based on their novel optical and transport properties
[457, 458]. For example, the bandgap in CdS can be tuned
between 4.5 and 2.5 eV as the size is varied from the molec-
ular regime to the macroscopic crystal, and the radiative life-
time for the lowest allowed optical excitation ranges from
tens of picoseconds to several nanoseconds [14, 459]. The
colloidal processing methods, based on controlled nucleation
and rapid termination of growth, are commonly used to pre-
pare II–VI compound semiconductor nanoparticles. These
methods allow easy access to large quantities of nanomate-
rials, but with relatively large dispersities (∼10%). In this
context, the use of SSPs containing metal-chalcogen bonds
templated in molecular compounds is a promising route for
controlled growth of nanomaterials. These clusters exist as
discrete molecular species and can be seen as a fragment
of the bulk lattice [22, 110]. O’Brien et al. have studied
the thermolysis of metal dithio- and diselenocarbamate com-
plexes (M{E2CNMe(C6H13�}2) as single molecular precur-
sors for a one-pot synthesis of CdS, ZnS, CdSe, and ZnSe
nanoparticles [103, 105, 234]. The fabrication of semiconduc-
tor nanocrystals from these molecular precursors (Fig. 26) is
a one-step process, typically performed in the temperature
range of 200–250 �C. This approach has been extended to
the synthesis of PbS and PbSe from lead(II) alkyldithio- or
alkyldiselenocarbamates, respectively [22, 188, 460].
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Figure 26. Single-source approach for preparing semiconductor
nanocrystallites in TOPO. Reprinted with permission from [22],
T. Trindade et al., Chem. Mater. 13, 3843 (2001). © 2001, American
Chemical Society.

The importance of using small molecular clusters as syn-
thons to extended solid-state structures is especially evident
in those examples where a structurally characterized molec-
ular species reveals the metal-ligand interactions and coor-
dination present in solid-state material. Several examples
of well-defined polynuclear molecular clusters, possessing
the elemental ratio suitable for the formation of a solid-
state phase, are known; these represent the small (molec-
ular) size regime where the properties are more like those
of molecules than like those of bulk [461]. Farneth et al.
have investigated the mechanism of the solid-state conver-
sion of a series of II–VI precursors of general formula
(R4N+�4[S4M10(SPh)16]4− (R = Me, Et; M = Cd, Zn) to the
bulk metal sulphide structure [17]. The transformation as fol-
lowed by combined TGA and mass spectroscopy proceeds
in two discrete reaction steps: the first reaction, occuring
around 200 �C, is characterized as a nucleophilic substitution
or elimination reaction of a fragment (NMe4SPh) of the
anion cluster with the tetraalkylammonium counterion. The
loss of the cluster countercations produces a new molec-
ular solid of stoichiometry Cd10S16Ph12, which has been
isolated and characterized. This intermediate composition
gave a broad XRD pattern that indicated very small
(<25 Å) sphalerite-phase (cubic) crystals of CdS. It under-
goes a second reaction around 350 �C, whereupon S6Ph12
is eliminated, leaving a solid residue that was shown to be
phase-pure CdS in the Wurtzite structure (Eq. (17)). The
compound Cd10S16Ph12 is highly soluble in pyridine and was
recrystallized by the addition of dimethylformamide (DMF).
The solid-state structure determined by X-ray crystallogra-
phy confirmed the formation

	R4N
+�4�S4M10	SPh�16�

4− 200 �C−−−−→ Cd10S16Ph12 + 4NMe4SPh

Pyridine/DMF
✱

✱
↙ ↓

350 �C
−S6Ph12

Cd32S14	SPh�36·	DMF�4 → CdS (17)

of a cluster with Cd32S14(SPh)36·(DMF)4 (Fig. 27). This
molecule is much larger than the original Cd10S16Ph12
precursor-cluster, suggesting that the Cd32 cluster results
from the assembly of CdS and SC6H5 species of various
nuclearities, which were shown by 113Cd NMR spectroscopy

Figure 27. Molecular structure of Cd32S14(SPh)36·(DMF)4 cluster
(drawn after [461]).

to be in rapid exchange [17]. The structural details reveal a
chunk of sphalerite form of bulk CdS whose dangling sur-
face bonds have been terminated by wurtzite-like (hexago-
nal) CdS units at four tetrahedral corners (Fig. 27). This
corresponds to an overall cluster size of ∼15 Å.

The lowest absorption band of Cd32S14(SPh)36·(DMF)4
located at 358 nm shows a significant “blue-shift” compared
with the bulk CdS (Fig. 28).

The two main implications of this work are (i) the forma-
tion of molecular cluster solids as tractable intermediates,
which display the features of nanocrystalline solids, and
(ii) the possibility of exploiting the ligand chemistry to
control the microstructure of the final nanocrystalline
solids. Similarly, CdSe (2–9 nm) and ZnSe (2–5 nm)
nanoparticles have been prepared from the correspond-
ing selenides. Although the molecular precursors (R4N+�4·
[S4M10(SPh)16]4− and the resulting nanocrystals have been
the subject of intensive investigations, the chemical reac-
tion associated with this transformation, which could uncover
the nucleation mechanism, has been not well studied.
Strouse et al. [110] have investigated the decomposition of
(R4N+)4· [Se4M10(SPh)16]4− to form MSe (M = Zn, Cd).
The Cd:Se ratio in [Se4Cd10(SPh)16]4− is significantly higher

Figure 28. Absorption spectrum of Cd32S14(SPh)36·(DMF)4 in THF at
room temperature compared with the bulk CdS absorption spectrum.
Reprinted with permission from [461], N. Herron et al., Science 259,
1426 (1993). © 1993, American Association for the Advancement of
Science.
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(2.5:1) than required for the final product. Cd(SPh)−3 has
been suggested as a labile fragment that would yield a
Cd:Se stoichiometry of 1.5:1 based on the Cd6Se4 core of
the cluster. Since the CdSe nanomaterial grown in hex-
adecylamine is strictly stoichiometric, unidentified Cd by-
products are required to balance the reaction stoichiometry.
Several mechanisms for nucleus formation have been put
forward, for instance, the fragmentation of the M10 cluster
into M2+ and Se2− or (CdSe)n species that can reassemble
to form the nucleus or the alternative possibility that the
cluster remains intact, acting as partial nuclei, and that the
nanomaterial growth proceeds through scavenging of free
M and Se atoms. Moreover, a combination of fragmenta-
tion via ring opening and subsequent ligand exchange, pro-
posed for other metal chalcogenide clusters [462, 463], seems
to be probable as well (Fig. 29). Apparently the Cd10 clus-
ter grows (to Cd32� by ring opening followed by attack of
the exposed Cd atom at the trigonally passivated chalco-
genide ions and subsequent loss of the apical Cd(SPh)−3
caps (Fig. 29). As a consequence, nucleus formation occurs
through ligand exchange, and in effect the cluster acts as
a template for the formation of larger-nuclearity clusters.
The transformation of molecular metal-chalcogenide sys-
tems into semiconductor nanocrystals with narrow size and
shape dispersions demonstrates the versatility of templat-
ing nanomaterial growth by providing molecular inorganic
clusters as intact nuclei. In view of the above, the use of
SSPs in the deposition of thin film semiconductors by CVD
techniques has been extensively studied [106, 464, 465].
Cadmium bis(diethylmonothiocarbamate), Cd(Et2mtc)2, was
shown to be a suitable source for the deposition of nano-
crystalline and transparent CdS films at low temperatures
(300–450 �C) (Fig. 30) [104].

Gallium nitride (GaN) has promising applications for
blue and ultraviolet optoelectronic devices and has attracted
much attention recently after the successful fabrication of
high-efficiency blue light-emitting diodes [466]. GaN pos-
sesses a range of interesting properties, such as a wide
bandgap (3.45 eV), high chemical inertness, radiation resis-
tance, and capability of working at high temperatures, which
make it an interesting candidate for optoelectronic devices.

Figure 29. Proposed reaction mechanism for the formation of CdSe
nanocrystals from cluster precursors. The thiol and amine ligands for
the clusters and nanomaterials are not shown. Reprinted with permis-
sion from [110], S. L. Cumberland et al., Chem. Mater. 14, 1576 (2002).
© 2002, American Chemical Society.

Figure 30. SEM image of CdS thin film deposited on the GaAs(100)
substrate. Reprinted with permission from [104], M. Chunggaze et al.,
Adv. Mater. Opt. Electron. 7, 311 (1998). © 1998, John Wiley & Sons.

For the above reasons, there is growing interest in the synthe-
sis of GaN nanocrystals and nanostructured films. The estab-
lished method of depositing device-quality GaN by MOCVD
utilizes high-temperature interaction of (CH3�3Ga, with a
large excess of NH3. However, the high stability of the N–H
bond in NH3 requires reaction temperatures in excess of 1000
�C and the inefficient use of toxic NH3. Therefore, the choice
of substrate material is limited by a high substrate temper-
ature, which may result in residual strains in the deposited
layers. To overcome the limitations of this process, alterna-
tive methods based on SSPs that incorporate direct Ga–N
bonds and do not contain any strong N–H bonds, or even
organic groups, offer the potential for significant improve-
ments in the growth process and film quality [137, 467–469].
The major advantages of using molecular precursors with
pre-formed Ga-N bonds include lower deposition temper-
atures, exclusion of NH3 from the process, reduction in N
vacancies, and elimination or drastic reduction of carbon
impurities [470, 471].

Recently, a large number of routes for synthesizing
freestanding nanocrystals and films (nanostructured and
epitaxial) of GaN have been reported. For example, the
pyrolyses of [Ga(NH2)3/2]n (450 �C) [472], [H2GaNH2]3
(600 �C) [473], [Ga{N(CH3�2}3]2 (600 �C) [474], [H2GaN3]
(350 �C) [467], and [Ga(N3�3]n (280 �C) [475] gave nano-
crystalline GaN powders. Although all of the precursors
produced chemically homogeneous GaN, the temperature
of crystallization and the amount of organic contamination
depend on the organic content in the precursor molecule.
In the case of large organic groups, high temperatures are
required for their dissociation and complete decomposition.
Despite several promises, the single-source route implies
problems, such as low volatility of precursors and carbon con-
tamination of the nitride films from undecomposed organic
fragments. Therefore, a single precursor should be carefully
designed so that it follows a clean decomposition pathway to
produce the desired phase with a minimum level of impuri-
ties and the lowest possible decomposition temperature.

In a nonconventional approach, Fischer et al. have used
detonation of gallium azides, (R3N)-Ga(N3)3, to obtain
phase-pure nanocrystals of hexagonal GaN [137]. Kouvetakis
et al. have reported several related routes for GaN synthesis
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utilizing a carbon- and hydrogen-free SSP, Cl2GaN3, to grow
thin oriented films of high-quality GaN on sapphire at 700 �C.
The main limitation of this approach is the extremely low
vapor pressure of Cl2GaN3, which is an involatile polymeric
solid at room temperature, and the inherent loss of substan-
tial quantities of GaCl3 (Eq. (18)) at the growth temperature:

	Cl2GaN3�3 −→ GaN + GaCl3 + N2 (18)

In view of the above, an alternative monohydride pre-
cursor, (HClGaN3)3, was synthesized [136, 141], which is a
moderately volatile molecular system consisting of intercon-
nected tetrameric Ga4N4 units (Fig. 31).

The compound decomposes easily at low temperatures by
elimination of HCl and N2 to grow GaN on Si and sapphire
(Eq. (19)).

	HClGaN3�3 −→ GaN + HCl + N2 (19)

An obvious extension of the above approach suggests the
simpler dihydride analog of (Cl2GaN3)3 to be a potential
precursor, as it could be expected to be more volatile (low
molecular weight and increased covalent character). Indeed,
[H2GaN3]3 is an air-sensitive liquid, volatile at room tem-
perature, that can be distilled readily at 40 �C (0.2 torr).
This simple hydride analog is particularly desirable as a CVD
source [467] because it eliminates benign H2 and N2 by-
products to yield stoichiometric GaN at temperatures as low
as 150 �C (Eq. (20)).

�H2GaN3�3 −→ GaN + H2 + N2 (20)

[H2GaN3]3 exists as a trimer of C3v symmetry in the gas
phase, as indicated by ab initio calculations. The Ga3N3 cyclic
core of the structure (Fig. 32) represents the basic building
block that is structurally consistent with the tetrahedral struc-
tures of the group III nitrides, including those of GaN.

The dihydrido compound was successfully used to obtain
high-purity GaN films free of carbon, oxygen, or hydrogen

Figure 31. Representation of the Ga4N4 cyclic core of (HClGaN3�4.
Reprinted with permission from [136], J. McMurran et al., Inorg. Chem.
37, 6638 (1998). © 1998, American Chemical Society.
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Figure 32. Gas-phase structure of (H2GaN3�3. The N2 portion of the
N3 group is omitted for clarity (adapted from [467]).

impurities. Heteroepitaxial growth (Fig. 33) of wurzite GaN
on sapphire was achieved at 650 �C [467].

Although [H2GaN3]3 is a versatile CVD source for GaN,
the high reactivity of this molecule, which is a significant
advantage with respect to the formation of GaN, requires a
careful manipulation of the pure product. The pronounced
tendency of this precursor to decompose in an exothermic
reaction liberating nitrogen is a typical feature of metal
azide chemistry. Nevertheless, it is possible to control the
pyrophoric nature of the azide precursors by using ligands
capable of intramolecular coordination [468, 476]. Kim et al.
have synthesized mononuclear [Et2Ga(N3�·MeHNNH2] as a
Lewis acid-base adduct for low-temperature deposition of
h-GaN films on Si(111). The compound decomposes via loss
of stable molecular species (Eq. (21)), yielding high-quality
GaN films with little contamination [476].

�Et2Ga	N�3·MeHNNH2�−→GaN+N2+C2H6+MeNNH
(21)

In addition to the gas-phase synthesis, these precursors
can be employed for the solution-based synthesis of GaN

Figure 33. High-resolution cross-sectional electron micrograph show-
ing heteroepitaxial growth of wurtzite GaN on sapphire at 650 �C.
Reprinted with permission from [467], J. McMurran et al., Appl. Phys.
Lett. 74, 883 (1999). © 1999, American Institute of Physics.
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nanocrystals. Gladfelter et al. have used a cyclotrigallazane,
prepared by the reaction of [GaH3(NMe3�] in supercriti-
cal ammonia. This compound dehydrogenates in the solid
state to form nanocrystalline GaN. The thermal instability
of gallium azides can be used to obtain colloids of GaN.
Thermolysis of [Et2Ga(N3�]3, [(N3�3Ga{NMe2(CH2�3}], and
[(Et3N)Ga(N3�3] in triglyme has produced nanometric GaN
particles [469] (Scheme 18). Furthermore, [(Et3N)Ga(N3�3]
has been used to grow nanocrystals of GaN in a regular
porous matrix. For this purpose, the mesoporous molecu-
lar sieve MCM-41 was impregnated by the precursor solu-
tion and heat-treated (500 �C) to achieve a spatially confined
nucleation of GaN nanoparticles [469] (Scheme 18).

Scheme 18.

The above examples clearly illustrate the potential of
molecular-level design in controlling the vapor pressure and
reactivity of the precursor compounds. Furthermore, an
appropriate selection of ligands can enforce a neat ther-
mal decomposition mechanism to offer high-purity inorganic
materials at low temperatures. Another advantage of suitable
liquid precursors is the possibility of growing nanoparticles
by spatially restricting the molecular species in ordered chan-
nels or pores of mesoporous matrices.

Metal pnictides are best represented by the 13–15 com-
pounds, such as GaAs, and are well known for their elec-
tronic and optoelectronic applications. The single-source
approach to the preparation of these materials has been
intensively investigated and reviewed by Maury [422] and
Cowley [464], who have also actively contributed to the field
[134, 477–486]. The use of III–V adducts as substitutes for
highly reactive group III alkyls by Benz et al. [487, 488] was
among the pioneering steps in this direction. Maury et al.
have used Lewis acid-base adducts of formulae ClR2Ga ←
ER′

3 (E = As, P; R and R′ = Me or Et) to overcome the
problem of the high reactivity and toxicity of conventional
dual sources [487, 489]. Films of GaP [490, 491] and InP
[491] were successfully grown from the cyclic trimers of
general formula [Et2M–P(Et)2]3 (M = Ga, In) with cova-
lent metal-phosphorus bonds [487, 492]. Epitaxial growth of
GaAs was achieved with ClR2Ga ← AsR′

3 (R = Me, Et).
The thermal decomposition of two series of molecular pre-
cursors was achieved with the general formulae (C6F5�3−n
MenGa ← AsEt3 (n = 0 or 2) and [ClR2Ga ← AsEt2]2CH2
(R = Me, Et). The relative stabilities of the central M–E
bond with respect to peripheral M–ligand and E–ligand inter-
actions was evaluated by two different approaches. The first
case deals with the use of Lewis acid-base dative bonds,
whose strength can be tuned by means of the more or less
electron-donating nature of the alkyl groups, and varied
admixture of halogen (Cl) or pseudo-halogen (C6F5� sub-
stituents; the rather fragile M–E bonds are a major limitation

in this approach, causing loss in volatility and surface mobil-
ity, whereas in the second approach complexes with covalent
M–E bonds were used [289, 493, 494].

Cowley and Jones have used a variety of single-source
organometallics that involve $-bonding between group III
and group V elements [16, 487, 495]. They have tested dif-
ferent Ga-As precursors, such as [Me2Ga(�-AsBut

2�]2 [484,
485, 487, 495–497], [Me2Ga(�-AsBut

2�]2 [487, 487, 498], and
[{Ga(AsBut

2�}3] [487, 497]. The films deposited with the use
of the methyl derivative [Me2Ga(�-AsBut

2)]2 were arsenic-
deficient [487, 496]. On the other hand, epitaxial films could
be obtained with [Et2Ga(�-AsBut

2)]2; however, the films
exhibited anomalously low Hall mobilities due to the forma-
tion of galium islands.

The antimonides of group 13 elements are narrow direct
bandgap semiconductors with small bandgaps (Eg (eV) =
1�60 (AlSb), 0.67 (GaSb), 0.16 (InSb)) and high electron
mobility that render them very attractive for potential appli-
cations in optoelectronic devices. For instance, GaSb is
used for the production of light-emitting and light-detecting
devices operating in the 2-�m wavelength range (GaSb: 1),
field effect transistors (GaSb: 2), and infrared detectors
(GaSb: 3). The growth of thin films of group 13 nitrides,
phosphides, and arsenides by CVD typically involves group
13 alkyls and group 15 hydrides; however, an analogous
process is not possible for the preparation of group 15
antimonides because SbH3is thermally very unstable (decom-
poses below −60 �C), which is also true for primary (RSbH2�
and secondary stibines (R2SbH). Furthermore, an excess of
stibine during film growth may lead to the formation of ele-
mental Sb on the substrate, which has to be strictly avoided
because of the low volatility of elemental Sb. For these rea-
sons, group 13 trialkyls (R3M) and tri-organostibines (R3Sb)
are used as the common precursors (GaAs: 12). However,
the inability to produce atomic hydrogen during pyrolysis, as
well as the high stability of metal-carbon bonds, favor the
incorporation of large amounts of carbon in the resulting
material. GaSb has been grown from Sb(NMe2�3, which con-
tains weaker Sb–N bonds [499, 500]. The alternative path-
way is based on the use of heterocycles [R2MER′

2]x that are
attractive SSPs, particularly because of their lower metal-
carbon bond energies when compared with pure group 13
and 15 alkyls. Schulz et al. have used But

3Ga-Sb(But�3 and
But

3Ga-Sb(Pri�3 as single-molecule precursors for the syn-
thesis of highly oriented carbon-free GaSb nanocrystals and
whiskers [97].

5.2.3. Silicon Oxide, Nitride, and Carbide
Because of the covalent character of the chemical bonds, the
nonoxide amorphous and nanocrystalline refractory ceramics
exhibit a very high (∼3000 �C) melting point, low mobility of
atoms, low plasticity, and high hardness at temperatures up
to 2000 �C. Therefore these materials can substitute for met-
als, alloys, and intermetallics in many high-temperature engi-
neering, chemical, and electronic applications. The synthesis
of silicon-containing ceramics (oxide, carbide, nitride, etc.) is
an active research field in its own right, and, since the early
investigations of organometallic oilgomers and polymers in
the 1970s [501], numerous new organometallic compounds
have been developed as precursors to all kinds of nonox-
ide ceramics like SiC, Si3N4, AlN, BN, B4C, TiC, and TiN.
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The low-temperature synthesis (without sintering aid) of two-
and three-component silicon-containing ceramics that are
homogeneous on an atomic scale is possible only through
organometallic precursors [502]. The most salient application
of organometallic precursors is in the liquid phase synthesis
of silicon nitride and carbide ceramics, which are of signifi-
cant technological interest because of their high strength and
thermal and chemical stability. The use of molecular pre-
cursors for refractory materials affords potential advantages
in terms of controlling the composition, deposition tempera-
ture, and microstructure of the deposited product [30]. The
need to control these factors is critical to achieve the extraor-
dinary properties of the above materials, which are sensitive
to local variations in composition and/or microstructure. The
choice of organometallic molecules for use as SSPs has been
largely an empirical process, with few guidelines available
relating to the molecular structure of the precursor and the
chemical composition of the final material. In the prepara-
tion of silicon preceramic polymers, compounds containing
Si-Si, Si-H, Si-N, Si-C, and Si-Cl bonds or molecular units
based on these linkages are used as precursor species [503]
that are derived from different alkyl chlorosilanes (Scheme
19). Since most of the precursor compounds are viscous or
oily, their structural characterization is generally based on
NMR and mass spectral data [504].
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Scheme 19. The alkyl chlorosilanes used as building blocks in the syn-
thesis of organometallic precursors.

The versatility of this class of polyceramic precursors orig-
inates from the facile chemical (cross-linking, dechlorina-
tion) reaction producing, sometimes by thermal treatments,
tractable, soluble, and fusible precursor compounds. These
stable coordinations are not always directly accessible. For
example, the chlorosilanes SiHCl3, SiH2Cl2, and SiH3Cl are
stable compounds and do not split off HCl, whereas the cor-
responding aminosilane SiCl(NH2�3 would decompose into
NH4Cl and solid diimide Si(NH2�2, which seems to be an
attractive precursor from its chemical composition, but is
unsuitable because of its physical properties. Similarly, the
tetra-amide Si(NH2�4 is an unstable compound. Although
polymeric precursors for Si3N4 with the ideal atomic ratio
Si:N:C = 3'4'0 cannot be directly prepared, various polysi-
lazanes have been shown to convert to pure Si3N4 [505–508].

This route offers the possibility of improving the com-
positional homogeneity and tailoring the composition and
molecular structure of the ceramic powders. Furthermore,
the solubility and rheology of polymeric precursors provide
potential processing routes to binders, to sintering aids, and
to the formation of nanosized thin films and fibers. In addi-
tion, this methodology produces nanosized powders, which
are often difficult or impossible to achieve by the more tradi-
tional ceramic processing techniques. For example, a single
class of preceramic polymer, polysilazanes, has been shown
to convert to either pure Si3N4 or a combination of Si3N4 and
SiC, depending on the chemistry of the polymer and pyrolysis
conditions [509]. Polysilazanes are silicon compounds based

on an alternating Si–N backbone that may or may not con-
tain organic substitutes (Scheme 20). The amount of carbon
present in the polymer is decisive for the composition of the
ceramic material. Minimizing the amount of carbon results
in a ceramic with a stoichiometry closer to Si3N4, whereas
the Si3N4/SiC composite is formed in the case of carbon-rich
precursors [509]. In contrast to the sintering step applied for
conventional ceramic powder processing, the polymeric pre-
cursors are solidified by pyrolysis, whereby the key concern
is the ceramic yield determined by thermogravimetric analy-
sis and corroborated by mass spectral studies of the pyrolysis
products.

Polysilane Polycarbosilane Polysilazane Polysiloxane

R = H, CH3, C2H5, C8H5, CH2=CH, etc.
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Scheme 20. General representation of organometallic precursors to
silicon-containing ceramics.

Silicon carbide is an attractive material for demanding
mechanical and high-temperature applications and is exten-
sively used as an abrasive and erosive medium. In addition, it
is tough, possesses low-friction characteristics, and is second
only to diamond in wear resistance. Conventional SiC chem-
ical vapor deposition processes generally utilize separate Si
(e.g., SiH4, SiCl4, SiBr4) and C (e.g., CH4, C2H2, C3H8)
sources and require temperatures in excess of 1000 �C for the
phase formation. High temperatures cause significant defor-
mation of released polycrystalline-Si microstructures, making
postprocess SiC coating challenging [510]. Moreover, control
over microstructure and composition is difficult at high tem-
peratures. Such limitations clearly illustrate the need for low-
temperature alternatives. Lee and co-workers have obtained
epitaxial cubic-SiC films with the use of 1,3-disilabutane
([SiH2CH2]2, I, Scheme 21a) as a single precursor, at tem-
peratures as low as 900 �C [511]. Polycrystalline SiC films
were obtained at 650 �C. The molecular source, a liquid with
high vapor pressure, simplifies the handling compared with
conventional dual-source CVD, thereby eliminating the need
for an elaborate gas-handling system and ensuring strict sto-
ichiometry control. Using the same precursor, Maboudian
et al. have deposited conformal SiC films on Si atomic force
microscopy cantilevers at 780 �C. Figure 35 displays a cross
section of a SiC film deposited with the use of a molecular
precursor on a Si AFM cantilever; an excellent conformal
coverage with no void formation at the SiC/Si interface
was observed. The disilacyclobutane CVD process was also
successfully used to coat released poly-Si microstructures
(Fig. 34). This observation reveals the potential for integrat-
ing this process into the fabrication technology for microelec-
tromechanical systems (MEMS) [512].

Although 1,3-disilabutane is an ideal SiC precursor, it is
not suitable for large-scale applications because it is expen-
sive. Similarly, the simple carbosilanes such as CH3SiCl3
afford little advantage in terms of either improved stoi-
chiometry control or lowered deposition temperature [513].
Interrante et al. have used substituted disilacyclobutanes
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(a) (b)

Figure 34. SEM images of (a) the cross section of a 130-nm thick SiC
film deposited on a Si AFM cantilever and (b) a released poly-Si lateral
resonator coated with a thin SiC film. Reprinted with permission from
[615], C. R. Stoldt, Sens. Actuators, A 97-8, 410 (2002). © 2002, Elsevier
Science.

[MeSi(H)-�-(CH2�2Si(Me)CH2SiH2Me] (II) and [Si(Me)·
HCH2]2 (III) (Scheme 21b, c) as alternative single precursors
to SiC [514, 515]. Their results indicate that the decomposi-
tion chemistry is complicated in the case of II and III because
of molecular rearrangments that adversely affect the product
purity.
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Scheme 21.

In contrast to the sol–gel and other processing methods,
synthetic organometallic polymers obtained fromwell-defined
building units can be used directly in applications such as
coatings, fibers, or bulk shapes and subsequently pyrolyzed
to the desired ceramic. The repetition and/or combination of
modular units shown in Scheme 22 allows the fabrication of
different organometallic precursors. Polycarbosilanes used as
precursors to silicon carbide (SiC) can be synthesized with dif-
ferent alkyl groups according to the following equation [333]:
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Scheme 22.

The polymeric route to silicon-based ceramics was devel-
oped by Yajima et al., who used polycarbosilane (–[MeH-
SiCH2]x–) as a precursor to SiC [502, 516–518]. One of the
drawbacks of this method was the initial Si:C ratio of 1:2,
which resulted in excess carbon in the final product. The
nonstoichiometric product offers mechanical properties infe-
rior to those of bulk stoichiometric SiC [519]. To overcome
these problems, pure and modified polymethylsilane (PMS)
precursors with a Si:C ratio of 1:1 were successfully used by
Laine et al. to obtain stoichiometric SiC [520]. Unmodified
PMS, –[MeSiH]– [521, 522], with the stoichiometry required
to form SiC, offers the potential to be the SSP to SiC. The
only gaseous species that should be released in the pyrolytic
conversion of PMS is H2 with the retention of the Si:C ratio.
However, unmodified PMS undergoes a rearrangement upon
heating [520, 523] and loses 7–8 wt.% by releasing CH4 and
H2 (Scheme 23). As a consequence, pyrolysis of unmodified
PMS gives a mixture of SiC and excess Si, which shows the
importance of molecular architecture and its inherent chem-
ical behavior for the composition of the final material. The
functionalization of PMS by vinyl groups was shown to com-
pensate for the carbon loss by introducing additional car-
bon content. Depending upon the functionality of the vinyl
groups, it is possible to adjust the composition from silicon
rich to stoichiometric SiC and to carbon-rich ceramic.
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Furthermore, new molecular precursors such as hydri-
dopolycarbosilane (Scheme 24), which is a single-component
liquid source, have been developed to obtain high-purity SiC
[524].
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Scheme 24.

Polysilazanes are prepared in a straightforward reaction
of (CH3�nSiCl4−n with NH2(H, R), whereby HCl is elimi-
nated and a low-molecular compound is formed that can
be polymerized by employing dehydrocoupling catalysts like
KH, Ru3(CO)12, etc. [525] (Scheme 25). The synthesis route
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is especially suitable in the case where n = 1 and R = CH3
[526, 527].
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The pyrolysis of polysilazane II in a NH3 atmosphere pro-
duces colorless Si3N4 in high yield (82%). The decompo-
sition of polysilazanes involves different reaction products
such as CH4 and H2, which determine the ceramic yield. The
highly branched polysilazanes with low carbon content exhibit
higher ceramic yield. The split-off of oligosilazanes or loss
of volatile silazanes by thermolytic retroversion and trans-
amination should be suppressed to increase the ceramic yield.

Boron nitride has attracted a growing interest for tech-
nological applications because of its excellent characteris-
tics, namely high hardness, chemical inertness, and dielectric
behavior. Hexagonal boron nitride (h-BN) with a layered and
sp2-bonded structure is similar to graphite and is the sta-
ble ordered phase under ambient conditions. On the other
hand, cubic boron nitride (c-BN) has a zinc blende struc-
ture with sp3-bonding resembling that of diamond. In fact,
c-BN is better suited for electronic device applications as a
high-temperature semiconductor because of the wide direct
energy bandgap (6.4 eV). Moreover, it can easily be doped
both n-type and p-type with Si and Be, respectively. Sig-
nificant progress has been made in the synthesis of c-BN
by various physical and chemical deposition methods [528].
However, the major disadvantage of c-BN films is that
they are much more difficult to synthesize than diamond
because of their narrow phase stability region, high compres-
sion stress, and problems in controlling boron and nitrogen
sources [529, 530]. To overcome these problems, Boo et al.
have used isopropyl amine and tert-butylamine complexes of
triethylborane ((iPr)H2NBEt3, (tBu)H2NBEt3� as SSPs with
boron and nitrogen in a 1:1 ratio to grow a crack-free h-BN
film on Si(100) at 850 �C [99].

5.2.4. Intermetallics
Heterometallic nanoparticle catalysts such as Pt-Re, Ir-Sn,
Pt-Ru, Ag-Ru, Cu-Ru, and Pd-Ru occupy an important
position in heterogeneous catalysis [531]. Published reports

[190, 532–534] on such catalyst systems reveal that enhanced
catalytic performance apparently arises from the synergy
between the component elements at the nanoscale, which
is absent in solid solutions of the two bulk metals. Further-
more, the thin films of intermetallic combinations of a group
13 element and a transition metal are thermodynamically
stable metal/semiconductor interfaces that can act as ohmic
contacts or as Schottky barriers [535]. Although molecular
beam epitaxy is used to deposit such materials, a large num-
ber of reports have appeared on the deposition of binary
metal alloys by the gas-phase decomposition of single-source
organometallic sources, which demonstrate the possibilities
of controlling the stoichiometry of intermetallics.

Thomas and Johnson and co-workers have obtained dis-
crete nanoparticles of the Pd-Ru bimetallic catalyst by gen-
tle thermolysis of the mixed-metal Pd-Ru carbonylate cluster
[Pd6Ru6(CO)24]2− (Fig. 35) [190]. HR-TEM revealed that the
Pd-Ru bimetallic nanoparticles were of uniform size (ca. 1.7
nm diameter). A uniform distribution of nanoparticles within
the pores of mesoporous silica offers a highly active cata-
lyst for hydrogenation of alkenes and unsaturated aromatic
systems [190]. The easy formation of Pd-Ru nanoparticles is
due to the ability of the anionic molecular precursor to shed
its cloak of carbonyl groups under mild thermal treatment
(180 �C). A comparison of the catalytic performance with
monometallic Ru and Pd clusters reveals that the bimetallic
catalysts are far superior in performance to their monometal-
lic analogs, suggesting a possible synergism between the two
bimetallic nanoparticles [190].

Kaesz and co-workers have deposited stoichiometric films
of intermetallics containing a group 14 element and a transi-
tion metal [536–538]. Precursor complexes with metal-metal
bonds (e.g., (CO)4-CoGaCl2(THF)) [537] as well as those in
which the metal centers are connected by bridging ligands
such as [(py)(Et)Co(dmg·GaEt2�2] [538], [Ni(dmg·GaEt2�2]
[538], and Pt[(dmg)(GaMe2�2] [536] have been used to
deposit CoGa, NiGa, and PtGa2, respectively. Since the
Co–Ga phase diagram mainly comprises the �-CoGa phase,
which extends on either side of the 1:1 atomic ratio, the
CoGa films were consistently monophasic. On the other
hand, the phase diagrams in the Ga–Pt and Ga–Ni systems
comprise several phases, and as a result a small amount of
Pt2Ga3 is formed with the major and expected PtGa2 phase

Figure 35. Structure of the Pd6Ru6 core of the [Pd6Ru6(CO)24]2− clus-
ter. Reprinted with permission from [190], R. Raja et al., Chem. Com-
mun. 1571 (1999). © 1999, Royal Society of Chemistry.
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and the films obtained from the Ni-Ga precursor con-
tained NiGa, NiGa4, Ni2Ga3, and NiGa4. Deposition from
(CO)4-CoGaCl2(THF) in the temperature range 250–350 �C
gave nearly stoichiometric CoGa films with some chlorine
contamination. A mass spectral study (EI-MS) of the pre-
cursor showed the abundance (15%) of the stripped heter-
obimetallic species [CoGa]+ corresponding to the stability
of the Co–Ga bond [537]. The chlorine content in the films
decreased at higher temperatures (350–400 �C), but the film
became cobalt-rich, indicating that a decrease in the chlo-
rine contamination is associated with a loss of gallium. This
is probably due to the formation of volatile GaCl3, which is
favored by the dissociation of Co–Ga bonds occurring above
350 �C. This example shows the relevance of investigating the
gas-phase behavior of precursors, particularly in view of the
different fragmentation mechanisms operative in the thermal
degradation of the molecule, depending on the decomposi-
tion temperature.

Fischer et al. have performed extensive studies on the
CVD of intermetallics from molecular precursors contain-
ing metal-metal bonds between d and p block elements
[539–542]. Volatile heterodinuclear organometallic com-
pounds L(CO)3Co–GaR2(D) and L(CO)3Co–Ga[(CH2�3·
NR1

2](R) (R = H, CH3, C2H5, CH2But , CH2SiMe3; D =
THF, NMe3, NC7H13; L = CO, PMe3, PPh3; R1 = CH3,
C2H5� were studied as single molecular precursors for the
deposition of binary CoGa alloy thin films. The films, grown
in a hot wall reactor, had Co/Ga atomic ratios in the range
of 1 to 3, depending upon the substrate temperature and
the type of substituents at the gallium atom. The molecular
structure of a prototype of the compound series L(CO)3· Co–
GaR2(D) is shown in Figure 36. The deviation in the Co:Ga
ratio when compared with that in the precursor was observed
when the deposition was performed at low temperatures. The
formation of thermally stable gallium alkyl complexes was
suggested as a probable reason for the Ga deficiency in the
deposits [539].

Figure 36. Molecular structure of (CO)4Co-Ga(CH2
tBu)2(C4H8O).

Reprinted with permission from [539], R. A. Fischer and A. Miehr,
Chem. Mater. 8, 497 (1996). © 1996, American Chemical Society.

Similarly, a series of complexes based on Fe–Ga bonds
[540] was used to deposit films with different Fe:Ga ratios.
[(CO)4FeGa{(CH2�3NMe2}]2, a tetranuclear species with
a preformed Fe2Ga2 ring, and the gallium-rich complex
[(CO)4Fe{Ga(CH2�3NMe2}(But�}2] (Scheme 26) produced
Fe-Ga films with strict control of the stoichiometry. The
efficient elimination of ligands due to �-H elimination
was proposed to be the reason for excellent film qual-
ity and low deposition temperatures (200–250 �C). Shore
et al. have used HFeCo3(CO)12 and H2FeRu3(CO)12 as sin-
gle sources for the CVD of FeCo3 and FeRu3 alloy films
[408]. When occurring in cold wall reactors, partial decom-
position of the HFeCo3(CO)12 into volatile organo-iron
compounds and less volatile cobalt species was observed,
resulting in iron enrichment of the films. Nevertheless,
pure heterobimetallic films could be obtained from pho-
tochemical vapor deposition by irradiation with a mer-
cury arc lamp, with CO as a carrier gas. Chi et al. have
used the Fe–Sn compounds (C5H5�Fe(CO)2(SnMe3� and cis-
Fe(CO)4(SnMe3�2 based on different Fe:Sn ratios to grow
FeSn and FeSn2 films [131]. Pure FeSn films were obtained
with (C5H5�Fe(CO)2(SnMe3), whereas films composed of
the FeSn2 phase with a minor constituent of FeSn were
obtained with cis-Fe(CO)4(SnMe3�2. Similarly, CoSn films
with small amounts of �-Co3Sn2 were prepared by CVD of
Me3SnCo(CO)4 and Ph3SnCo(CO)4 [119].

Scheme 26.

The formation of intermetallic compounds from organo-
metallic precursors is highly sensitive to the experimental
conditions and requires an optimization of the deposition
process for a phase-selective synthesis, especially in those
cases where a large number of phases coexist in the binary
phase diagrams.

5.3. Three-Component Systems (ABEx)

5.3.1. Heterometal Oxides
The preparation of three-component systems poses a chal-
lenge for the molecular design of the precursor because of
the compatibility of the intrinsic physicochemical properties
of the individual building units. Moreover, it demands unam-
biguously characterized precursors with element ratios cor-
responding to that of the nanomaterial of choice. A variety
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of interesting molecular precursors have been synthesized
and/or modified for a size- and phase-selective synthesis of
nanomaterials (Table 2), which provide the proof of the con-
cept for the molecular-level synthesis of materials.

Stoichiometric MgAl2O4 films have been successfully pre-
pared from magnesium-aluminum isopropoxide containing
the appropriate Mg:Al ratio (1:2) [259–261]. However, for
the preparation of transition metal-aluminum, -gallium, or
-iron spinels, the fusion of component oxides [543, 544]
at high temperatures (1000–1600 �C), ball milling [545],
self-propogating combustion synthesis [546], coprecipitation
reactions [547], polymer route [548], and hydrothermal syn-
thesis [549] have been used. Wickham et al. have used mixed
acetates, M3Fe6(OOCCH3�17(O)3(OH)·12pyridine (M = Ni,
Co, Mn), as crystalline precursors to stoichiometric fer-
rites. These complexes contain a large number of pyridine
molecules of crystallization, and rapid removal of the coordi-
nated ligands can lead to the segregation of ions. Moreover,
they require high temperatures (800–1000 �C) to transform
into the respective ferrites. Apblett et al. synthesized a water-
soluble Ni–Fe complex, [Ni(H2O)6][FeCl(EDTA)H]2· 4H2O
[266], as a single precursor to nickel ferrite; however, the
pyrolysis of this compound leads to phase separation, and the
sample heat-treated at 600 �C shows Fe2O3 and NiFe2O4 as
the crystalline phases. Further heating at 900 �C is essential
for obtaining stoichiometric nickel ferrite.

Mathur et al. [244, 550] have used heterobimetallic pre-
cursors of the type [MM′

2(OR)8] (M = Co, Zn; M′ = Al,
Ga, Fe) for low-temperature synthesis of high-purity spinel
particles by the microemulsion method. For a comparative
evaluation of the single- and multicomponent approaches,
the CoAl2O4 spinel was synthesized from the single source
[CoAl2(OBut�8] (Fig. 37) and by the use of a stoichiomet-
ric mixture of [Al(OPri�3]4 and Co(OR)2 (R = –C(C6H5�3).
The XRD patterns (Fig. 38) of the two CoAl2O4 samples
reveal that the single-source synthesis yields, under similar
experimental conditions, higher phase purity and crystallinity
compared with the spinel obtained from a stoichiometric
mixture of Al and Co sources. The expected differences in
the hydrolysis susceptibility of the isopropoxide and phenox-
ide derivatives [551] cause different hydrolysis kinetics that
adversely affect the homogeneity (with respect to the cation
distribution) of the precursor solution. As a result, minor
phase separation occurs in the dual-source system (Fig. 38).

Co

Al2

Al1

Figure 37. Molecular structure of [CoAl2(OBut�8].

(a)

(b)

CoAl2O4 sample prepared

from CoAl2(OPri)8

CoAl2O4 sample prepared from

Al(OPri)3 + Co(OCPh3)2

Figure 38. X-ray diffractograms of two CoAl2O4 samples prepared by
multicomponent (a) and single-source (b) precursor routes. Reprinted
with permission from [244], F. Meyer et al., J. Mater. Chem. 9, 1755
(1999). © 1999, Royal Society of Chemistry.

Similarly, nanocrystalline CuAl2O4 and NiAl2O4 could be
obtained by processing [CuAl2(OBut)8] and [NiAl2(OBut�8],
respectively.

Similarly, zinc aluminate (ZnAl2O4�, a well-known wide
bandgap semiconductor with a spinel structure, was prepared
by the sol–gel processing of the bimetallic precursor shown
in Figure 39. Recent investigations of ZnM2O4 (M = Al, Ga)
compounds have shown these systems to be new transpar-
ent and conductive materials [552]. The optical bandgap of
polycrystalline ZnAl2O4 (3.8 eV) indicates the material to
be transparent for light with a wavelength larger than 320
nm. Thus it can be utilized for UV-photoelectronic devices.
Moreover, the ZnAl2O4 spinel is useful in many catalytic
reactions, such as cracking, dehydration, hydrogenation, and
dehydrogenation [553]. The XRD pattern of the sample cal-
cined at 400 �C shows zinc aluminate (Gahnite) to be the
only crystalline phase. This is the lowest reported tempera-
ture for the formation of single-phase crystalline ZnAl2O4.
The crystallite size calculated from the line shape analysis
of the diffraction peaks showed a log normal grain growth
with increasing calcination temperature (Fig. 40). The above
observations are in accordance with the TEM observations
showing a systematic crystal growth (Fig. 41).

Figure 39. Molecular structure of [ZnAl2(OBut�8].
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Figure 40. XRD traces of ZnAl2O4 ceramic calcined at different tem-
peratures. Reprinted with permission from [286], S. Mathur et al.,
J. Am. Ceram. Soc. 84, 1921 (2001). © 2001, American Ceramics
Society.

The absorbance spectra (Fig. 42) of ZnAl2O4 nano-
particles heat-treated (6 h) at 700, 800, 1000, 1200, and
1400 �C reveal a systematic shift in the absorption maxima.
The absorbance edge became steeper with increasing the
calcination temperature, and a “red shift” (4.5 to 4.0 eV)
was observed (Fig. 42). Since the bandgap, Eg, of a nano-
crystalline specimen scales with its diameter, d, as Eg ≈ 1/d,

(a) (b)

(c) (d)

Figure 41. TEM micrographs of ZnAl2O4 ceramic calcined at 600 (a),
800 (b), 1000 (c), and 1200 �C (d). Reprinted with permission from
[286], S. Mathur et al., J. Am. Ceram. Soc. 84, 1921 (2001). © 2001,
American Ceramics Society.
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Figure 42. Absorbance spectra of ZnAl2O4 calcined at 700, 800, 1000,
1200, and 1400 �C, respectively. Reprinted with permission from [286],
S. Mathur et al., J. Am. Ceram. Soc. 84, 1921 (2001). © 2001, American
Ceramics Society.

it can be surmised that the observed variation in absorption is
relevant to a strong change in the particle size, reflecting the
transition of the spinel from nanocrystalline to the micron
(bulk) state (inset, Fig. 42).

The class of spiro compounds with the general formula
MIIMIII

2 (OR)8 was extended by introducing divalent cobalt
and trivalent iron into a molecular framework to obtain a
single molecular precursor to cobalt ferrite, which is the first
example of a Co-Fe mixed-metal alkoxide (Fig. 43) [245].
The decomposition of the Co-Fe precursor in the sol–gel
or CVD process produced stoichiometric CoFe2O4 particles
and films, respectively. The X-ray diffractogram (Fig. 44) of
the sol–gel-derived material shows a monophasic spinel with
nanosized grains (�d�, 35 nm) [246].

One of the major strengths of the chemical methods
is the selective synthesis of metastable phases. In con-
trast to the conventional processing that largely relies on
brute force (mixing, milling, and firing), the molecular pre-
cursor approach provides a kinetic control over the pro-
cess (see Section 2). A unique example in this regard is
the selective synthesis of single-phase orthoferrite, GdFeO3,
which is difficult to obtain because of the easy formation of
the thermodynamically favorable Gd3Fe5O12 (garnet) phase
[554]. Orthoferrites are gaining attention as materials for

Fe1

Co
Fe2

Figure 43. Molecular structure of CoFe2(OtBu)8.
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Figure 44. XRD pattern of CoFe2O4 derived by the sol–gel method.

magneto-optical data storage devices and because of their
unique magnetic properties [555, 556]. Access to metastable
rare earth iron perovskites with the general formula LnFeO3
(Ln = any lanthanide ion) was provided, for the first time,
by a designed assembly of trivalent lanthanide and iron
ions in a molecular framework [255] (Fig. 45). The problem
commonly encountered in the selective synthesis of LnFeO3
compounds is the formation of thermodynamically favored
garnet and secondary iron oxide phases resulting from the
use of a mixture of Ln3+ and Fe3+ constituents as the pre-
cursor. In the absence of any chemical control (bonding) on
the ions, the lanthanide and iron compounds in the admix-
ture randomly collide to form various intermediate species
with metal ratios unfavorable for obtaining a single-phase
material. The result is the coexistence of undesired phases
(e.g., Ln3Fe5O12 and Fe3O4 in the synthesis of LnFeO3� in
the final ceramic material. In view of the above, more stable
garnet (Ln3Fe5O12� and magnetite (Fe3O4� phases are eas-
ily formed that, in view of their higher magnetic moments,
hinder specific investigations of the weak ferrimagnetic
behavior of the orthoferrite, LnFeO3. In this context, the
precursors with the required cation ratio and preformed
Ln–O–Fe bonds are a major breakthrough in the selective
synthesis of orthoferrite films and particles [255]. A con-
trolled hydrolysis of Gd-Fe heterometal alkoxide produced

Figure 45. Molecular structure of [{GdFe(OPri�6}(HOPri�]2.

faceted nanocrystallites of nearly uniform size (∼60 nm)
(Fig. 46). The crystalline GdFeO3 is formed at a temperature
much lower than those required for the solid-state reaction
with Gd2O3 and Fe2O3 powders (∼1800 �C). Furthermore,
the crystalline GdFeO3 forms directly from an amorphous
precursor without the crystallization of any intermediate
phases, which in the absence of any phase segregation or
crystallization of other stoichiometries confirms the composi-
tional purity of the sample and the contention that the chem-
ical mixing of the ions is retained during the various stages
of the processing.

It is interesting to note that using a mixture of component
alkoxides does not result in the formation of monophasic
material. Kominami et al. have used a mixture of lanthanum
and iron alkoxide in a glycothermal synthesis to obtain pure
LaFeO3, but the precursor was found to be contaminated
by LaCO3OH [557], whereas Traversa et al. could synthesize
pure LaFeO3 powders by thermal decomposition of a het-
eronuclear cyanide complex, La{Fe(CN)6}·5H2O [558]. In
analogy, Sm{Fe(CN)6}·4H2O was used as a single source for
preparing SmFeO3 powders and to deposit films on alumina
substrates [275]. They have also performed, for comparisons
sake, a solid-state reaction between Sm2O3 and Fe2O3 pow-
ders. The XRD data (Fig. 47) for the two samples show that
a single-phase SmFeO3 is present at 700 �C in the powder
obtained from the Sm-Fe precursor, whereas single metal
oxides were present as the major phases up to 1000 �C, in
the ball-milled sample (Fig. 47).

Alkaline earth stannate, titanate, zirconate, and hafnate
based on the perovskite structure are finding extensive appli-
cations as high dielectric constant, ferroelectric, and gas-
sensing materials [559–562]. The conventional preparation
of these electro-ceramics is based on the solid-state reac-
tions of common inorganic precursors like oxides, chlorides,
and carbonates, which require repeated cycles of milling and
calcinations at high temperatures (>1400 �C), to achieve
complete diffusion and phase formation. Moreover, the

100 nm

Figure 46. TEM and HREM images of GdFeO3 ceramic calcined at
1000 �C. Reprinted with permission from [255], S. Mathur et al., Adv.
Mater. 14, 1405 (2002). © 2002, Wiley-VCH.
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Figure 47. XRD profiles of (a) Sm{Fe(CN)6·4H2O complex decom-
posed at different temperatures and (b) the mixture of Sm2O3 and
Fe2O3 ball-milling calcined at different temperatures. Reprinted with
permission from [275], H. Aono et al., J. Am. Ceram. Soc. 84, 341
(2001). © 2001, American Ceramics Society.

powders exhibit a wide grain size distribution and contam-
ination due to impurities incorporated from abrasive parti-
cles or incomplete reactions. Many of these characteristics
are symptomatic of inhomogeneous chemical reactions and
exert an adverse effect on the useful properties of the mate-
rial. In contrast to the powder-processing methods, liquid-
phase processing (e.g., solution-sol–gel technique) provides a
molecular-level mixing of the individual components, which
reduces the diffusion path in the nanometer range to yield
crystalline material at much lower temperatures than nor-
mally required for the solid-state reactions [563–566].

The alkoxide-based synthesis of perovskite powders has its
origin in the pioneering works of Mazdiyasani et al., who uti-
lized simultaneous hydrolytic decomposition of titanium and
barium alkoxides [567]; however, the precise structure and
composition of the precursor was not known in their stud-
ies. Several mechanisms have been suggested for the forma-
tion of perovskite phases in solution methods [566, 568]. Two
mechanisms have been postulated for the formation of bar-
ium titanate. The first mechanism involves an acid-base-type
reaction in which an anion with the formula Ti(OH)2−

6 is ini-
tially formed during the hydrolysis of Ti alkoxide and later
neutralized by the alkaline earth cations [569]. A second type
of mechanism suggests the formation of negatively charged
TiO2 particles (due to the absorption of hydroxyl groups) in
which the alkaline earth cations diffuse to counterbalance
the negative charge. The above mechanisms do not take into
account the formation of heterometal species in the alkoxide
or partially hydrolyzed solution, which is a prominent feature
of alkoxide chemistry [45, 49, 50, 323, 570]. The nature and
chemical composition of intermediate species play a domi-
nant role in determining the purity and temperature of crys-
tallization of the desired phase. For example, the formation
of the ortho-titanate or zirconate phase (Ba2MO4; M = Ti,
Zr) in sols containing individual Ba and Ti(Zr) precursors
requires high (>1000 �C) temperatures to decompose into
BaMO3 [332].

The potential of heterometal alkoxide precursors to
“preform” the ceramic on a molecular level is promising
for nanoscaled perovskite powders (Tables 2–4). High-purity
nanocrystalline BaTiO3and BaZrO3 oxides [332] have been

synthesized from single-source Ba-Ti(Zr) alkoxide precur-
sors. The improved homogeneity and phase purity and lower
crystallization temperatures for gel → oxide conversion are
attributed to the use of mixed-metal compounds contain-
ing preformed Ba–O–Ti and Ba–O–Zr bonds. The TEM
images of barium-titanate (Fig. 48) and zirconate powders
revealed homogeneous nanoparticles, which were shown to
be monophasic pervoskites by powder XRD studies [332].

The strict control over the metal ratios through stoi-
chiometric clusters allows the crystallization of pervoskite
nanoparticles at low temperatures. For comparative evalua-
tion, BaTiO3 was also prepared through the use of common
inorganic salts of individual elements in a classic sol–gel
route. The X-ray powder diffractograms (Fig. 49) reveal that
the powder obtained by the conventional method is contami-
nated even at 1200 �C by undesired side products like BaCO3
and Ba2TiO4, whereas a single-phase material is obtained
with the mixed-metal alkoxide precursor. In addition, the
volume- and number-weighted size dispersion is significantly
narrow for the perovskite powders obtained from alkox-
ide precursors (Fig. 50), which is not the case for powders
obtained by the hydroxide route.

A large number of pure and �-diketonate-modified alkox-
ide derivatives of lead and alkaline earth metals with vari-
ous tetravalent cations (Ti, Zr, Hf, Ce) are known [50, 267,
571–575], but most of them do not possess the cation ratio
required for perovskite materials. The correct metal ratio
in the molecular precursor with respect to the solid-state
phase is a prerequisite for chemical control over the phase
formation. For example, the decomposition of Pb-Ti het-
erometal precursor, [PbTi2(O)4(OOCCH3�(OCH2CH3�7]2
[267], based on the Pb:Ti ratio 1:2, produced a mixture of
TiO2, PbTiO3, and PbTi3O7 phases, whereas the precursor
[Pb2Ti2(O)4(OOCCH3�2(OCH2CH3�8]2 (Pb:Ti = 1:1), with
similar ligands but an ideal cation ratio, could be converted
into single-phase PbTiO3 at 600 �C [575]. Figure 51 shows
the molecular structures of the two precursors and the pow-
der X-ray diffractograms of the residue obtained from their
pyrolytic decomposition.

Hubert-Pfalzgraf et al. have prepared mixed-ligand Ba-Ti
and Sr-Ti complexes (Fig. 52) that possess a metal ratio suit-
able for the synthesis of BaTiO3 and SrTiO3 [44, 564].

In an elegant study of the alkoxide-to-oxide transforma-
tion, Gaskins and Lannutti have prepared barium titanate
at room temperature by reacting a barium titanium oxo-
alkoxide, Ba4Ti4O4(OPri�16(PriOH)3 (Fig. 53), with acetone

10 nm 100 nm

Figure 48. TEM micrographs of BaTiO3 ceramic obtained at 800 �C
from a single-source heterometal alkoxide (a) and hydroxide route (b).
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Figure 49. XRD patterns of BaTiO3 particles obtained by hydroxide
and alkoxide sol–gel methods (BaCO3 (•) and Ba2TiO4 (�)).

Figure 50. Particle size-distribution curves for BaZrO3 powders obtained
from the alkoxide single source precursor (SSP) and conventional
hydroxide routes. Reprinted with permission from [23], M. Veith et al.,
J. Chem. Soc., Dalton Trans. 2405 (2002). © 2002, Royal Society
of Chemistry.

Figure 51. (a) Molecular structure of a Pb-Ti precursor [PbTi2(O)4·
(OOCCH3�(OCH2CH3�7]2 and XRD patterns for the thermal decom-
position of this precursor at 500, 700, 900, and 1000 �C. Reprinted
with permission from [267], H. K. Chae et al., Chem. Mater. 6, 1589
(1994). © 1994, American Chemical Society. (b) Molecular structure of
[Pb2Ti2(O)4(OOCCH3�2(OCH2CH3�8]2 and XRD patterns at various
temperatures. Reprinted with permission from [575], L. G. Hubert-
Pfalzgraf et al., J. Mater. Chem. 7, 753 (1997). © 1997, Royal Society of
Chemistry.
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Figure 52. The tetranuclear structure of Ba2Ti2(thd)2(OEt)10(EtOH)4.

[576]. The transient oxo species formed in the transforma-
tion of the molecular cluster possess oxygen coordination
numbers for the metals that are necessarily lower than those
found for the extended solid-state structure of BaTiO3. As a
consequence, the cluster grows (condenses) through oxygen
supplied by the acetone molecules, a reaction called aldol
condensation. The deficiency in oxygen coordination as the
two alkoxide groups are replaced by an oxo unit provides
a driving force for the cluster growth. A close look at the
metal-oxygen core of the oxo-alkoxide molecule reveals a
resemblance to a BaTiO3 structural subunit (Fig. 53). This
structural similarity probably helps in lowering the barrier to
a direct molecule-to-material conversion.

5.3.2. Heterometal Chalcogenides
Ternary chalcopyrite materials such as copper indium dis-
elenide (CuInSe2), copper indium disulfide (CuInS2), and
copper gallium diselenide (CuGaSe2� are potential solar cell
materials, given that their direct bandgaps are nearly optimal
for the absorption of the solar spectrum. High-quality thin
films of solar-cell materials with high specific power (W kg−1)
are required to fabricate efficient devices. Nanocrystalline
films are an attractive alternative to single-crystalline devices
that are currently used. Since the microstructure and sec-
ondary phases (surface layers) may have a large influence
on the transport properties of the films [577], optimal con-
trol over the purity of films is necessary. Moreover, the cur-
rent thin-film technologies are limited by the requirement of

Figure 53. (a) Molecular structure of Ba-Ti oxo-alkoxide. (b) Com-
parison of the core structure of monoclinic barium-titanium oxo-
isopropoxide with the BaTiO3 structure viewed along the 111 direction.
Reprinted with permission from [576], B. C. Gaskins and J. J. Lannutti,
J. Mater. Res. 11, 1953 (1996). © 1996, Materials Research Society.

high-temperature deposition processes that are incompatible
with all polyimide or other polymer substrate materials. To
eliminate or minimize the problems associated with differ-
ences between the coefficients of thermal expansion of the
substrate and functional film, new approaches to depositing
chalcopyrite materials at reduced temperatures are desired.
One interesting solution to this problem is the use of ternary
SSPs to obtain single-phase materials at low temperatures.

Banger et al. have tested molecular precursors with the
general formula [{ER3}2Cu(YR′)2In(YR′)2] (E = P, As, Sb;
Y = S, Se; and R = alkyl, aryl). Besides the appro-
priate elemental ratio required to form the chalcopyrite
phase, another key feature of this class of precursors
is the number of tunable sites within the complex that
allow engineering of the molecular architecture to direct
properties (liquid state, high volatility, thermal stability)
that best meet the requirements of the deposition pro-
cess. An important illustration of the flexibility of the
[{ER3}2Cu(YR′)2In(YR′)2] architecture is the phosphine
stabilized complexes [{P(Bun�3}2· Cu(SEt)2In(SEt)2] (A)
and [{P(Bun�3}2Cu(SPrn�2In(SPrn�2] (B) that represent the
first liquid precursor for the deposition of CuInS2. The low-
temperature differential scanning calorimetry (DSC) pro-
files of the two compounds (Fig. 54) show an absence of an
endotherm assignable to a melting phase transition, thus con-
firming their liquid state. The exothermic peaks at 250 and
268 �C correspond to the decomposition of the samples.

[{PPh3}2Cu(SEt)2In(SEt)2] was used to deposit well-
adherent mirror-like films of CuInS2 at 390 �C [252]
(Scheme 27). The films were dense, with a columnar grain
growth and grain size of ca. 500 nm. No evidence of phos-
phorus or carbon contamination was obtained, indicating a
clean decomposition of the precursor [250].

300 to 400 °C

C

P

InCu

S

[(C6H5)3P2CuInS2] CuInS2

Scheme 27.

Vittal et al. have synthesized and structurally charac-
terized molecular precursors (Fig. 55) to ternary silver
indium sulfide phases, AgInS2 and AgIn5S8. Pyrolysis of
[{PPh3}2AgIn(SCOR)4] (R = Me, Ph) compounds results
in the formation of AgInS2, whereas aerosol-assisted CVD
(AACVD) produced dark red films of AgIn5S8.

Mixed-metal perovskites are well known for their techno-
logical significance to electrochemical applications. In view
of their unique ferroelectric, pyroelectric, piezoelectric, and
dielectric properties, these materials are finding applications
in transducers, light modulation, charge storage, and non-
volatile memory devices [46, 559, 560]. The columbite-like
phase of MgNb2O6 (MN) has attracted interest because of
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Figure 54. Low-temperature DSC for [{P(Bun�3(2Cu(SEt)2In(SEt)2]
(A) and [{P(Bun�3(2Cu(SPrn�2In(SPrn�2] (B). Reprinted with permis-
sion from [252], K. K. Banger et al., Thin Solid Films 403–404, 390
(2002). © 2002, Elsevier Science.

its use in the synthesis of microwave dielectric materials
such as Ba(Mg1/3Nb2/3)O3 (BMN). Moreover, MgNb2O6 is
the key material for the successful preparation of single-
phase perovskite, Pb(Mg1/3Nb2/3)O3 (PMN), which is becom-
ing increasingly important for multilayer ceramic capacitor,
electrostrictor, and actuator applications [578, 579]. How-
ever, the synthesis of single-phase MgNb2O6 by solid-state
methods is not straightforward, because of the formation
of a corundum-like Mg4Nb2O9 phase [580], as observed in
the XRD data for the powder calcined at high temperatures
(Fig. 56). The transmission electron micrograph and selec-
tive area electron diffraction suggested the coexistence of
orthorhombic MgNb2O6 and hexagonal Mg4Nb2O9 phases,
which was confirmed by micro-EDX analysis of the grains
(Fig. 56).

The use of metal organic precursors (�-diketonate deriva-
tives of Pb and Mg and Nb(OR)5� also suffer from the
problem of compatibility due to the differential hydrolysis
rates of alkoxide and �-diketonate precursors [581]. A poten-
tial solution to this problem is mixed-metal precursors like

Figure 55. Molecular structure of [{PPh3(2AgIn(SCOPh)4]. Reprinted
with permission from [237], T. D. Devaraj et al., Chem. Commun. 2304
(2001). © 2001, Royal Society of Chemistry.

Mg4Nb2O9 Mg4Nb2O6

Mg4Nb2O9

Figure 56. (a) Powder XRD patterns of the calcined MgNb2O6 pow-
ders prepared from a dual source after calcination at different tem-
peratures and times. (b) TEM micrograph of the calcined MgNb2O6

powder, which shows the coexistence of a parasitic Mg4Nb2O9 phase.
Reprinted with permission from [580], S. Ananta et al., J. Eur. Ceram.
Soc. 19, 355 (1992). © 1992, Elsevier Science.

MgNb2(OEt)12(EtOH)2 (Fig. 57) containing Mg and Nb in
a single molecule and appropriate ratio [278]. The Mg-
Nb ethoxide has been successfully used to deposit stoi-
chiometric films of MgNb2O6 [264]. The evaporation of
MgNb2(OEt)12(EtOH)2 occurs in the range of 200–320 �C,
which is comparable to the evaporation temperature of
Pb(thd)2 (thd = 2,2,6,6-tetramethylheptane-3,5-dionate),
showing that the volatilities of the two precursor systems
(Mg-Nb and Pb) are well matched for liquid injection appli-
cations. This approach is of help, especially in the case
of systems based on three or four different elements for
which the precursor systems have not been investigated.
The Mg-Nb bimetallic alkoxide is stable only at low depo-
sition temperatures (<450 �C); at higher temperatures the
coordinating EtOH ligands dissociate to leave an unsatu-
rated four-coordinate Mg center that is highly susceptible to
attack by oxygen. This leads to interaction between the lig-
ands (liberated from the Pb(thd)2 precursor) to form Mg-
thd species (e.g., Mg(thd)2 or EtOMg(thd)), which have a
high thermal stability and lead to Mg-deficient films [264].
The reactivity of pure Mg-Nb alkoxide may be controlled
by introducing chelating acetate ligands to obtain a mod-
ified acetato-alkoxide precursor, MgNb2	�-OAc)2(OPri�10
(Fig. 58) [323]. Similarly, Ba(Mg1/3Nb2/3�O3 ceramics could

Figure 57. TGA data for (a) Mg[Nb(OEt)6]2·2EtOH and (b) Pb(thd)2.
Reprinted with permission from [278], A. C. Jones et al., J. Mater.
Chem. 11, 544 (2001). © 2001, Royal Society of Chemistry.
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Figure 58. (a) Molecular structure of Mg{Nb(OEt)6(2(2EtOH).
Reprinted with permission from [264], H. O. Davies et al., Adv. Mater.
Opt. Electron. 10, 177 (2000). © 2000, John Wiley & Sons. (b) Molec-
ular structure of MgNb2	�-OAc)2(OiPr)10. Reprinted with permission
from [323], L. G. Hubert-Pfalzgraf et al., Polyhedron 13, 1181 (1994).
© 1994, Elsevier Science.

be prepared by a sol–gel method involving the reaction of the
heterometallic MgTa2(OEt)12 with a barium precursor [582].

A SSP is not always a guarantee of control over stoi-
chiometry, and heterometallic precursors may become a dis-
advantage when they disproportionate during the gas-phase
transport, as observed for SrTa2(OR)12 compounds, because
of the large disparity in the vapor pressure of the par-
ent alkoxides [277]. Nevertheless, the replacement of sim-
ple (monoanionic) alkoxide ligands by chelating alkoxides
(donor functionalized) offers the possibility of increasing the
strength of the Sr–(O)R–Ta bridge. Jones et al. have used
dimethyl aminoethanol (dmae) and bis(dimethylamino) iso-
propanol (bis-dmap) to obtain novel Sr-Ta heteroleptic alkox-
ides, SrTa2(OEt)10(R)2 (R = dmae, bis(dmap)). It can be
discerned from the solid-state structure of the dmap deriva-
tive (Fig. 59) that in contrast to SrTa2(OPri�12(PriOH)2, the
Sr atom in SrTa2(OEt)10(bis-dmap)2 more highly coordi-
nated (C. N. = 8) (Fig. 59). The use of SrTa2(OEt)10(dmae)
in MOCVD has produced crystalline films of SrTa2O6 [277].

5.4. Four-Component Systems (ABCEx) and
Composites (AEx /ABEx�

In general, the synthesis of multicomponent nanomaterials
such as (Ba,Zr)TiO3, Pb(ZrTi)O3, and Pb(MgNb)O3 by
chemical methods is plagued by the unavailability of suit-
able precursors. The mismatch in the compatibility (vapor
pressure, decomposition temperature, chemical properties)
of individual components often leads to unwanted side
reactions that are unfavorable for obtaining a single-phase

Figure 59. (a) Molecular structure of Sr{Ta(OPri�6(2·PriOH. Reprinted
with permission from [278], A. C. Jones et al., J. Mater. Chem. 11, 544
(2001). © 2001, Royal Society of Chemistry. (b) Molecular structure
of [Sr{Ta(OEt)5(bis-dmap)}2]. Reprinted with permission from [277],
M. J. Crosbie et al., Chem. Vap. Deposition 5, 9 (1999). © 1999, Wiley-
VCH Publishers.

nanomaterial. For instance, the control of stoichiometry
in the synthesis of strontium bismuth tantalite, SrBi2Ta2O9
(SBT), is still a knotty problem because of the relatively high
volatility of the bismuth components. Recently attempts have
been made to obtain SBT films and powders from a mix-
ture of SrTa2(OEt)12 and Bi(CH3�3 or by mixing of individual
alkoxides, but none of these reports deals with a single-
source SBT system [583, 584]. Lee et al. have prepared a
complex alkoxide, [SrBi2Ta2(OCH2CH2OCH3�18], which was
characterized by solution NMR studies [292]. Since the com-
plex exhibits just one set of alkoxide ligands indicating the
same chemical environment, the formation of a single source
was assumed. However, such a simplified spectrum may also
result from a fast exchange of alkoxide groups present on
different alkoxide centers. Nevertheless, the intrinsic role
of a single alkoxide source is corroborated by the forma-
tion of single-phase SBT films. The common chemical routes
to SBT (Scheme 28) employ a 20–30% excess of Bi com-
ponent, which seems to be a must to compensate for the
loss of Bi during the heat treatments [292, 585]. The use
of Sr-Bi-Ta methoxyethoxide, however, shows that excess Bi
is not necessary for the formation of a pure ferroelectric
phase. The TGA analysis shows that the dried alkoxide pre-
cursor decomposed gradually and monotonously, with no
abrupt heat release characteristic of a heterogeneous mix-
ture. The low-temperature (350 �C) synthesis of SBT films
with a homogeneous and dense grain structure, together with
the TGA analysis, suggests a chemical network of Sr, Bi, and
Ta ions that is responsible for retarding the loss of the Bi
component.

Conventional Route

SrX + 2 BiY + 2 TaZ SrBi2-nTanOm

X and Z are O-containing ligands

Bix

∆

M ≤ 9

Single Precursor Route

[-Sr-O(R)-Bi-O(R)-Ta-O(R)-] SrBi2Ta2O9∆
Scheme 28.

The continuous quest to obtain materials with improved
properties and the possibility of improving the composi-
tional homogeneity and tailoring the composition through
new organometallic molecular or polymeric precursors has
led to investigations of new preceramic precursors based on
additional elements (e.g., B-C-N and Si-B-N-C systems). The
approach of synthesizing nonoxide ceramic materials from
multicomponent precursor molecules already containing the
basic structure (coordination) and bonds desired in the final
ceramic product has proved to be of great value. Among
ternary nonoxide ceramics, boron-carbon-nitrogen is gaining
increasing attention because of the outstanding properties of
boron carbonitride, BCxNy . These compounds are superhard
like diamond and cubic boron nitride and show remarkable
stability against oxidation at elevated temperatures [586].
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When compared with diamond, which decomposes to carbon
dioxide at 800 �C in air, cubic boron nitride (c-BN) is resis-
tant to oxidation up to 1600 �C. However, the application
of c-BN is complicated because of high internal stresses in
thin films. Boron carbonitride possesses high hardness and
oxidation resistance by low internal stresses; these proper-
ties make it an interesting alternative material. The starting
materials pyridine borane (C5H5N·BH3� and triazaborabi-
cyclodecane (BN3H2(CH2�6� containing boron, carbon, and
nitrogen have been used as SSPs to deposit ultrahard BCxNy

on low-melting-point materials like aluminum and polymers
[240]. Riedel et al. have made a comparative evaluation of
the suitability of C5H5N·BH3 and BN3H2(CH2�6 in a plasma-
assisted CVD process. They found that the atomic hydrogen
produced by the decomposition of precursor in the plasma
reduces the carbon content in the films. Since BN3H2(CH2�6
contains a higher amount of hydrogen, BCN films produced
with this precursor revealed a lower carbon content. This
example illustrates the role auxiliary elements (ligands) can
play in the final composition of the material [271].

In view of the higher thermal stability of amorphous
Si-C-N ceramics compared with binary Si-N or Si-C
amorphous compounds, a large number of organometallic
precursors such as polyorganosilazane [587], polymethyldis-
ilazanes [588], and polyorganosilylcarbodiimides [589] have
been used to obtain Si-C-N systems. It was observed that
a dual-source precursor system consisting of polysilazane
(Si-N) and polycarbosilane (Si-C) did not provide sufficiently
homogeneous Si-C-N precursors to prevent the crystalliza-
tion of SiC. On the other hand, single-source Si-C-N pre-
cursors with a similar C:Si ratio led to products that were
amorphous at rather high temperatures [590].

Jansen et al. [591] have prepared amorphous ceramics with
the chemical compositions Si3B3N7 and SiBN3C by the pyrol-
ysis of the single-source trichlorosilylamino-dichloroborane,
Cl3Si–NH–BCl2, under ammonia and inert gas atmospheres,
respectively. These ceramics possess optimized mechanical
properties compared with material prepared from modi-
fied polymers or by copolymerization [592]. The borosili-
con nitride Si3B3N7 and the borosilicon carbonitride SiBN3C
remain amorphous on heating in vacuum or in a N2 atmo-
sphere up to 1800 and 1900 �C, respectively, and no sepa-
ration into thermodynamically stable crystalline phases was
observed. In addition, an extremely high resistance against
oxidation up to 1550 �C was observed for SiBN3C, which is
simply too high for a metastable nonoxide ceramic [592]. The
exceptional properties of these amorphous compounds seem
to have their origin in the precursor chemistry and preorga-
nized Si-N-B bonds. The atomic arrangement in the precur-
sor (Fig. 60) is an important condition for the homogeneous
elemental distribution, and it avoids regional inhomogene-
ity due to boron- or silicon-enriched clusters [593]. Si-B-N-C
ceramics prepared from other precursors show segregation
into crystalline Si3N4 and turbostratic BN at temperatures
over 1400 �C [594, 595].

Whereas SiBN3C fibers can easily withstand temperatures
of up to 1800 �C in nonoxidizing atmospheres and up to
1500 �C under oxidizing conditions for long periods (<50 h),
the commercial HiNicalon fibers (Nippon Carbon), when
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Figure 60. (a) Synthesis of the precursor molecule TADB. (b) Pyrolysis
and polymerization of TADB.

aged in air at 1500 �C for 15 h, develop a crystalline oxide
layer that contains several cracks and debonds from the fiber
core (Fig. 61). The above example shows the advantage of
molecular precursors in achieving a high degree of connec-
tivity in the amorphous ceramic that is responsible for the
unusual properties of the fibers prepared from it.

The definition of nanocomposite material encompasses
a large variety of systems, such as one-dimensional,
two-dimensional, three-dimensional, and amorphous mate-
rials, made of distinctly dissimilar components and mixed
at the nanometer scale [337] (Scheme 29). Nanocomposites
are of intense current interest for potential applications

Figure 61. Oxidation resistance of Siboramic compared with HiNicalon
fibers (Nippon Carbon). (A) Fracture surface of HiNicalon fibers after
exposure to air (15 h, 1500 �C). (B) Fracture surface of SiBN3C fibers
after exposure to air (50 h, 1500 �C). Reprinted with permission from
[616], P. Baldus et al., Science 285, 699 (1999). © 1999, American Asso-
ciation for the Advancement of Science.
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in catalytic, magnetic, electronic, and optical applications
[596–602].

Scheme 29.

The combination of two discrete phases with different
properties, at the molecular level, provides an avenue to the
design of new hybrid materials as well as the possibility of
modulating the properties of one or more of the compo-
nents. It is also a unique way to generate materials that have
special properties that are unknown in the individual com-
ponents or new compositions (materials) not known before.
The concept of dispersing an active phase into a support-
ing phase (matrix) is not new, and a large number of exam-
ples are available where functional nanoparticles have been
embedded in polymer, glass, or ceramic matrices to modify
the properties [289, 296, 299, 301, 303, 306, 308, 309]. Since
the properties of nanocomposite materials depend not only
on the properties of their individual parents but also on their
degree of mixing and interfacial characteristics, considerable
efforts are focused on the development of new chemical
routes for producing these systems. The phase segregation
poses a challenge in the synthesis of compositionally differ-
ent nanocomposites because a uniform intermingling of two
different phases cannot be obtained by mechanical blending.
The above problem nevertheless can be addressed by using
single-molecule precursors in which the elements required to
form the two phases (dispersoid and matrix) are assembled
in a molecular framework.

Composites of a metal and metal oxide phase could be
interesting in view of their special material properties, like
hardness, plasticity, luminescence, conductivity, photoelec-
tronic properties etc. The strategy to obtain such biphasic
nanocomposites in a single-step approach is based on the use
of molecular precursors containing either a zerovalent or a
meta-stable (unusual oxidation state) metallic center [410].
On thermal treatments, the meta-stable oxidation state dis-
proportionates via a redox reaction to form a more stable
higher oxidation state and the elemental form. For example,
Cu(I) species have been used in sol–gel and CVD processes
to obtain the Cu/Cu2O system.

A particularly interesting example is the formation of
biphasic composites from the CVD of tert-butoxides of biva-
lent germanium, tin, and lead with the general formula

M(OtBu)2 (M(II) = Ge, Sn, Pb) [143]. Veith et al. have stud-
ied the gas-phase pyrolysis (450–550 �C) of MII(OtBu)2 com-
pounds to obtain composite films where metal particles are
wrapped in oxide shells (Eq. (22)).

2MII	OBut�2 −→ M0 + MIVO2 + 	CH3�3C–OH

+ 2	CH3�2C CH2 (22)

The molecular structure of the Ge precursor is shown
in Figure 62. The formation of biphasic particles is chemi-
cally driven because the electron transfer necessary for the
observed redox process (2MII → M0 + MIV) occurs in a
molecular entity, which enforces a narrow size distribution
and self-organization of the two phases in the CVD deposit.
The SEM images of the films show a regular distribution
of spherical particles. The globular morphology of metal-
metal oxide composite particles was investigated by nano-
indentation and X-ray photoelectron spectroscopy (XPS)
studies [603].

The Ge 3d XPS spectrum (Fig. 63) of the Ge/GeO2films
exhibits two peaks, where the signal located at the lower
binding energy is due to the germanium metal. Pure GeO2
films (obtained by the CVD of Ge(OPri�4 under identi-
cal conditions) showed a peak corresponding only to the
Ge-O phase (Fig. 63), which confirmed the formation of a
composite material.

The Ge content in the composite film was found to
increase upon argon sputtering. This suggested that the metal
particles are possibly wrapped in an oxide matrix that was
peeled off during the sputtering process. To confirm that
the sputter process does not lead to the reduction of ger-
manium oxide to elemental germanium, the GeO2 sam-
ple was also sputtered with Ar+ ions, but no Ge(0) was
detected, even after a long sputtering time (Fig. 63). The
nanomechanical characterization [603] of the Ge/GeO2 films
with an atomic force microscope-coupled nanoindenter (NI-
AFM) supported a core-shell-type structure. Figure 64 shows
the AFM images of the composite film before and after nano-
indentation. The triangular impressions are due to inden-
tations with different load forces. The applied force versus
displacement (penetration depth) gave the hardness pro-
file across the film. The hardness increased with increasing
indented depth, reached a maximum value (7.2 GPa), and

O2

Ge

O1

Ge′

Figure 62. Molecular structure of [Ge(OtBu)2]2.
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Figure 63. Ge 3d XPS spectra of the as-deposited and Ar+-sputtered
Ge/GeO2 and GeO2 films. Reprinted with permission from [24],
S. Mathur et al., Mater. Sci. Forum 386–388, 341 (2002). © 2002, Trans
Tech Publications.

then gradually decreased to the initial value (6.0 GPa); the
hardness value at the maximum corresponds to the hardness
of bulk Ge (7.6 GPa). The indented depth-dependent vari-
ation of hardness (Fig. 64) indicated that the composite
was composed of a harder constituent at the core. The
indented depth corresponding to the maximum hardness can
be assigned to the center of a spherical particle, which indi-
cates that the mean particle diameter is about the twice the
indented depth (ca. 120 nm), a fact borne out by the AFM
image (Fig. 64), which shows the average particle size to be
ca. 120–130 nm.

The redox chemistry observed for divalent Ge, Sn, and
Pb species is also valid in their heterometal compounds;
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Figure 64. AFM images of Ge/GeO2 sample obtained before (a) and
after (b) indentation experiments and the variation of the hardness
with the contact depth. Reprinted with permission from [24], S. Mathur
et al., Mater. Sci. Forum 386–388, 341 (2002). © 2002, Trans Tech
Publications.

for example, thermolysis of BaSn2(OBut�6 (formed by the
Lewis acid-base reaction of Ba(OBut�2 and Sn(OBut�2 [325])
produces a two-phase material (Sn/BaSnO3� where metal-
lic tin particles are dispersed in a barium stannate matrix
[604]. Veith et al. have extended this approach to those
metal centers for which a meta-stable oxidation state is
not easily accessible [605] by incorporating reducing lig-
ands into the precursor. Thus, hydride-modified aluminum
tert-butoxide, [H2Al(OBut�]2, disproportionates upon pyrol-
ysis (450–550 �C) to yield an Al/Al2O3 composite [605].
A similar observation was made with the Ga compound
[H2Ga(OBut�]2 (Table 4), which produced a Ga/Ga2O3
composite [302].

�H2Al	OBut��2 −→ Al/Al2O3 + iso-C4H8 + ButOH + H2
(23)

Silica-supported metal particles constitute a large class
of important heterogeneous catalysts [532, 606]. The effi-
ciency of such catalytic systems depends on the size and
shape of the metal particles and on the nature of particle-
support interactions. For this reason, considerable attention
has been paid to the development of synthetic strategies to
tailor metal/silica (M/SiO2) composite materials.

Lukehart et al. have incorporated complexes of various
metals (Ge, Ag, Cu, Os, Pd, Pt, Re, and Ru) in silica xero-
gel matrices (Table 4) to obtain molecularly doped xerogels
[294, 303].

Si(OMe)
4

x LnM{L Si(OR)3} {Si LMLn}x SiO2 xerogel*x"M"+

H2O, MeOH

H+ or base catalyst

H2

∆

Scheme 30.

Subsequent thermal treatment of the doped xerogels
afforded metal nanoclusters highly dispersed in the bulk of
the xerogel matrix [294, 303], which is chemically controlled
because of the covalent bonding of the metal complex in
the matrix (Scheme 30). When a dinuclear complex such as
cis-Pt(PPh3�2-(Ph)(SnPh2Cl), with a bimetallic core (Pt:Sn =
1:1) is used, a nanocomposite containing nanocrystals of PtSn
(niggliite) intermetallic dispersed in silica matrix is formed
(Fig. 65). The selective formation of single-phase PtSn par-
ticles demonstrates that control over the composition of the
nanomaterial can be achieved through proper choice of the
core structure of the molecular precursor [607].

Tilley et al. have used tris(alkoxy)siloxy derivatives of dif-
ferent metals such as Cu, Al, Ti, Zr, Hf, V, and Cr to obtain
metal/silica and metal oxide/silica nanocomposites [103, 249,
299, 301, 311, 313] and have investigated their catalytic
behavior. The molecular structure of the copper(I) deriva-
tive, [Cu(OSi(OBut�3]4, is shown in Figure 66.

The precursors of the general formula M[OSi(OBut�3]n
are well-defined oxygen-rich compounds that can be ther-
molyzed to amorphous, homogeneous metal oxide/silica
materials at low temperatures, via the elimination of
isobutene and water. For example, the group 4 complexes,
M[OSi(OBut�3]4 (M = Ti, Zr, Hf), convert readily to high-
surface-area MO2 · 4SiO2 materials at temperatures as low
as 135 �C (Eq. (24)).

M�OSi	OBut�3�4
)−→ MO2/SiO2 + 12C4H8 + 6H2O (24)
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Figure 65. (a) TEM micrograph of silica xerogel nanocomposite con-
taining PtSn nanoclusters and (b) the corresponding XRD trace.
Reprinted with permission from [607], J. P. Carpenter et al., Inorg.
Chim. Acta 251, 151 (1996). © 1996, Elsevier Science.

The thermolytic conversion of molecular precursors to
metal oxide-silica materials occurs in theoretical yields with a
homogeneous distribution of silicon and the transition metal
in the oxide matrix that can be attributed to the preserva-
tion of molecular-level homogeneity in the transition from
precursor to ceramic material. The solid-state transforma-
tion gives relatively ordered porous structures, indicating
that the precursor’s crystalline lattice may function as a
template to orient the condensation reactions in particular
directions. The microstructure of the heat-treated ZrO2/SiO2
material shows a smooth silica matrix containing spheri-
cal ZrO2 particles that grow in size at higher temperatures
(Fig. 67).

Roesky et al. have reported on the preparation and chem-
ical properties of a large number of heterometallosiloxane
compounds that represent an interesting class of model com-
pounds and precursors to silica-based materials [608]. For
example, Dhamelincourt et al. have used eight-membered
titanium-containing halo-siloxane rings [(TiX2�2O4(SiBut

2)2]
(X = Cl, Br, I) (Scheme 31) as SSPs, prepared according
to Scheme 31, to homogeneous TiO2/SiO2 material [310].

Figure 66. ORTEP view of the molecular structure of [Cu(OSi·
(OBut�3�4. Reprinted with permission from [299], K. W. Terry et al.,
Chem. Mater. 8, 274 (1996). © 1996, American Chemical Society.

One of the interesting findings of their study is the role of
halogen atoms, in the precursor, in determining the phase of
the resulting ceramic. For instance, the precursors contain-
ing chloride and iodide ligands produced silica mixed with
anatase, whereas the bromide derivative yielded silica mixed
with rutile [310].

Si
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I O

Si

O

Ti

Ti
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Si

O

I I
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But
2 + Ti2

-4HI

But
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2
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Scheme 31.

The (alkoxy)siloxides are also interesting precursors
for depositing biphasic thin films. Narula et al. have
used [(ButO)3Si-O-Ti(OBut�3] as a SSP for obtaining
antireflection TiO2-SiO2 coatings by atmospheric pressure
CVD process [312]. Recently, Schubert et al. have pre-
pared titanium alkoxides modified with a �-diketonate group

100 nm

100 nm

Figure 67. TEM photographs of xerogel derived from Zr[OSi(OBut�3]4
after calcination under O2 at 1200 and 1400 �C. Reprinted with per-
mission from [301], K. W. Terry et al., J. Am. Chem. Soc. 119, 9745
(1997). © 1997, American Chemical Society.
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containing a hydrolyzable alkoxysilane moiety [609]. The
hydrolytic conversion of these compounds produced dis-
persed silica-titania powders. The amount of silica in the final
material could be tuned by increasing the number of alkoxy
silane groups in the precursors. The presence of silica matrix
inhibits the growth of titania nanoparticles; as a result, in the
TiO2:2SiO2 system the anatase phase was observed, whereas
the formation of rutile was favored in the TiO2:SiO2 system
[609]. For anatase-rutile transformation, the titania particles
must exceed a certain size, and particle growth is favored in
the system containing lower silica content.

Recent reports on nanocomposite systems have shown
that the matrix materials not only act as passive hosts in
sustaining and protecting the nanocrystallites, but also pro-
vide a special environment the dispersoids [610–612]. For
example, the change in the emission peak observed in the
CdSe/BaTiO3composite system has been attributed to the
dielectric environment effects of the matrix on the electronic
structure of the embedded CdSe quantum dots [613]. In
the context of optical materials, composites containing lan-
thanide elements or their phases dispersed in an isotropic
matrix are of immense technological value and current inter-
est. The neodymium-doped materials are useful as solid-state
laser media, phosphors, and optical amplifiers [600–602].
A homogeneous dispersion of high concentrations of Nd3+

ions in a fully connected host matrix like SiO2 is difficult
because of the absence of nonbridging oxygen atoms. As a
result, the coordinatively unsaturated Nd3+ ions form inter-
action clusters, resulting in quenching of the luminescence
quantum yield. The addition of alumina as a codopant can
control the clustering of rare-earth ions by forming Nd-O-
Al bonds, which improves the ill-coordinated state of lan-
thanide centers [614]. Mathur et al. have put forward a new
concept of controlling the quenching problem by restricting
the movement of lanthanide ions in the host matrix. Since
the Nd-Nd separation plays a decisive role in the quenching
process, adding the dopant phase in the form of nanocrystals
containing Nd-O-Al units is expected to offer positional con-
trol with respect to the minimum Nd-Nd separation. A higher
amount of alumina can serve as an active matrix by interact-
ing with the surface Nd atoms of the NdAlO3 nanocrystals to
form further Nd-O-Al bonds. Moreover, alumina is a suitable
matrix because it allows the incorporation of a high concen-
tration of Nd3+ ions, and, in comparison to silica, alumina
possesses a higher refractive index and optical transparency.
To avoid short Nd–Nd distances, heterometallic precursors

Figure 68. Molecular structures of the NA and NA3 systems. Reprinted
with permission from [265], S. Mathur et al., Chem. Mater. 14, 568
(2002). © 2002, American Chemical Society.
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Figure 69. X-ray diffraction profiles of NdAlO3 (a) and NdAl3O6

(b and c) systems calcined at 800, 1000, 1200 and 1400 �C. Reprinted
with permission from [265], S. Mathur et al., Chem. Mater. 14, 568
(2002). © 2002, American Chemical Society.

[NdAl3(OPri�12(PriOH)], containing single, isolated Nd ions
surrounded by optically silent metal atoms, were used as pre-
cursors. The validity of this hypothesis was verified by inves-
tigation of the optical properties of (i) monophasic NdAlO3
and (ii) NdAlO3 nanocrystals evenly dispersed in alumina
matrix (NdAlO3/Al2O3).

The precursors, [NdAl(OPri�6(PriOH)]2 (NA) and [NdAl3·
(OPri)12(PriOH)] (NA3), possess the Nd:Al ratio required
for the formation of NdAlO3 and NdAlO3/Al2O3 (Fig. 68).
The molecular frameworks in NA and NA3 formed by
the bidentate chelation of tetrahedral isopropoxo aluminate
group(s) [297] fulfill the condition of preformed Nd–O–Al
bonds.

Both compounds, when subject to controlled hydroly-
sis, produce homogeneous xerogels that can be calcined to
obtain mono- and biphasic nanomaterials (Eqs. (25)–(26)).

�NdAl	OPri�6	PriOH��2 −→ NdAlO3 (25)

�NdAl3	OPri�12	PriOH�� −→ NdAlO3/Al2O3 (26)

The XRD patterns of the calcined powder obtained from
NA show neodymium aluminate to be the only crystalline

NdAlO3

Al2O3

a b

NdAlO3

100.00 nm
0.20µm

Figure 70. TEM images of (a) NdAlO3 and (b) NdAlO3/Al2O3 cal-
cined at 1000 and 1200 �C, respectively. Reprinted with permission
from [265], S. Mathur, et al., Chem. Mater. 14, 568 (2002). © 2002,
American Chemical Society.
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systems obtained at room temperature. Reprinted with permission from
[265], S. Mathur et al., Chem. Mater. 14, 568 (2002). © 2002, American
Chemical Society.

phase up to 1400 �C (Fig. 69), whereas in the case of
the NdAl3O6sample, crystallization of aluminas (mixture of
 
 *, and � phases) was observed around 1300 �C (Fig. 69).
This observation was corroborated by the formal composi-
tion (NdAl3O6� of the oxide material, indicating Al2O3 to
be amorphous up to 1200 �C. The TEM image of NdAlO3
exhibits crystallites with regular size and narrow size distri-
bution, whereas a bimodal mixture of particles was present
in calcined NA3 powder (Fig. 70). The analytical electron
microscopy of the composite material revealed large NdAlO3
grains (ca. 150 nm) regularly dispersed in an alumina matrix
made up of tiny crystallites (ca. 20 nm) [265].

A comparative evaluation of the optical properties of
Nd3+ ions in NdAlO3 and NdAlO3/Al2O3 revealed the
absorption coefficient to be much larger (especially in the
350–700-nm region) for the NdAlO3 crystallites embedded
in an Al2O3 matrix than that observed for pure NdAlO3
(Fig. 71). The high-resolution absorption spectra (Fig. 72)
of NdAlO3 and NdAlO3/Al2O3 recorded at 10 K corre-
spond to the 4I9/2	1� → 4F9/2	1� transition. The NdAlO3
spectrum shows a single peak, whereas the NdAlO3/Al2O3
composite exhibits, besides the main peak, a series of satel-
lites. The photoluminescence (PL) spectra (Fig. 72) of the
two systems excited at 4 K by 351-nm radiation (Ar+ ion
laser) reveal an enhanced PL intensity (X35 times) for the
NdAlO3/Al2O3 sample. These improved optical properties of
the oxide-oxide composite can be attributed to the influence
of the Al2O3 matrix on the electronic structure of Nd3+ ions
in NdAlO3 particles. It is plausible that the much smaller alu-
mina crystallites form a solvation shell around the NdAlO3
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Figure 72. (a) High-resolution absorption and (b) photoluminescence
spectra of Nd 4f 4F3/2 →4I9/2 emission in NdAlO3 and NdAlO3/Al2O3

systems. Reprinted with permission from [265], S. Mathur et al., Chem.
Mater. 14, 568 (2002). © 2002, American Chemical Society.
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Figure 73. HR-EM image of NdAlO3/Al2O3 composite showing crys-
talline and amorphous domains. Reprinted with permission from [265],
S. Mathur et al., Chem. Mater. 14, 568 (2002). © 2002, American Chem-
ical Society.

crystallites, thereby amending some of the surface defects of
NdAlO3 nanocrystals and eliminating the clustering of Nd
centers. Indeed, the high-resolution TEM images reveal crys-
talline domains of NdAlO3 linked together by amorphous
alumina grains (Fig. 73). The observed higher absorption
coefficient and photoluminescence of the NA3 sample indi-
cate that energy transfer from the alumina matrix to the
Nd3+ cations is operative in the composite material, which
additionally populates the excited state of Nd3+, resulting in
enhanced luminescence efficiency. The surface defects in the
nanoparticles are the source of nonradiative quenching sites
in the luminescent materials, which decrease the lumines-
cent intensity. In the composite material, the NdAlO3 crys-
tallites are in close contact with neighboring alumina grains
(Fig. 73), which may compensate for some of the surface
defects and simultaneously act as a passivating medium to
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Figure 74. Molecular structure of ErAl3(OR)12.
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Figure 75. Commerical (a) and sol–gel (b) processed wash coat.
Reprinted with permission from [256], C. K. Narula, Mater. Res. Soc.
Symp. Proc. 271, 181 (1992). © 1992, Materials Research Society.

keep the neodymium aluminate centers effectively isolated
(Scheme 32).

a-Al2O3

NdAlO3

I II

Scheme 32.

The lanthanide-containing oxide-oxide system represents a
two-phase structure, where the optically active phase is crys-
talline and the matrix is amorphous. The processing of these
composites can offer materials with properties that are glass-
like in most respects, except for the spectroscopy, where they
are crystal-like.

Westin et al. have used ErAl3(OPri�12 in a sol–gel process
to obtain Er-doped Al-Si-Ti oxide glasses (Fig. 74) [614]. The
optical characterization of the material shows that using a
SSP as the doping source endows a high homogeneity with
respect to the cation dispersion, and the films were free from
Er-rich clusters, which is the case in conventionally prepared
Ln-doped material. The high dispersity of Er ions in the
matrix is reflected in the high emission in the infrared region.

Narula et al. have used lanthanum and cerium alkoxy-
aluminates (MAl3(OPri�12; M = La, Ce) in a sol–gel
process to obtain high-surface-area alumina incorporating
lanthanum and cerium for automotive catalyst substrate
applications [256, 297]. The NMR experiments performed to
follow the hydrolysis reactions show that lanthanides remain
bonded to aluminum in the early stages of hydrolysis. They
have impregnated the wash coat of automotive catalysts with
alkoxide-derived sols and compared it with the commercial
wash coat for the oxidation of hydrocarbons and CO and the
reduction of NOx. As shown in Figure 75, a higher channel
volume was achieved in the sol–gel-processed wash coat.

6. CONCLUSIONS
Nanotechnology demands maneuvering materials atom by
atom, which renders the conventional macroscopic mate-
rial processing methods (mixing, milling, and heating) crude
and imprecise. The need for methods enabling controlled

growth of nanomaterial has led to the use of SSPs, which
inherently possess the requirements of the nanomaterial (ele-
ment combination and bonding features of the solid phase)
in the molecular state. This review underlines the potential
of molecular templating of nanomaterials of different com-
positions and shows that original solutions can be achieved
through the chemical design of the precursor. The directed
manipulation of molecular aggregates as elementary frag-
ments of solid-state structure seems to be an efficient strategy
for the preconceived synthesis of nanomaterials at the atomic
level.

The incorporation of different elements into a molec-
ular source to obtain the target material from a single
source simplifies the material synthesis by drastically reduc-
ing the process parameters. The SSPs with a predefined
metal stoichiometry and reaction (decomposition) chemistry
can enforce a molecular-level homogeneity in the obtained
materials. The hydrolytic or pyrolytic transformations of
molecular derivatives have been used for the phase-selective
synthesis of a large variety of ceramics and composites, which
illustrates the potential of molecular clusters to “preform”
the material on a molecular level (Tables 1–4). Although the
field is still far from maturity, the continuing efforts of a large
number of research groups in controlling various aspects of
the molecule source strategy, such as enhanced volatility,
low decomposition temperature, clean and efficient ligand
elimination mechanisms, and control of stoichiometry, have
boosted the use of single-molecule sources in the synthesis of
functional nanomaterials, both films and particles, as is evi-
dent from the rapid increase in the publications dealing with
this concept and the diversity of the composition of the mate-
rials synthesized (Tables 1–4). However, it should be noted
that a significant number of reports have emerged from the
material curiosity of a synthetic chemist, and the targeted
development of experimental chemical methods, necessary
to achieve nanoscopic structures by controlled and/or self-
organized growth, needs greater attention.

A better understanding of underlying principles of chem-
ical synthesis and the process of molecule-to-material con-
version can make possible the rational synthesis of new
inorganic materials. The current status of nanomaterials
chemistry can be analyzed from two viewpoints: one cor-
responds to the synthesis of a material from an available
precursor followed by the analysis of the nature of the pre-
cursor (chemical reactivity, stability, fragmentation, etc.) in
light of the results obtained and can be termed as a synthetic
approach; the other is from a retrosynthetic direction, which
involves going backward from a target material to molecular
starting materials by performing conceivable retro-reactions
(subject to the knowledge base) to design the material at the
molecular scale. The second case, which in principle forms
the basis for illustrating the potential of molecular design, is
less practiced for obvious reasons. Although the basic prin-
ciples of the building-block approach to (nano)materials can
obviously be extended to inorganic materials/phases hitherto
“unknown,” the lack of systematic investigations regarding
the molecular templating or the conditions under which a
molecular compound can be transformed into an extended
solid poses an application barrier. Consequently, a large
number of metal-organic compounds are potential “assem-
blers” for the controlled assembly of meso- and nanoscopic
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structures, yet remain underutilized synthons in the growth
of nanomaterials. In view of the above, future research needs
in the chemical synthesis of nanophase materials are:

• New synthesis strategies for a directed (chemically
driven) synthesis

• Better control over chemical and structural homogene-
ity, the latter feature being crucial for nanocomposites

• Combinatorial methods for the exploration of complete
thermodynamic space

• New chemical principles for designed texture,
microstructure, and size-tuning

• Computational methods applicable to complex systems
• Development of precursor systems for nonstoichiomet-

ric compounds and doped materials
• Isolation and characterization of high-nuclearity molec-

ular clusters (e.g., partially hydrolyzed species isolated
from the sol–gel process), which can reveal the inter-
mediate stages of the molecule-to-material conversion
process

• Laboratory validation of discrete steps in the synthetic
pathways and a knowledge base to guide the material
scientist from the initial conception of a chemical syn-
thesis to a reasonable strategy

• Up-scaling of laboratory procedures by development of
commercially viable production methods.

The search for new materials is subject to rationales
for providing chemical composition and structures, which
constitute the feedback for new synthetic approaches and
composition-structure-property relationships. This requires
identification of new materials by both experimental
(e.g., combinatorial materials synthesis) and computational
(energy landscapes of different chemical systems to iden-
tify kinetically stable structures) methods. Finally, serious
efforts at a complete characterization and proved improve-
ment in the properties of the synthesized nanomaterial is
needed from the chemistry community, especially to over-
come mindsets and biases about molecular chemistry routes,
for instance, the general (mis)conception that a multicompo-
nent molecular precursor would definitely dissociate under
experimental conditions to produce a mixture of individual
components.

GLOSSARY
Chemical vapor deposition (CVD) Chemical vapor deposi-
tion is a generic name for a group of processes that involve
depositing a solid material from a gas-phase process by the
decomposition of volatile precursors at a suitable tempera-
ture either in the gaseous state or on the substrate, thereby
eliminating organic fragments as by-products.
Molecule-based materials (MBM) Material systems fabri-
cated from molecular subunits, where the molecular integrity
of the building units is maintained in the final configuration.
Molecule-derived materials (MDM) Materials derived
from molecular precursors in which the parent molecular
framework is not (necessarily) maintained in the final
material.
Single-source precursor (SSP) A molecular source con-
taining all of the phase-forming elements in a single chemical

compound, for example, gallium (tris)amide (Ga(NR2�3) for
gallium nitride (GaN).
Sol–gel A room-temperature chemical method used for
preparing high-purity ceramics by the hydrolysis of metal-
organic compounds in particular metal alkoxides carried out
under controlled pH, amount of water, and alkoxide concen-
tration, which involves the transition of a liquid “sol” into a
solid “gel” phase.
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1. INTRODUCTION
The detailed characterization of samples of nanoparticles
and nanostructured materials presents a considerable chal-
lenge to the materials scientist. The importance of the task
of determining basic characteristics such as size, structure,
and chemical composition is in no doubt. However, the
range of techniques available to comprehensively determine
these properties in a single experiment is limited, and a
survey of the published literature reveals an overwhelming
emphasis on the use of electron microscopy, and in particu-
lar the transmission electron microscope (TEM).
The principal advantage of the TEM is its unprecedented

spatial resolution, combined with the possibility of spatially
localized reciprocal space examination using transmission
electron diffraction. The ability to probe the local structure
of a sample by electron diffraction is a unique advantage
to the transmission electron microscopist. The reasonable
penetration of high-energy electrons has enabled for exam-
ple the characterization of buried interfacial structures, and
this has been of immense importance to the development of
our understanding of nucleation and growth mechanisms in
heteroepitaxial thin films.
The TEM is ideally suited to the investigation of nano-

structured materials; nanoparticles are among the simplest
of TEM specimens, requiring no mechanical thinning to

achieve electron transparency and thus the least amount of
sample preparation. Typically they need only be dispersed
on a “holey” or “lacey” carbon support film prior to electron
imaging.
In any situation involving materials characterization, an

ideal microscopy technique will provide (1) sufficient spatial
resolution to form interpretable images and (2) a method of
preparing and mounting the sample that will avoid substan-
tial modification and/or the introduction of artifacts. The
first requirement is readily satisfied, since modern transmis-
sion electron microscopes typically have a resolution better
than 2.5 Å. The second requirement, however, must be given
careful consideration in any proposed experiment. One of
the properties of nanoparticles that makes them attractive
for certain key technologies, such as catalysis and biosens-
ing, is their enhanced chemical activity due to their large
surface area to volume ratio (a direct consequence of their
small diameter). This has made nanoparticles of immense
interest to the chemical and biomedical industries. However,
as a consequence of this enhanced reactivity, atmospheric
degradation (and in particular, oxidation) may substantially
change the chemical and structural properties of the sample
before analysis is complete.
Materials such as metal oxides and inert metals such as

gold may suffer little or no effects. However, more reactive
metals such as copper and many semiconductor materials
such as silicon may experience substantial oxidation. Thus,
in order to understand the structural properties of these
nanomaterials as-synthesized, examination should ideally be
made before exposure to ambient atmosphere occurs.
In situations where the examination of as-grown nano-

particles or nanoscale deposits is the main requirement,
embedding of the particles or the film in a protective
medium either during or immediately following growth has
proved remarkably effective [1]. Sputtered silicon oxide lay-
ers have been widely used for this purpose. Metallic or
semiconducting nanoparticles embedded in insulating media
such as SiO2 are an intrinsic part of the structure of some
nanoelectronic device structures [2].
In addition to the characterization of the structures

synthesized, we are also interested in understanding the
dynamic processes that occur either during the growth of
the nanomaterial or during subsequent processing. One of
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the key advantages of dynamic observations is the ability to
identify elusive metastable intermediate phases and probe
structural evolution both within the bulk of a sample and
at the sample surface. A comprehensive understanding of
the influence of service environment on the bulk structure
and surface morphology of the nanostructure is of immense
interest. As our understanding of these processes and their
mechanisms develop, we will become better able to intelli-
gently design structures of the highest utility and efficiently
predict the conditions most favorable to their realization.
We conclude then that there are situations where it is

desirable to study the structure of nanoparticles before any
exposure to atmosphere has taken place, in order to char-
acterize the “intrinsic” properties of the nanomaterial. In
addition, we wish to gain an understanding of the structural
and morphological developments that may take place during
exposure to a variety of service environments.

2. INSTRUMENTATION FOR DYNAMIC
IN-SITU STUDIES

For our present purpose, we will define an in-situ obser-
vation as one that occurs either (a) during the synthesis of
a nanostructured material, with no temporal interruption
of the growth process, or (b) during postsynthesis process-
ing of the nanostructure, such as during an anneal or other
heat treatment. Depending upon the material and its specific
application, the processing of interest may take place under
conditions ranging from ultrahigh vacuum (<10−9 Torr),
through high vacuum (∼10−8–10−6 Torr), to atmospheric or
near-atmospheric pressure in a variety of different gases. We
consider first the conditions our sample will experience dur-
ing transmission electron imaging using conventional elec-
tron microscopes.
The gun, column, and camera chambers of an electron

microscope are by necessity maintained in the high vac-
uum pressure regime or better, since electrons are scattered
strongly in air. An ion-pumped TEM column will typically
equilibrate at a pressure of order 10−7–10−8 Torr during
electron observation. Older and less well pumped systems
may be at least an order of magnitude higher in pressure.
The presence of a substantial partial pressure of hydro-
carbon species in the high vacuum environment is almost
unavoidable due to the presence of rotary oil pumps and
perhaps oil diffusion pumps.
In addition, the area under observation is subjected

to irradiation by fast electrons with energies typically in
the range 100–300 keV. Hydrocarbon molecules are read-
ily “cracked” by the electron beam, and anticontamination
devices such as liquid nitrogen-cooled cold traps are com-
monly mounted close to the specimen to help reduce the
total pressure.

3. SPECIAL CONCERNS FOR IN-SITU
NANOSTRUCTURE STUDIES

Nanostructured materials are well known for their enhanced
reactivity, due at least in part to their increased surface
area:volume ratio. This has a positive influence on their
catalytic properties; increased catalytic activity observed in

nanostructured materials such as supported metal particles
in zeolite structures is a strong motivation to develop our
understanding of the science, and thus the technology, of
nanostructured materials.
However, as a consequence of their enhanced reactiv-

ity, atmospheric degradation (and in particular, oxidation)
of nanostructured materials is an important consideration
once they have been synthesized. Some materials are more
sensitive to the effects of atmospheric exposure or electron
irradiation than others. Ceramic materials, for example, are
typically more stable under the electron beam and more
resistant to chemical modification. Other materials such as
metals and semiconductors, however, are rather more sensi-
tive, and in-situ processing must be performed under ultra-
high vacuum (“ultraclean”) conditions.
In order to address the issues of (i) avoiding contami-

nation for atmosphere-sensitive materials and (ii) achieving
a controlled high pressure gaseous environment, two par-
allel streams of instrumentation development have devel-
oped. These are, respectively, instruments operating under
ultrahigh vacuum conditions (with a base pressure below
10−9 Torr), and instruments operating under controlled
atmosphere conditions, enabling background gas pressures
of up to 50 mbar or more to be sustained in the specimen
region under electron irradiation.
In the following sections we provide a survey of pub-

lished in-situ TEM studies of nanocrystals. The specific
examples discussed are intended to illustrate some of the
wide diversity of interests that exist and experiments that
have been performed. Several examples are drawn from the
author’s own research for reasons of familiarity. The inter-
ested reader is encouraged to refer to the references pre-
sented and those contained therein.

4. IN-SITU STUDIES USING
CONVENTIONAL MICROSCOPES

At elevated temperatures, reaction and/or diffusion of
atomic species often leads to significant modifications to
the microstructure of the material. The ability to observe
these in real time can often provide invaluable insight into
nanoscale phenomena. The development of in-situ heating
holders (or “hot stages”) capable of heating samples to
medium or high temperatures has led to a number of excit-
ing discoveries in materials science.
Hot stages most commonly comprise a resistively heated

ring-shaped furnace, capable of receiving a standard TEM
sample (3 mm disc). Temperatures between 800 and 1300 �C
are generally attainable, at least for short periods of time,
under electron observation.
Ceramic nanoparticles are typically reasonably robust to

atmospheric exposure and may be readily prepared for TEM
observation in atmosphere. Rankin [3] and Rankin and
Boatner [4] studied the high-temperature sintering charac-
teristics of nanoparticles of ZrO2 and MgO using a conven-
tional TEM equipped with a furnace-type hot stage. Their
investigations centered around direct observations of the
development of interparticle contacts during sintering.
The evolution of neck profiles during high tempera-

ture annealing processes is not well characterized, due in
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part to the experimental difficulties of neck profile inspec-
tion. There is particular interest in nanoscale sintering phe-
nomena, where continuum theories of neck formation are
expected to break down.
Rankin performed dynamic observations of the formation

of neck growth between pairs of ceramic nanoparticles in
point contact, at temperatures between ∼830 and 890 �C.
The results revealed that the relative orientations of the par-
ticles prior to heat treatment are critical in determining the
subsequent microstructural evolution.
The lowest energy configuration of two particles in con-

tact is of course one in which the two particles coalesce to
form a single particle with no grain boundaries and an equi-
librium shape determined by the Wulff construction. Such a
global equilibrium may not always be achievable, however,
since substantial mass transport and particle rotation may be
required; instead, the system may assume a local metastable
equilibrium.
During the experimental observations, particles with rel-

atively small misalignments showed evidence of rotation to
full alignment and the formation of curved necks between
the particles which were entirely epitaxial with both particles
[3]. In the case of particle pairs with larger initial misorienta-
tions, in each case the orientation of one particle was found
to dominate the neck formation, with a large faceted neck
region forming in only one of the particles. In Figure 1a,
the faceted edge of one particle (lower right corner) is ini-
tially in contact with the “rough” (highly stepped) surface
of a second particle (upper left corner); after 15 minutes
at high temperature, the neck region has almost completely
filled. Further annealing apparently led to little change in
the neck profile suggesting local equilibrium conditions had
been achieved.
In Figure 2, two particles both with rough surfaces in con-

tact are shown, after (a) 54 minutes and (b) 68 minutes
annealing. Again, it is apparent that material is adding in
registry with only one of the particles (the right hand particle
in this case).
This study provides an excellent example of the break-

down of continuum theory as the dimensions of a material

Figure 1. Two particles in facet–rough contact and the neck which
forms epitaxially between them after (a) ∼5 and (b) ∼20 minutes.
Reprinted with permission from [3], J. Rankin, J. Am. Ceram. Soc. 82,
1560 (1999). © 1999, American Ceramic Society.

Figure 2. Two particles in rough–rough contact and the neck which
forms epitaxially between them after (a) 54 and (b) 68 min. Reprinted
with permission from [3], J. Rankin, J. Am. Ceram. Soc. 82, 1560 (1999).
© 1999, American Ceramic Society.

move in to the nanoscale size regime, where expectations
based on classical models must be revised.
Suspended wire-type holders have also been used for

studies of nanoparticles, the advantage being that higher
temperatures may be achieved for longer periods than with
furnace-type holders [5]. Nanoparticles may be attached to
a fine wire (e.g., W, of diameter 20–30 �m) by solvent evap-
oration, which can then be resistively heated to in excess of
1500 �C by a dc current. The relatively small mass of the
heating element reduces significantly the thermal load on
the electron microscope compared to other holders.
By placing a second wire in parallel with the first, and

coating this second wire with a low melting point, high vapor
pressure material such as gold, it is possible to perform rel-
ativly crude in-situ evaporation. Kamino and Saka [6] used
this technique to vapor-deposit gold nanocrystals onto sin-
gle crystal silicon particles. Upon annealing the particles wet
the Si surface, resulting in the desorption of the native oxide
and the formation of a reconstructed, highly faceted sur-
face. Their experiments were performed in a conventional
high resolution electron microscope with no vacuum modifi-
cation, over a relatively short time scale. Portions of the sur-
face could thus be preserved in a relatively clean condition
for short periods. More well controlled conditions require
the use of ultrahigh vacuum instrumentation.

5. IN-SITU STUDIES USING ULTRAHIGH
VACUUM MICROSCOPES

Ultrahigh vacuum (UHV) electron microscopes have been
developed in order to allow sample heating and in-situ depo-
sition under ultraclean conditions similar to those found in
molecular beam epitaxy (MBE) systems. Their development
has occurred at a slower pace than conventional electron
microscopes due in part to the hardware costs involved in
following UHV design rules. To build a TEM entirely of
UHV materials, from the gun to the viewing chamber, is
still prohibitively expensive for most applications. One of
the key design issues, then, becomes the ability to estab-
lish a continuous path for the electron beam between the
gun (∼10−8 Torr), the specimen chamber (∼10−10 Torr), and
the camera chamber (∼10−7 Torr). The same issue must be
addressed for the environmental cell TEM where, in this
case, the pressure in the specimen chamber (up to 50 mbar)
is much higher than that in the gun and camera chambers.
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The most common solution is to use a system of differ-
ential pumping apertures (see for example [7, 8] and ref-
erences therein). Furthermore, to achieve base pressures in
the region of 10−10 Torr, only a select range of materials can
be used for the specimen chamber, based on their propen-
sity to outgas under UHV conditions. All components shar-
ing the vacuum must be bakeable to in excess of 100 �C,
to remove adsorbed water vapor from the interior surfaces
of the vacuum chamber. The use of polymer-based vacuum
seals is avoided due to outgassing and the need for high tem-
perature baking; construction is dependent upon all-metal
seals of high purity materials (such as low-oxygen copper).
Since the sample is mounted in the polepiece of the objec-
tive lens, this also must be constructed with care.
The earliest UHV TEMs were developed in-house by

modifying commercial high vacuum TEMs for UHV. To
achieve UHV conditions, either local cryopumping of the
sample chamber was employed, or a UHV sidechamber was
attached to the microscope, or both [9–16]. More recently,
UHV TEMs have become commercially available [17–22]
with various modifications by different research groups,
including an in-situ scanning tunneling microscope (STM)
within the objective polepiece [23].
A number of studies of the structures of nanocrystals

under electron beam irradiation have been published, both
in UHV [24–26] and non-UHV [27–31] environments. Stud-
ies of nanoparticle structures by UHV TEM have focused
on in-situ grown nanoparticles, prepared by either (i) con-
densation of a vapor onto the substrate surface, (ii) inert gas
condensation of nanoparticles in a carrier gas, followed by
deposition onto a surface, or (iii) chemical vapor deposition
(CVD) onto a substrate. We consider examples of each of
these experiments in the following sections.

5.1. MBE-Deposited Nanoparticles

One of the most technologically important materials today
is silicon, and considerable attention has been given to the
growth of materials for microelectronic device applications
on the silicon surface. Native oxide which forms readily on
the silicon surface is typically removed by heating to high
temperature in order to form clean surfaces of reproducible
structure. Upon cooling, a (7 × 7) surface reconstruction is
observed in the case of Si(111), and a (2× 1) reconstruction
in the case of Si(100).
Using a UHV TEM with field emission gun (JEOL

2000VF), Tanaka et al. studied the formation of Pd islands
on the Si(111) and Si(110) surfaces by electron beam evap-
oration of Pd [32]. Upon annealing at 673 K Pd2Si was
observed to form, with a (3 × 3) reconstructed surface as
determined by an in-situ STM. The STM measurements
were performed in a side chamber of the electron micro-
scope sharing the same vacuum, following growth of the
nanocrystals in the column of the electron microscope. Sim-
ilar in-situ growth of Mo [20] and In [33] nanocrystals
using MBE was also performed using the same instrument.
HREM images identified size-dependent structural varia-
tions of the In nanocrystals. Crystals ∼3 nm in diameter
formed after relatively short deposition times were found
to exhibit face-centered cubic (fcc) stacking; however, those
formed after longer periods with diameters above 7 nm

exhibit the tetragonal structure similar to bulk In. Nano-
crystals in excess of 10 nm in diameter were found to show
transitions between single crystal, single twin, and decahe-
dral multiply twinned structures.

5.2. Sputter-Deposited Nanoparticles

An alternative approach to nanoparticle synthesis is by
Gleiter’s inert gas condensation technique [34]. The tech-
nique involves the condensation of a vapor of the material
of interest (formed, e.g., by evaporation, sputtering, etc.)
by collision with inert gas molecules to form nanocrystals
prior to deposition on a surface. Olynick and co-workers
constructed a UHV sputtering chamber and connected the
system directly to the column of a modified JEOL 200CX
UHV TEM with in-situ sample heating and a base pressure
of 1 × 10−9 Torr [35, 36]. Copper nanoparticles were syn-
thesized by sputtering a high purity copper target (99.99%)
in ∼1 Torr of Ar (<1 ppb O2�, producing particles in the
size range ∼5–20 nm and with a log-normal size distribution.
The particles were then injected into the polepiece of the
electron microscope. Upon entering the microscope, some
of the particles were deposited on an electron transparent
membrane mounted on the sample stage where they could
be imaged under the electron beam. Immediately following
deposition, the residual Ar gas was evacuated and electron
observation performed within 30 s of deposition.
Sputtering of the Cu target was typically performed for

a period of 30 s, before injection of the particles into the
microscope column. If the particles were allowed to remain
inside the sputtering chamber for a short period (30–120 s)
following termination of the sputtering process, and before
injection into the microscope, the as-deposited particles
were found to have agglomerated, with up to 10 or more
particles comprising each agglomerate.
In order to understand the effects of O2 exposure on the

sintering properties of nanocrystalline copper, a comparison
was made between the structures of nanoparticle agglom-
erates prepared with and without a deliberate leak of O2
during sputtering. In the absence of an O2 leak, examina-
tion of the particles immediately after injection revealed the
presence of “necks” between the particles, with some grain
growth. The particles were icosahedral in shape and multiply
twinned in structure, which is known from theory and exper-
iment to be the lowest energy state for clean fcc particles
with diameters less than 4–7 nm [37–39].
In the case of sputtering in Ar with trace amounts of O2,

or in an unbaked system, the outlines of individual particles
could be clearly discerned, with little or no “neck” growth
between particles and no evidence of grain growth. It was
concluded that trace amounts of oxygen slow the particle
grain growth and sintering kinetics of icosahedral particles.
This was shown to be consistent with a change in the kinetics
of the surface diffusion of Cu in the presence of oxygen.
The ability to control grain growth and agglomeration

in particle ensembles is attractive since these processes are
detrimental to the properties of nanophase materials, lead-
ing to an increase in size and reduction in surface area.
However, the formation of an oxide may not be beneficial to
the particular application in view and thus the identification
of a surfactant that might play the same role as oxygen in
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reducing surface diffusivity would be an attractive solution
to prevent particle sintering [35].
Having considered particle–particle interactions, particle–

substrate interactions were then explored in a series of
experiments using the same instrument. Cu [40], Ag [41],
and Co [42, 43] nanoparticles were deposited onto single
crystal copper as a model substrates. Electron transparent
copper foils were prepared ex-situ by electron beam evapo-
ration of copper onto cleaved NaCl(100), followed by flota-
tion in deionized water onto 200 �m thick silicon supports,
∼3 mm×2 mm in size and with a central perforation. The
portion of the copper foil overlying the perforated region
could be imaged under the electron beam. The sample
could also be resistively heated to several hundred Celsius;
at a temperature of ∼300 �C an anomalous desorption of
the native oxide covering the foil was observed leading to
the formation of a clean, oxide-free Cu(100) surface [44].
Reproducible substrate surfaces could thus be obtained for
each experiment.
For each material, the nanoparticles were found to assume

random orientations on the Cu(100) substrate as determined
by transmission electron diffraction. The particles were also
stable in location and orientation until the substrate was
heated.
In the case of Cu nanocrystals, upon heating to ∼250 �C,

the particles appeared to vanish from the bright field
images. Examination of the corresponding dark field images
obtained using a Cu220 reflection revealed, however, that the
particles were in fact still present in the same locations on
the surface, being made visible by thickness fringe contrast
as variations in the thickness of the substrate. An example
of this contrast is presented in Figure 3. By slightly tilting
the angle of incidence of the electron beam, the dark/bright
thickness fringe contrast due to each particle (e.g., areas
“A,” “B,” and “C” in Fig. 3a) can be reversed, as can be seen
by comparing Figure 3a and b. The particles have thus reori-
ented, exhibiting the same crystallographic orientation as
the substrate. A classical mechanism of sintering and grain
growth was proposed.
The significance of the experiment was the observed

time scale over which grain growth occured. Gleiter and
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Figure 3. Weak-beam dark field image of the sample using a Cu220
reflection. The particles labeled A, B, and C show opposite contrast
in images (a) and (b) due to a small change in the tilt of the electron
beam, confirming that the particles have now assumed the same orien-
tation as the substrate. Reprinted with permission from [40], M. Yeadon
et al., Appl. Phys. Lett. 71, 1631 (1997). © 1997, American Institute of
Physics.

co-workers studied the formation of low energy grain bound-
aries in copper by sintering a randomly oriented array of
macroscopic single crystal copper spheres ∼100 �m in diam-
eter on a Cu(100) surface. Over a period of several hun-
dred hours at a temperature close to the melting point,
necks were found to form between the particles and the
substrate. The sintering of spherical particles exhibits an r4

time dependence, where r is the radius of the sphere [45].
A time scale on the order of 103 hours was required for
substantial neck formation in the case of a sphere ∼100 �m
in diameter. In the case of nanoparticles, however, where
the radius is several orders of magnitude smaller, the time
required for neck formation and grain growth is predicted to
be <1 s even at temperatures well below the melting point,
consistent with the experimental observations [40].
When Ag nanoparticles were deposited instead of Cu,

the results were a little different. An example of a selected
area diffraction pattern recorded immediately after particle
deposition on Cu(100) is shown in Figure 4a. The diffraction
pattern again shows the Debye–Scherrer rings correspond-
ing to randomly oriented nanocrystals as observed in the
case of copper nanocrystals. However, superimposed on the
Debye–Scherrer rings are two distinct single crystal diffrac-
tion patterns corresponding to the epitaxial orientation rela-
tionship:

�111�Ag // �001�Cu


110�Ag // 
110�Cu

This orientation relationship corresponds to four possible
orientations of Ag, two of which are equivalent by a twin
relationship. Two Ag220 reflections (1Ag220 and 2Ag220� corre-
sponding to these two distinct orientations are labeled in the
figure. Dark field images were recorded using electrons from
both the randomly oriented material and the epitaxially ori-
ented material. In Figure 4b, we present an image recorded
using the 1Ag220 reflection labeled in Figure4a. From this
and other images recorded using electrons from different
portions of the Debye–Scherrer rings it was concluded that
the majority of the Ag nanocrystals comprised both epitaxial
and nonepitaxial material.

Cu (220)

Cu (200)

2Ag (220)

1Ag (220)

2Ag (220)

220
        

100nm

220Ag

(a) (b)

Figure 4. (a) Selected area diffraction pattern obtained immediately
after nanoparticle deposition revealing a preferred orientation of the
silver deposit. (b) Dark-field image obtained using the 1Ag220 epitaxial
reflection, revealing the epitaxial interfacial layers between the parti-
cles and the substrate. Reprinted with permission from [41], M. Yeadon
et al., Appl. Phys. Lett. 73, 3208 (1998). © 1998, American Institute of
Physics.
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Comparison of these findings with molecular dynamics
computer simulations of “soft” landings of Ag nanocrys-
tals on the Cu(100) surface showed remarkably consistent
results. In Figure 5, the results of the simulations are pre-
sented in the form of [100] slices, 12 Å in thickness, through
the nanoparticle and a portion of the substrate. After 5 ps
of contact between the deposited Ag nanoparticle and the
Cu surface, Figure 5a, ordering of Ag lattice planes close
to the interface is occurring; after 2 ns, the first three lat-
tice planes show good epitaxial registry with the substrate,
Figure 5b. This phenomenon was termed “contact epitaxy”
by the authors, since the epitaxial orientation is apparently
established almost instantly upon contact. Neck growth then
proceeds by stress-assisted diffusion (Fig. 5b), and the Ag
atoms begin to “wet” the substrate surface.
The surface energy of Ag (∼1.25 Jm−2� is lower than that

of Cu (∼1.8 Jm−2�; in the final experiment, Co nanoparticles
were deposited on the Cu(00) surface. Co is also immisci-
ble in Cu, but the surface energy (∼2.55 Jm−2� is higher
than that of Cu. One might therefore expect a tendency
for the Cu substrate atoms to wet the Co particles in this
case, rather than the particles wetting the substrate, as was
observed in the case of Ag on Cu.
Upon annealing the Co nanoparticles, a significant change

in the image contrast due to the particles was immediately
observed. In Figure 6 we present bright field images of the
sample (a) before and (b) after heating to 600 K. Inspec-
tion of electron diffraction patterns recorded following the
anneal revealed that the particles were now entirely epitaxial
with the substrate.
The image contrast in Figure 6b is similar to that observed

by Ashby and Brown [46] and corresponds to strain contrast
arising from the presence of Co particles coherently strained
with the Cu(100) matrix. The lattice parameter mismatch
between Cu and Co is small (Co is 1.9% smaller than Cu).
The contrast is similar to that observed from self-assembled
Ge quantum dots on Si(100), where the Ge epilayer is coher-
ently strained with the underlying Si lattice.
The question as to where the particles were located, with

respect to the substrate surface, was then considered. The
strain state of the sample will vary depending upon the
location of the nanoparticle (i.e., whether it is on the sur-
face of the substrate, partially buried below the surface, or

[001]

[100]

(a) (b)

Figure 5. Molecular dynamics simulations of the particle–substrate
interactions, (a) 5 ps and (b) 2 ns after contact. The diagram represents
a (100) slice, 12 Å in thickness, through the substrate and nanoparticle.
Reprinted with permission from [41], M. Yeadon et al., Appl. Phys. Lett.
73, 3208 (1998). © 1998, American Institute of Physics.
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Figure 6. Bright-field images of Co nanoparticles on Cu(100) at
(a) 300 K and (b) 600 K.

fully buried). Cross-sectional TEM of in-situ grown samples
was inconclusive, and so a new quantitative TEM technique
for strain measurement [47] was combined with molecular
dynamics simulations of the strain state of particles as a
function of depth below the surface. Quantitative compari-
son suggested that the particles were in fact fully buried in
the copper substrate.
The driving force for burrowing was attributed to the

reduction in free energy of the system by exchanging the
Co–vacuum interface with a Co–substrate interface below
the surface without increasing the substrate area or, signif-
icantly, the elastic strain. The process most likely occurred
by (1) wetting of the particle by substrate material, followed
by (2) burrowing. In both steps the total free energy of the
system is reduced. Analysis of the burrowing time was also
presented and was estimated to be less than 0.1 s at 600 K
for a 13 nm diameter cluster. At room temperature, the time
scale for burrowing to occur would be of the order of months
[42].

5.3. CVD-Deposited Quantum Dots

Ross and co-workers studied the growth of Ge quantum
dots on Si(100) using a Hitachi 9000UHV TEM modified
for low-pressure chemical vapor deposition [48]. These and
later low energy electron microscope studies brought new
and exciting insights into the remarkable phenomenon of
strain-mediated self-assembly. Self-assembled heteroepitax-
ial islands are of considerable technological interest for
application in novel quantum dot optoelectronic and nano-
electronic systems and the model system Ge/Si(100) has
attracted considerable attention [49–56].
The lattice mismatch between Ge and Si is similar to

that between Co and Cu. Below a critical size, Ge islands
grow under strained conditions to maintain a coherent inter-
face between the island and substrate. Strain fields are gen-
erated in both the island and the substrate, and repulsive
forces are exerted on neighboring islands through strain field
interactions, reducing dramatically the probability of island
coalescence events. Above a critical island size, it becomes
energetically favorable for the introduction of dislocations
to relieve the lattice strain.
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In order to obtain data on the dynamics of island nucle-
ation and growth, real-time observations of the nucleation
and growth of Ge islands on the Si(100) surface were made.
A partial pressure of 2× 10−7 Torr of digermane was estab-
lished in the microscope column and an electron transparent
Si(100) substrate held at a temperature of 640 �C. Dark-field
images of the sample were recorded on videotape as a func-
tion of digermane exposure [48]. Above a dose of ∼50 L
of digermane, the nucleation and growth of Ge islands was
observed. In Figure 7, a series of histograms of island size
distribution are presented together with the corresponding
dark field image. The images were recorded (a) 21, (b) 51,
(c) 98, and (d) 180 s after the earliest evidence of strain
contrast could be observed, corresponding to the nucleation
of the islands.
From these data it is clear that the island size distribution,

which is initially bimodal, becomes progressively narrower
during growth, corresponding to extensive Ostwald ripening
processes. The observed bimodal size distribution is known
to correspond to two distinct island shapes—a pyramidal
shape in the case of the smaller islands, and a dome shape
in the case of the larger islands [56]. The processes involved
in the transition between shapes have been the subject of
much debate; these experiments provide direct evidence that
the chemical potential of an island experiences an abrupt
change when the equilibrium shape transitions between the
pyramid and dome configurations. The model proposed by
Ross and co-workers demonstrated that the shape transi-
tion could occur at a critical island volume where the dome
energy becomes lower than the pyramid energy and may be
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Figure 7. A series of histograms of island size distribution with corre-
sponding dark field TEM images inset. The images were recorded after
(a) 21, (b) 51, (c) 98, and (d) 180 s after the appearance of the earliest
island strain contrast.

relevant to other heteroepitaxial systems involving bimodal
size distributions.

6. IN-SITU STUDIES USING
ENVIRONMENTAL MICROSCOPES

6.1. Catalyst Particles

Environmental electron microscopes permit controlled
atmospheres of reducing, oxidizing, or other gases to be
established in the polepiece and maintained for extended
periods of time in the presence of the electron beam. Pres-
sures of up to ∼50 mbar may be routinely achieved using
modified microscopes [57].
Nanoscale particles find important applications in indus-

trial catalysis for the chemical industry, constituting a critical
component in a host of multibillion dollar global enterprises.
Critical issues in the study of catalytic reactions and degra-
dation mechanisms include metal–ceramic interfaces. Strong
metal–support interactions (SMSI) in the gas environment,
together with particle sintering, can lead to deactivation of
the catalyst and loss of activity [57].
Gai and Boyes [57, 58] studied gas-phase reactions using

a modified electron microscope at, N2 gas pressures of a
few mbar, the instrument was capable of resolving gold and
graphite lattice fringes at 700 �C [57]. Greater pressures
of lighter gases such as H2 may in fact be tolerated, since
electron scattering is strongly Z-dependent (where Z is the
atomic mass of the scattering atom).
Recognizing the enormous potential of controlled envi-

ronment TEM, Gai and Boyes studied the model inter-
metallic alloy catalyst Cu–Pd, supported on carbon. Fine
particles were heated to 250 �C in both a H2/He environ-
ment and a CO/He environment, for comparison. Particles
were observed to be more strongly faceted in CO than in
H2 and to sinter more quickly in a H2 atmosphere. High
resolution imaging of the particles revealed that their (100)
surfaces were also enriched with Pd. CO is known to bind
more strongly to Pd than to Cu; the (110) surfaces, however,
did not appear to show such enrichment [57–61].
Studies of nanoscale novel xerogel catalysts were also per-

formed, important in the hydrogenation reaction of adiponi-
trile in Nylon 6,6 synthesis. Figure 8 shows a dynamic
observation of Ru/titania xerogel catalyst in an H2 gas envi-
ronment recorded (a) at room temperature and (b) during
reaction at 280 �C after 2 hours. SMSI were not observed in
the xerogel system, with the clusters appearing stable, with
only very limited sintering and reaction. This has important
implications for the use of xerogel catalysts in the selective
hydrogenation reaction where stability is paramount.
Following the pioneering work of Gai and Boyes, Hansen

and co-workers developed a similar in-situ environmental
TEM capability, again based on the Philips CM300 [62].
They studied the shapes of Cu nanocrystals supported on
ZnO and silica under different reaction conditions [63].
Copper nanocrystals find applications as catalysts in the
synthesis of methanol, and in hydrocarbon conversion pro-
cesses for fuel cells. They observed reversible shape changes
of the nanocrystals, depending on the nature of the back-
ground gas.
The samples were prepared by impregnation of ZnO or

silica supports with aqueous Cu-acetate solution, followed
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(a) (b)

Figure 8. In-situ environmental cell high resolution TEM image of a
Ru/titania xerogel catalyst in H2 gas environment recorded (a) prior to
reaction at room temperature, and (b) during reaction at 280 �C for 2 h.

by in-situ reduction of the CuO precursor by heating to
∼280 �C in flowing H2 (5 mbar). The influence of the gas
composition on the structure and shape of the nanocrystals
was then investigated by adding H2O to the H2 flow (to pro-
duce more oxidizing conditions) or CO (to produce more
reducing conditions).
The particles were observed to undergo significant shape

changes with each change in gas composition. In Figure 9,
the profile of a single copper nanocrystal supported on ZnO
is presented, during exposure to sequential gas compositions
of (a) 1.5 mbar H2, (b) 1.5 mbar H2:H2O (3:1), and (c)
1.5 mbar H2. A transition from a relatively high aspect-ratio
profile to a pronounced low aspect-ratio profile is immedi-
ately apparent. From these and other HREM images, the
faceted surfaces of the nanocrystals were identified, includ-
ing that of the facet in contact with the substrate. The sur-
face free energies and work of adhesion were subsequently
calculated using the Wulff construction.
Under a pure H2 atmosphere, the majority of the Cu par-

ticles shared their (111) facet with the ZnO surface (as in the
case of UHV deposition of Cu onto various atomically clean
ZnO surfaces) indicating a weak particle–support interac-
tion. With the addition of water vapor, the more spherical
shape of the particles suggests that the (110) and (100) facets
are stabilized with respect to the (111) planes, although the
(111) facet in contact with the support remains unchanged.
The observations clearly suggest that water adsorption on

the different exposed Cu facets is the main driving force for
the gas-induced shape changes. This model is consistent with

(a) (b) (c)

Figure 9. TEM images showing the reversible shape change of a Cu
nanocrystal. The same Cu nanocrystal is imaged at 220 �C under (a) H2

at 1.5 mbar, (b) H2:H2O (3:1) at a total pressure of 1.5 mbar, and
(c) H2 at 1.5 mbar. Reprinted with permission from [63], P. L. Hansen
et al., Science 295, 2053 (2002). © 2002, American Association for the
Advancement of Science.

the reversible nature of the shape changes, and the obser-
vation that the same changes are also observed on silica
supports [63].

6.2. Carbon Nanostructures

In 1985, Kroto and co-workers [64] made the exciting discov-
ery of a third form of Carbon—the C60 fullerene molecule,
comprising a spherical, closed “shell” of 60 carbon atoms.
Since this discovery, there has been substantial interest in
understanding the structure and mechanisms of formation
of fullerenes and related nanostructures [65, 66]. Fullerenes,
carbon nanotubes, and carbon nanocages are commonly syn-
thesized in arc-discharge chambers in the presence of He
gas [67]. Processing conditions in these chambers vary widely
with location within the chamber [68], and a variety of pro-
cessing conditions have been explored [69]. It is believed
that fullerene formation takes place in a He atmosphere
below 100 mbar, with nanotubes being formed at pressures
of order 500 mbar [65], and current densities of between 200
and 700 A cm−2.
The TEM has played a crucial role in the discovery and

exploration of carbon nanostructures. The high energy elec-
tron beam has also been used to stimulate microstructural
changes in carbonaceous materials leading for example
to the formation of Bucky-onions (continuous concentric
spherical shells of C) under electron irradiation [70, 71].
Electron beam current densities of ∼150 A cm−2 were
employed in these experiments, similar to those found in
arc-discharge chambers. Burden and Hutchison used a mod-
ified JEOL 4000 controlled environment high resolution
TEM [72, 73] to study the in-situ growth of fullerenes
under conditions as close as possible to those found in the
arc-discharge chamber [74]. Single crystal graphite particles
(with c-axis oriented normal to the electron beam) were
irradiated in a partial pressure of He of 25 mbar. At room
temperature, amorphous spheres of carbon of up to 50 nm
in diameter were formed within the samples during irradia-
tion. Upon heating to 500 �C, the crystalline stability of the
graphite was enhanced dramatically, and under prolonged
irradiation (∼1200 s), single graphene sheets were observed
to peel away from the single crystal particles, rolling up to
form discrete single shells with circular profiles. The experi-
ments provided initial evidence of the possibility of fullerene
formation directly from graphene sheets, as opposed to con-
densed, amorphous carbon.
In later experiments, the formation of fullerene molecules

on the surface of untreated carbon black was observed. The
surface of carbon black comprises fragmented and overlap-
ping graphene layers. The sample was subjected to 25 mbar
of He gas and was heated to 550 �C. An electron beam cur-
rent density of ∼6.4 A cm−2 was applied [75], during which
curling of the graphene sheets was again observed, with
the formation of features consistent with closed fullerene
shells of C60 and C70 bucky-balls [76]. In contrast to their
prior observations of fullerene formation on single crys-
tal graphite, none of the graphene sheets comprising the
carbon black were large enough to roll up to form tubu-
lar structures. It was therefore concluded that the electron
beam interaction with the He atmosphere led to a sputter-
ing of fragments of graphene from the carbon black surface,
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from which the growth of the observed fullerene molecules
proceeded.
The authors also present a careful assessment of prior

TEM experiments where, in some cases, formation of
fullerene molecules in the absence of controlled environ-
mental conditions was observed [70, 77–79], while in other
cases (where very clean vacuum conditions were main-
tained), fullerene molecules did not form [77]. It was con-
cluded that residual hydrocarbons present in the vacuum
systems of some electron microscopes were likely a key fac-
tor determining the ability to synthesize fullerenes in-situ.
This assessment is consistent with the results of their exper-
iment, where ionized He ions cause local sputtering of the
carbon black surface and provide a very high local density
of C molecules for fullerene formation.

6.3. Boron Nitride Nanostructures

Burden and Hutchison also studied h-BN particles subjected
to similar conditions as carbon black in their experiments
[74, 75]. The structure of BN is analogous to that of graphite,
the hexagonal polymorph possessing a comparable interlayer
spacing. Evidence of curling of the h-BN sheets was also
observed during irradiation; however, curling sufficient to
result in closure was not observed even after extended peri-
ods of irradiation.
More recently, the synthesis of h-BN nanomaterials was

investigated by Bengu and Marks [80] and Yeadon et al.
[81] using ultrahigh vacuum transmission electron micro-
scopes. Using a modified Hitachi 9000 UHV TEM Bengu
and Marks synthesized single walled BN nanotubes in the
sidechamber of the UHV TEM by electron beam evapora-
tion of B in the presence of excited nitrogen. The profiles of
the as-synthesized nanostructures were subsequently exam-
ined under the electron beam without atmospheric expo-
sure. Comparison with computer simulations of shape as a
function of structure led to a conclusive and elegant deter-
mination of their structure. In Figure 10, a high resolu-
tion TEM image of a typical BN “nanomountain” is shown,
as grown on the tungsten substrate in the side chamber
of the microscope. To the right, a structural model of the
nanomountain determined using a molecular modeling soft-
ware package is presented. Boron atoms are shown in red;

40 Å

Figure 10. Single walled BN “nanomountain” grown on a tungsten
substrate. The substrate lattice fringes correspond to W(100), d =
0�223 nm. A computer model of the structure is shown to the right.
Red spheres correspond to boron atoms; blue spheres correspond to
nitrogen atoms.

nitrogen atoms are shown in blue. A high resolution image
of a “nanodome” is presented in Figure 11, again with the
corresponding structural model.
High resolution TEM images were subsequently simu-

lated for the molecular models; it was found that only the
presence of four-, six-, and eight-membered rings could lead
to correct reproduction of the angles seen in the experimen-
tal high resolution images. Atomic models with five-, six-,
and seven-membered rings (as per C nanostructures) failed
to reproduce the observed angles, and this is believed to be
due to the unfavorable nature of B–B and N–N bonds in
odd-membered rings.
Using a modified JEOL 2000V UHV TEM with in-situ

gas injection capability, Yeadon and co-workers synthesized
h-BN nanocages under the electron beam by nitridation
of FeB catalyst particles in an ammonia atmosphere. The
UHV electron microscope was modified to permit reactive
gas injection into the polepiece of the objective lens, thus
enabling real time observations.
Nanoparticles of FeB were prepared by ball milling under

an Ar atmosphere and then cast onto electron-transparent
silicon supports by solvent evaporation. The Si supports
could be resistively heated to ∼1200 �C.
In Figure 12a, a bright field image of a representative area

of the sample is presented. Agglomerates of nanoparticles
can be seen; the image was recorded at room temperature
prior to NH3 injection. An electron energy loss spectroscopy
(EELS) spectrum recorded from the sample at this stage is
shown in Figure 12b (lower trace). The spectrum shows the
presence of the B K-edge, together with a small peak due
to C.
A partial pressure of ∼5× 10−6 Torr NH3 was then stabi-

lized in the sample chamber in the presence of the electron
beam, and the sample was heated to 1000 �C. Sintering and
agglomeration of the nanoparticles was observed during the
ramp to 1000 �C, after which the particles appeared to sta-
bilize. The particle profiles exhibited liquidlike fluctuations
despite being several hundred Celsius below their melting
temperature.
After a short period of time the profiles of the particles

began to take on a faceted appearance, and the formation
of a shell around the particles was observed. After further

10 Å

Figure 11. Single walled BN “dome” grown on a tungsten substrate
together with the corresponding structural model (right). Red spheres
correspond to boron atoms; blue spheres correspond to nitrogen atoms.
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Figure 12. (a) FeB nanocrystals at room temperature prior to ammonia
exposure. (b) EELS spectra recorded before (lower trace) and after
(upper trace) ammonia exposure at ∼1000 �C.

exposure (∼150 s), in certain instances some of the particles
were observed to spontaneously “eject” from their shells.
The particles then remained in contact with the shell while a
second shell formed around them. They were again sponta-
neously ejected from this second shell after a similar period
of time.
In Figure 13, a bright field image recorded at room tem-

perature after 4 of these events had occurred is presented. It
is apparent that a chain of nanocages has formed, with the
last nanocage still encapsulating the Fe–B particle (labelled
“P”). The corresponding EELS spectrum is presented in
Figure 12b (upper trace) and shows the characteristic energy
loss peaks corresponding to h-BN. No evidence of the pres-
ence of C could be found.
Similar chains of nanocages and nanobamboo structures

have been observed ex-situ by other groups for both carbon
[82, 83] and BN [84, 85], although the exact mechanism by
which the structures form is still not well understood. The
in-situ data suggest that the nanocages grow by diffusion of
nitrogen species to the FeB interface, where reaction with
boron can occur. Ejection is most likely a consequence of
compressive stress within the particle as a consequence of
the inward growth of the h-BN layers. Cage growth and par-
ticle ejection continue until the B content of the nanoparti-
cle is substantially depleted.
The liquidlike motion of the particles observed in-situ pro-

vides direct confirmation that, even at temperatures well
below the melting point, substantial particle mobility is pos-
sible thus making possible the observed multiple expulsion
mechanism of formation [86].

100 nm

P

Figure 13. Bright field TEM image of the sample after cooling to room
temperature showing the formation of a chain of h-BN nanocages. The
particle responsible for the chain formation is labeled “P.”

7. CONCLUSIONS
In-situ transmission electron microscopy studies of the syn-
thesis and processing of nanoparticles have considerably
increased our understanding of fundamental materials pro-
cesses in the science and technology of nanomaterials. The
relative ease with which TEM samples of nanoparticles can
typically be prepared has made electron microscope anal-
ysis more accessible to the nonspecialist and provided an
efficient route to comprehensive nanoparticle characteriza-
tion. As instrumentation of greater flexibility and enhanced
performance continues to be developed, we can look for-
ward to further exciting developments in the field of in-situ
microscopy at the nanoscale.

GLOSSARY
Diffusion Thermally activated movement of individual
atoms though the crystal lattice or over the surface of a
material.
Inert gas condensation The process of nanoparticle for-
mation by which a vapour of atomic species cools by collision
with an inert gas, the atomic species condensing to form fine
particles of nanoscopic dimensions.
In-situ In the normal or natural position. In the present
context, the characterization of materials synthesis and
processing phenomena by reproducing the phenomena in
a manner accessible to the characterisation technique of
interest.
Molecular beam epitaxy The formation of crystals whose
orientation is related to that of the substrate (i.e. epitax-
ial) by directing a molecular beam at a crystalline substrate
under ultrahigh vacuum conditions.
Sintering The process by which fine particles of a material
become chemically bonded by a process involving diffusion
of atomic species at a temperature below the melting point.
Sputtering The emission of particles from a solid surface
as a consequence of the impingement of energetic ionized
particles with the surface.
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1. INTRODUCTION
Due to the great size and structure selectivity of nano-
materials, their physical properties can be quite diverse,
depending on their atomic-scale structure, size, and chem-
istry. To maintain and utilize the basic and technological
advantages offered by the size specificity and selectivity
of the nanomaterials, there are three key challenges that
we need to overcome for future technological applications
of nanomaterials. First, the synthesis of size, morphology,
and structurally controlled nanomaterials, which are likely
to have precisely designed and controlled properties [1].
Second, novel techniques for characterizing the properties
of individual nanostructures and their collective properties.
This is essential for understanding the characteristics of
the nanostructures. Finally, the integration of nanomaterials
with the existing technology is the most important step for
their applications, especially in nanoscale electronics and
optoelectronics.

Characterizing the physical properties of individual car-
bon nanotubes is a challenge for many existing testing and
measuring techniques because of the following constraints
[2]. First, the size (diameter and length) is rather small,
prohibiting the application of well-established testing tech-
niques. Second, the small size of the nanotubes makes their
manipulation rather difficult, and specialized techniques are
needed for picking up and installing an individual nano-
structure. Therefore, new methods and methodologies must

be developed to quantify the properties of individual nano-
tubes. The objective of this chapter is to introduce the
theory and techniques that have been developed for char-
acterizing the mechanical, field emission, and electric trans-
port properties of carbon nanotubes. Our study is based
on in-situ transmission electron microscopy (TEM), so that
the one-to-one correspondence of structure and property is
maintained.

2. BENDING MODULUS OF
CARBON NANOTUBES

2.1. Experimental Approach

In property measurement in nanoscale, the main challenge
comes from the ultrasmall size of the nanotube that pro-
hibits the application of conventional techniques. We first
have to see the nanotube, and then measure its properties.
Apparently, we must rely on electron microscopy. To carry
out the property measurement of a nanotube, a specimen
holder for a 100 kV TEM was built to apply a voltage across
a nanotube and its counterelectrode (Fig. 1) [3, 4]. In the
area that is loading a specimen in conventional TEM, an
electromechanical system is built that allows not only the lat-
eral movement of the tip, but also applying a voltage across
the nanotube with the counterelectrode. This setup is simi-
lar to the integration of the scanning probe technique with
TEM. The static and dynamic properties of the nanotubes
can be obtained by applying a controllable static and alter-
nating electric field.

The nanotubes used in the study are produced by an
arc-discharge technique, and the as-prepared nanotubes are
agglomerated into a fiber-like rod. The carbon nanotubes
have diameters of 5–50 nm and lengths of 1–20 �m, and
most of them are nearly defect-free. The fiber is glued using
silver paste onto a gold wire, through which the electric
contact is made. The counterelectrode is an Au/Pt ball of
diameter ∼ 0.25 mm. The nanotube to be used for property

ISBN: 1-58883-060-8/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 4: Pages (205–214)



206 In-situ Nanomeasurements of Individual Carbon Nanotubes

Figure 1. Schematic diagram of the TEM specimen holder for in-situ
measurements.

measurements is directly imaged under TEM (Fig. 2), and
electron diffraction patterns and images can be recorded
from the nanotube. The information provided by TEM
directly reveals both the surface and the intrinsic structure
of the nanotube. This is a unique advantage over scanning
probe microscope (SPM) techniques. The distance from the
nanotube to the counterelectrode is controllable.

2.2. The Fundamental Resonance
Frequency and Nonlinear Effect

A carbon nanotube can be charged by an externally applied
voltage; the induced charge is distributed mostly at the tip
of the carbon nanotube, and the electrostatic force results in
the deflection of the nanotube. Alternatively, if an applied
voltage is an alternating voltage, the charge on the tip of
the nanotube is also oscillating, and so is the force. If the
applied frequency matches the natural resonance frequency
of the nanotube, mechanical resonance is induced. By tun-
ing the applied frequency, the first and second harmonic
resonances can be observed (Fig. 3). The analysis of the
information provided by the resonance experiments relies on
the theoretical model for the system. The most established
theory for modeling a mechanical system is the continuous
elasticity theory, which is valid for a large-size object. For
atomic scale mechanics, we may have to rely on molecular

Figure 2. TEM image showing carbon nanotubes at the end of the elec-
trode and the other counterelectrode. A constant or alternating voltage
can be applied to the two electrodes to induce electrostatic deflection
or mechanical resonance.

Figure 3. A selected carbon nanotube at (A) stationary, (B) the first
harmonic resonance (�1 = 1.21 MHz), and (C) the second harmonic
resonance (�2 = 5.06 MHz). The right-hand side shows the shape
predicted based on elasticity theory for a uniform macroscopic beam.
Reprinted with permission from [3], P. Poncharal et al., Science 283,
1513 (1999). © 1999, American Association for the Advancement of
Science.

dynamics. We first examine the validity of applying the clas-
sical elasticity theory for the data analysis.

We have compared the following three characteristics of
the results predicted by the elasticity theory and the experi-
mental results shown in Figure 3. First, the theoretical node
for the second harmonic resonance occurs at 0.8L, and the
experiment showed ∼0.76L. Second, the frequency ratio
between the second and the first modes is �2/�21 = 6�27 the-
oretically, while the observed one is �2/�21 = 5�7. The agree-
ment is reasonably good if one looks into the assumptions
made in the theoretical model: the nanotube is a uniform
and homogeneous beam, and the root of the clamping side
is rigid. The latter, however, may not be realistic in practical
experiments. Finally, the shape of the nanotube during reso-
nance has been compared quantitatively with the shape cal-
culated by the elasticity theory, and the agreement is excel-
lent. Therefore, we still can use the elasticity theory for the
data analysis.

If the nanotube is approximated as a uniform solid bar
with one end fixed on a substrate, from classical elasticity
theory, the resonance frequency is given by [5]

�i =
�2
i

8�
1
L2

√
	D2 +D2

i �EB
�

(1)

where D is the tube outer diameter, Di is the inner diameter,
L is the length, � is the density, and Eb is the bending mod-
ulus. The resonance frequency is nanotube selective, and it
is a specific number for a nanotube.

The correlation between the applied frequency and the
resonance frequency of the nanotube is not trivial. We know
that there are some electrostatic charges built on the tip of
the carbon nanotube. With consideration of the difference
between the surface work functions of the carbon nanotube
and the counterelectrode (Au), a static charge exists even
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when the applied voltage is withdrawn. Therefore, under an
applied field, the induced charge on the carbon nanotube
can be represented by Q = Q0 + �V0 cos �t, where Q0 rep-
resents the charge on the tip to balance the difference in
surface work functions, � is a geometrical factor, and V0 is
the amplitude of the applied voltage. The force acting on
the carbon nanotube is

F = �	Q0 + �V0 cos �t�V0 cos �t

= ��V 2
0 /2 +Q0�V0 cos �t + ��V 2

0 /2 cos 2�t (2)

where � is a proportional constant. Thus, resonance can be
induced at � and 2� at vibration amplitudes proportional to
V0 and V 2

0 , respectively. The former is a linear term in which
the resonance frequency equals the applied frequency, while
the latter is a nonlinear term, and the resonance frequency
is twice the applied frequency. In practical experiments, the
linear and nonlinear terms can be distinguished by observing
the dependence of the vibration amplitude on the magnitude
of the voltage V0. This is an important process to ensure the
detection of the linear term.

Another factor that one needs to consider is to identify
the true fundamental resonance frequency [6]. From Eq. (1),
the frequency ratio between the first two modes is 6.27.
In practice, if resonance occurs at �, resonance could also
occur at 2�, which is the double harmonic. Figure 4 shows
the resonance of a bent nanotube in such a case. To iden-
tify the fundamental frequency, one needs to examine the
resonance at a frequency that is half or close to half of the
observed resonance frequency; if no resonance occurs, the
observed frequency is the true fundamental frequency.

The diameters of the tube can be directly determined
from TEM images with a high accuracy. The determination
of length has to consider the 2-D projection effect of the
tube. It is essential to tilt the tube and to catch its maxi-
mum length in TEM, which is likely to be the true length.
This requires a TEM that gives a tilting angle as large as
±60�. Also, the operation voltage of the TEM is important
to minimize radiation damage. The 100 kV TEM used in
our experiments showed almost no detectable damage to
a carbon nanotube, while 200 kV electrons could quickly

Figure 4. Resonance of a bent carbon nanotube at (a) �	1� = 1.87 MHz;
V0 = 2 V and (b) �	2� = 3.93 MHz; V0 = 5 V, showing the multiple-
harmonic effect.

damage a nanotube. The threshold for radiation damage of
carbon nanotubes is ∼150 kV.

After a systematic study of the multiwalled carbon nano-
tubes, the bending modulus of nanotubes was measured as a
function of their diameters (Fig. 5). The bending modulus is
as high as 1.2 TPa (as strong as diamond) for nanotubes with
diameters smaller than 8 nm, and it drops to as low as 0.2
TPa for those with diameters larger than 30 nm. A decrease
in the bending modulus with an increase of the tube diam-
eter is attributed to the wrinkling effect of the wall of the
nanotube during small bending [3]. The deformation is elas-
tic, and the nanotube recovers its shape after relieving. This
effect is pronounced, especially for larger size nanotubes;
thus, the geometrical shape makes a significant contribution
to the measured bending modulus (different from Young’s
modulus) [7]. However, with the decrease in the nanotube
diameter, the bending modulus approaches Young’s modu-
lus.

The in-situ TEM technique demonstrated here provides
a powerful approach toward nanomechanics of fiber-like
nanomaterials with well-characterized structures. It can be
applied to measure the mechanical properties of a wide
range of nanowires, such as SiC, silica, and Si nanowires [8],
and carbon nanotubes with defects [9]. This is a universal
approach for nanomechanics.

2.3. Nanobalance

In analogy to a spring pendulum, the mass of a particle
attached at the end of the spring can be determined if the
vibration frequency is measured, provided that the spring
constant is calibrated. This principle can be adopted to
determine a very tiny mass attached at the tip of the free end
of the nanotube. The resonance frequency drops more than
∼40% as a result of adding a small mass at its tip (Fig. 6).
The mass of the particle thus can be derived by a simple
calculation using an effective mass in the calculation of the
momentum of inertia. This newly discovered “nanobalance”
has been shown to be able to measure the mass of a particle
as small as 22 ± 6fg (1f = 10−15).

Figure 5. Bending modulus of the MWNT produced by arc discharge
as a function of the outer diameter of the nanotube. The inner diameter
of the nanotubes is ∼5 nm, independent of the outer diameter. The
FWHM of the resonance peak is inserted.
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Figure 6. A small particle attached at the end of a carbon nanotube at
(a) stationary and (b) first harmonic resonance (� = 0�968 MHz). The
effective mass of the particle is measured to be ∼22 fg (1 f = 10−15�.
Reprinted with permission from [3], P. Poncharal et al., Science 283,
1513 (1999). © 1999, American Association for the Advancement of
Science.

3. FIELD EMISSION FROM
CARBON NANOTUBES

Carbon nanotubes possess various superior properties for
use as field emitters, such as sharp tips with a nanometer-
scale radius of curvature [10], high mechanical stiffness
[11–13], high chemical stability [14], and unique electrical
properties [15, 16]. Due to the unique tip geometry of the
carbon nanotubes, their field-emission property is one of
the most attractive applications [17], which has been exten-
sively studied using the classical technique. In this chapter,
we introduce a few novel applications of TEM in character-
izing the field-emission properties of carbon nanotubes, with
focus on the characteristics of individual carbon nanotubes.

3.1. Work Function at the Tips
of Carbon Nanotubes

An important physical quantity in electron field emission
is the surface work function, which is well documented for
elemental materials. For emitters such as carbon nanotubes
(NTs), most of the electrons are emitted from the tips of the
carbon NTs, and it is the local work function that matters
to the properties of the NT field emission. The work func-
tion is measured from the ln(J/E2) versus 1/E characteristic
curve, where E is the macroscopic applied electric field that
is an average over all of the aligned carbon NTs that are
structurally diverse in diameter, length, and helical angle,
and J is the emitted current density. We have developed a
technique for the measurement the work function at the tip
of a single carbon nanotube [18].

Our measurement is based on the electric-field-induced
mechanical resonance of carbon nanotubes, but with a slight
modification. The principle for work function measurement
is schematically shown in Figure 7a. We consider a simple
case in which a carbon nanotube, partially soaked in a car-
bon fiber produced by arc discharge, is electrically connected
to a gold ball. Due to the difference in the surface work
functions between the NT and the counter Au electrode, a
static charge Q0 exists at the tip of the NT to balance this
potential difference, even at zero applied voltage [19]. The

Figure 7. (a) Schematic diagram showing the static charge at the tip of
carbon nanotube as a result of difference in work functions between the
nanotube and the gold electrode. (b) Schematic experimental approach
for measuring the work function at the tip of a carbon nanotube.

magnitude of Q0 is proportional to the difference between
work functions of the Au electrode and the NT tip (NTT),
Q0 = �	WAu −WNTT�, where � is related to the geometry
and distance between the NT and the electrode.

The measurement relies on the mechanical resonance of
the carbon NT induced by an externally applied oscillating
voltage with tunable frequency. In this case, a constant volt-
age VDC and an oscillating voltage VAC cos 2�ft are applied
onto the NT, as shown in Figure 7b, where f is the frequency
and VAC is the amplitude. The total induced charge on the
NT is

Q = Q0 + �e	VDC + VAC cos 2�ft� (3)

The force acting on the NT is proportional to the square of
the total charge on the nanotube:

F = ��Q0 + �e	VDC + VAC cos 2�ft��2

= �2���	WAu −WNTT + eVDC�
2 + e2V 2

AC/2�

+ 2eVAC	WAu −WNTT + eVDC� cos 2�ft

+ e2V 2
AC/2 cos 4�ft� (4)

where � is a proportional constant. In Eq. (5), the first term
is constant, and it causes a static deflection of the carbon
NT; the second term is a linear term, and resonance occurs if
the applied frequency f approaches the intrinsic mechanical
resonance frequency f0 of the carbon NT (Fig. 8a). The last
term in Eq. (4) is the second harmonics. The most impor-
tant result of Eq. (4) is that, for the linear term, the reso-
nance amplitude A of the NT is proportional to VAC	WAu −
WNTT +eVDC�. By fixing the VDC and measuring the vibration
amplitude as a function of VAC, a linear curve is achieved
(Fig. 8c).

Experimentally, we first set VDC = 0, and tune the fre-
quency f to find the mechanical resonance induced by the
applied field. Secondly, under the resonance condition of
keeping f = f0 and VAC constant, slowly change the magni-
tude of VDC from zero to a value that satisfiesWAu −WNTT +
eVDC 0 = 0 (Fig. 8b); the resonance amplitude A should be
zero, although the oscillating voltage is still in effect. VDC 0
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Figure 8. (a) Mechanical resonance of a carbon nanotube induced by
an oscillating electric field. (b) Halting the resonance by meeting the
condition of WAu −WNTT + eVDC 0 = 0. (c) Plot of vibration amplitude
of a carbon nanotube as a function of the amplitude of the applied
alternating voltage VAC. (d) Plot of vibration amplitude of a carbon
nanotube as a function of the applied direct current voltage VDC, while
the applied frequency is 0.493 MHz and VAC = 5 V.

is the x-axis interception in the A–VDC plot (Fig. 8d). Thus,
the tip work function of the NT isWNTT =WAu +eVDC 0 [18].

Several important factors must be carefully checked to
ensure the accuracy of the measurements. The true fun-
damental resonance frequency must be examined to avoid
higher order harmonic effects. The resonance stability and
frequency drift of the carbon nanotubes must be examined
prior to and after each measurement to ensure that the
reduction of vibration amplitude is solely the result of VDC.
The NT structure suffers no radiation damage at 100 kV,
and the beam dosage shows no effect on the stability of the
resonance frequency. Figure 9 gives the plot of the experi-
mentally measured VDC 0 as a function of the outer diame-
ter of the carbon NTs. The data show two distinct groups:
−0�3 to −0�5 eV and ∼+0.5 eV. The work function shows
no sensitive dependence on the diameters of the NTs, at
least in the range considered here. 75% of the data indi-
cate that the tip work function of carbon NTs is 0.3–0.5 eV
lower than the work function of gold (WAu = 5.1 eV), while
25% of the data show that the tip work function is ∼0.5 eV
higher than that of gold. This discrepancy is likely due to
the nature of some nanotubes being conductive and some
being semiconductive, depending on their helical angles. In
comparison to the work function of carbon (WC = 5.0 eV),
the work function at the tip of a conductive multiwalled

Figure 9. Experimentally measured VDC 0 as a function of the outer
diameter of the carbon nanotube.

carbon NT is 0.2–0.4 eV lower. This is important for electron
field emission.

3.2. Electrostatic Charges
on Carbon Nanotubes

Using the in-situ TEM setup that we built, some of the
interesting aspects of electron field emission from carbon
nanotubes can be revealed. To observe the electrostatic field
distribution due to the charges on a carbon nanotube, we
use the beam deflection effect introduced by the electro-
static force. If the nanotube is positively charged (Fig. 10a),
the electrons passing through the two sides of a nanotube
are deflected toward each other due to electrostatic attrac-
tion, resulting in a weak diffuse scattering in the electron
diffraction pattern around the central transmission beam. By
selecting a portion of the diffusely scattered electrons using
a small-size objective aperture, the field distribution around
the nanotube can be revealed. Figure 10b and c shows two
images of the nanotubes acquired by placing the objective
aperture at the b and c positions, as indicated in Figure 10a,
corresponding, respectively, to the dark-field and bright-field
images of the nanotubes that are emitting electrons. The
nonuniform contrast adjacent to a defect clearly shows the
build up of charges. Therefore, electrostatic charges accu-
mulate not only at the tips and bodies of the nanotubes, but

Figure 10. (a) Bright- and (b), (c) dark-field images of carbon nano-
tubes recorded by selecting the electrons scattered off the center beam
due to the electrostatic deflection produced by the nanotubes under an
applied voltage of 40 V, showing the electric field distribution at the
tips, from where the electrons are emitting.
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also at the defect sites. These observations are consistent
with the expected results from electrodynamics to preserve
the carbon nanotube, if conductive, as an equal potential
object.

3.3. Field-Emission-Induced
Structural Damage

Due to the large aspect ratio of carbon nanotubes, the elec-
tric field at the tips of the nanotubes can be rather large;
thus, the local temperature could be very high at field emis-
sion. It is possible to induce structural damage at the tips.
The classical definition of turn-on field Et = V/d, where V
is the applied voltage and d is the distance from the tip of
the field emitter to the surface of the counterelectrode, may
not be an adequate measurement of the local field at the tips
of the carbon nanotube due to its sharp needle geometry.

An important phenomenon of our study is the observa-
tion of the structural damage of a carbon nanotube during
field emission under a higher voltage [20]. This study is use-
ful in determining the structural stability of the nanotubes.
Figure 11 shows a series of images of a nanotube that was
being damaged by an applied voltage. The structural dam-
age is apparent as the applied voltage increases. The damage
occurs in such a way that the walls of the nanotubes are split
patch by patch and segment by segment. A closer image of
the splitting is shown in Figure 11e. This damage process is
different from the unraveling process proposed by Rinzler
et al. [21], who believed that the nanotubes are damaged fol-
lowing a string-by-string removal of the carbon atoms along
the circumference of the graphitic layer.

Figure 12 shows a “stripping” process of a carbon nano-
tube under the applied electric field. The diameter and
length of the nanotube A decrease as it being damaged by
the field. This is a sharpening process of the multiwalled

Figure 11. “Splitting” process in structural damage. (a)–(d) Series of
TEM images showing the structural damage of a carbon nanotube dur-
ing field emission, in which the applied voltage and the emission current
are: (a) V = 80 V, I = 10 �A, (b) V = 90 V, I = 40 �A, (c) V = 110 V,
I = 100 �A, and (d) V = 130 V, I = 250 �A. The distance from the tip
of the nanotube to the counterelectrode was ∼2 �m. (e) A nanotube
that is experiencing the splitting of its outer layers during the damage.
Reprinted with permission from [20], Z. L. Wang et al., Appl. Phys. Lett.
80, 856 (2002). © 2002, American Institute of Physics.

nanotube. The structure of nanotube B is almost totally
damaged by the field, and finally becomes a graphitic struc-
ture.

The mechanisms of the field-induced damage are believed
to be due to two processes. First, the electrostatic force act-
ing on the tip of the nanotube can split the nanotube piece
by piece and segment by segment, such as the one shown in
Figure 11. The second process is likely due to the local tem-
perature created by the flow of emission current, which may
“burn” the nanotube layer by layer, resulting in the sharpen-
ing process, as presented in Figure 12. The emission current
is likely to flow along the nanotube through the most outer
graphitic layers, which was first proposed by Frank et al.
[22] for interpreting the quantum conductance of a multi-
walled carbon nanotube at room temperature. This process
has recently been used for removing the walls of carbon
nanotubes [23, 24].

It was reported by Rinzler et al. [21] that the current emit-
ted by nanotubes fluctuates almost randomly as a function
of time at a time scale of a couple of seconds; this phe-
nomenon was interpreted owing to an unraveling process of
the carbon atom ring. Through in-situ TEM observation, we
found that the fluctuation in emission current is due to a
“head-shaking” effect of the nanotube while emitting elec-
trons. The nanotube bends toward the counterelectrode at
an applied voltage. The emission of electrons from a nano-
tube is likely to be a “ballistic” emission process in which the
electrons are emitted as groups, although each emission can
release many electrons. When the nanotube is fully charged
prior to emission, the distance between the nanotube tip
and the counterelectrode is the smallest due to the strongest
electrostatic attraction; as soon as the electrons are emit-
ted as a group, the electrostatic force between the nanotube

Figure 12. “Stripping” effect in structural damage. (a)–(e) Series of
TEM images showing the structural damage of a carbon nanotube dur-
ing field emission. The applied voltages were (a) V = 100 V, (b) V =
120 V, (c) V = 140 V, (d) V = 160 V, and (e) V = 200 V. The dis-
tance from the tip of the nanotube to the counterelectrode was ∼4 �m
Reprinted with permission from [20], Z. L. Wang et al., Appl. Phys. Lett.
80, 856 (2002). © 2002, American Institute of Physics.
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and the electrode drops slightly, resulting in the recovery
of the nanotube shape and a larger distance from the elec-
trode. The head shaking of the nanotube due to “ballistic”
emission results in a variation in the distance of its tip from
the electrode, thus leading to a fluctuation in the emission
current. This may also account for the blinking of the emis-
sion current from carbon nanotubes. The ballistic emission
is possible because the small size of a nanotube can only
hold a small amount of electrons at its tip. A rough estima-
tion indicates that loosing one electron at the tip can change
the tip potential by ∼0.15 V for a 20 nm diameter nanotube.
The head shaking is a result of its large aspect ratio, which
leads to body swing during field emission.

4. ELECTRIC TRANSPORT
OF CARBON NANOTUBES

Electrical transport in single-walled nanotubes (SWNTs)
and multiwalled nanotubes (MWNTs) is of great importance
for their applications in electronics. Measurements of nano-
tube conductance mainly use two techniques. Using litho-
graphically made gold electrodes, a carbon nanotube is laid
down across two electrodes, and the I–V characteristic is
measured [25]. The other technique takes advantage of using
liquid mercury as a soft contacting electrode; a nanotube is
inserted into the mercury, and the conductance is monitored
as a function of the depth that the nanotube is inserted into
the mercury [26]. The latter has been carried out in-situ in
TEM. This chapter intends to review the progress in apply-
ing the second technique in the electrical property charac-
terization of nanotubes. A comprehensive review of all of
the existing literature and a comparison of data in electrical
characterization can be found in [27].

4.1. Ballistic Quantum Conductance
at Room Temperature

Our original technique involved two contact measurements
on free-standing MWNTs in air. An arc-produced fiber com-
posed of MWNTs was attached to a conducting tip of a
scanning probe microscope, and dipped into various liq-
uid metals. The conductance was recorded as a function of
the depth L that the nanotube penetrated into the liquid
metal. Figure 13 shows a schematic diagram of the measure-
ments in an atomic force microscope (AFM). This experi-
ment has three main advantages: 1) the carbon nanotube is
as-synthesized without contamination; 2) the soft metal con-
tact reduces the contact resistance, allowing a sensitive mea-
surement on the conductance of the nanotube; and 3) the
length of the nanotube exposed outside the liquid metal sur-
face is a variable that allows a direct measurement of the
conductance of the nanotube as its length is being reduced.

If Z represents the depth of the nanotube into the mer-
cury surface, the conductance traces revealed quantized con-
ductance steps with step heights of about 1 G0 (Fig. 14),
with G0 = 2e2/h = 1/(12.9 k(). For a single tube, the con-
ductance is G0, and the jump to 2G0 occurs once the second
nanotube touches the mercury. This effect appears only if
the carbon nanotube is defect-free, which means that the
tubes are produced by arc discharge rather than catalytic

Figure 13. Experimental setup for measuring the electrical conductance
of a single MWNT using the soft contact method in an AFM apparatus.

growth. The conductance is quantized, and it is independent
of the length of the carbon nanotube. No heat dissipation
was observed in the nanotube. This is the result of ballis-
tic conductance, and it is believed to be a result of single
graphite layer conductance. A recent observation using a
different technique has confirmed our result [28].

The quantized steps typically develop only after many dip-
ping cycles: the initial dipping cycles do not show steps,
but rather sequences of sloping structures. Despite a lack
of sophistication, these measurements consistently produce
the highest measured two-point conductances for closed
MWNTs, which points to reproducible low-contact resis-
tances. In about 80 fibers that we tested, we did not observe
nanotubes with conductances (significantly) greater than
1 G0, although anomalous low ultimate conductances have
been observed. In this work, we arrived at the following con-
clusions: 1) MWNTs are one-dimensional conductors; 2) the
current in closed MWNTs flows on the outer surface; 3)
MWNTs can sustain very large current densities; 4) trans-
port in MWNTs is quantized with 1G0 at room temperature,
suggesting ballistic conduction, but with half the expected
value; and 5) the average current density carried out by the
nanotube over its cross section can exceed 107 A/cm2.

Figure 14. Conductance of a carbon nanotube as a function of the
depth z the nanotube is inserted into the mercury surface, showing the
quantum conductance of the nanotube. The flat plateau indicates that,
within a certain length, the conductance of the nanotube is independent
of its length.
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4.2. In-Situ Measurement

The conductance measurement of individual carbon nano-
tubes has also been carried out using the in-situ technique
introduced in Section 2.1. The same specimen holder used
for the mechanical property measurements was used for the
conductance measurement, except that the counterelectrode
is replaced by a mercury droplet, which served as the soft
contact for the measurement. Figure 15 shows the contact of
a carbon nanotube with the mercury electrode, and a con-
ductance of G0 was observed. It is also interesting to note
that the contact area between the nanotube and the mer-
cury surface is curved. This is likely due to the difference in
surface work function between the nanotube and mercury;
thus, electrostatic attraction could distort the mercury sur-
face. This effect effectively reduces the contact resistance
between the nanotube and the Hg electrode.
In-situ nanotube conductances are determined by applying

a voltage difference of 100 mV between the Hg droplet and
the nanotube fiber, and measuring the current. Three types
of behavior are found. For type 1, more than half of the
nanotubes that clearly contact the Hg surface (as seen from
a slight bowing of the nanotube, as for example in Fig. 16a,
or a distortion of the Hg surface) have resistances R that
are out of our range, that is, >1 M(. For type 2 tubes, the
conductance is 13 k( < R < 15 k(. For the remainder,
15 k( < R < 100 k( (type 3). We have not observed nano-
tubes whose resistance is significantly less than 13 k( (i.e.,
6.5 k(, as expected for 2 G0�. This observation is consistent
with the in-air experiments.

We previously measured currents up to 1 mA through
the tubes before they are damaged, implying current den-
sities at the outer layer of up to 1010 A/cm2 for a 10 nm
diameter tube (assuming surface conduction). Higher cur-
rents (>1 mA) damage the nanotubes. We observed that
defective nanotubes tend to break at the defects (Fig. 17),
while type 2 nanotubes invariably break near the Hg con-
tact (Fig. 16b). In particular, type 2 nanotubes do not break
halfway between the contacts, which is where the tempera-
ture would be the greatest for freely suspended nanotubes
if the nanotubes were dissipative conductors. Hence, we

Figure 15. In-situ TEM image showing the conductance measurement
through a single carbon nanotube. The inset is the contact area of the
nanotube with the mercury surface.

Figure 16. In-situ observation of electric transport through a single car-
bon nanotube. (a) Applied voltage V = 0�1 V, current I = 7�3 �A,
resistance of the carbon R = 12�7 k(, which corresponds to a conduc-
tance G = (12.7 k(�−1 = 1.02 G0. (b) After applying a 4 V voltage,
the nanotube was broken, and the break occurred at the contact of the
nanotube and the Hg. (c) The conductance of this carbon nanotube
contaminated with graphitic particles is 0.25 G0.

conclude that the heat dissipation occurs primarily at the
contacts, consistent with (but not conclusive evidence for)
ballistic transport.

4.3. Top-Layer Conductance in MWNT

We now examine the origin of quantum conductance in
MWNT at room temperature. Graphite has a unique layer
structure, in which the conductivity parallel to the graphitic

Figure 17. Examples of nanotube failure modes. MWNTs (a) before
and (b) after passing a large current, showing the breakpoints at the
defect sites. (c), (d) An MWNT before and after passing a large current
through it. In (d), the tip of the MWNT had been contacted to an
Au surface, and current was passed through it. Only the outer layer,
starting at the contact point, has been damaged, suggesting that the
current flows over the surface.



In-situ Nanomeasurements of Individual Carbon Nanotubes 213

Figure 18. (a) Atomic structure of graphitic sheets. (b) A carbon nano-
tube model with a closed end. (c) Top-layer conductance of a defect-
free, closed-end MWCT.

plane (a–b axis plane) is about 50 times higher than that
along the c axis (Fig. 18a). If the applied voltage is small, so
that the interlayer tunneling effect can be ignored, and the
end of the nanotube is closed (Fig. 18b), the electric current
mainly flows along the top surface layer, provided the tube
is perfect and there is no defect. Since the layer thickness
of ∼0.34 nm is comparable to the electron wavelength of
0.5 nm in the graphitic plane, quantum conductance is pos-
sible. The unique structure of the nanotube greatly reduces
the phonon density of states; thus, the mean-free-path length
of the electron is longer than 10 �m [29], possibly resulting
in a room-temperature quantum effect. This is possible for a
structurally perfect nanotube with closed ends (Fig. 18c). If
the applied voltage is large, interlayer tunneling among the
nanotube walls is inevitable; the effective size of the object
that carries the current is large, finally destroying the quan-
tum conductance effect. On the other hand, if there is a
defect, the density of phonons near the defect is different
from the rest of the nanotube; a reduced mean-free-path
length of the electron at the defect site results in the dis-
appearance of the quantum effect as well. Therefore, nano-
tubes grown by the CVD process that contain a large density
of defects are unlikely to exhibit quantum conductance.

Figure 7d shows an MWNT after passing a large current,
which was brought into contact with an Au surface (which
replaced the Hg droplet in this experiment). Due to the
flow of the shock short-circuit current, the surface of the
nanotube is disrupted starting at the contact point, while the
interior layers are not visibly affected. This observation pro-
vides further evidence that the electronic current passes over
the surface layers of the nanotube, for example, single-layer
conductance. The observation of Aharonov–Bohm oscilla-
tions in carbon nanotubes also supports the top-layer con-
ductance [30].

5. SUMMARY
This chapter has reviewed the experimental methods for
in-situ nanomeasurments of carbon nanotubes based on
transmission electron microscopy. The static and dynamic
properties of the nanotubes can be obtained by applying

controllable static and alternating electric fields. Resonance
of the carbon nanotubes can be induced by tuning the fre-
quency of the applied voltage. The technique is powerful
in such a way that it can directly correlate the atomic-
scale microstructure of the carbon nanotube with its phys-
ical properties, providing a one-to-one correspondence in
structure–property characterization. This is a new approach
toward nanomechanics.

The work function at the tips of individual multiwalled
carbon nanotubes has been measured by an in-situ trans-
mission electron microscopy technique. The tip work func-
tion shows no significant dependence on the diameter of the
nanotubes in the range of 14–55 nm. The majority of the
nanotubes have a work function of 4.6–4.8 eV at the tips,
which is 0.2–0.4 eV lower than that of carbon. Field emission
of the individual carbon nanotubes was observed by in-situ
transmission electron microscopy. A fluctuation in emission
current was due to a variation in the distance between the
nanotube tip and the counterelectrode owing to a “head-
shaking” effect of the nanotube during field emission.

We also presented the conductance measurements of indi-
vidual carbon nanotubes using the two-electrode contacting
technique. We discovered that freely suspended MWNTs are
1-D conductors with quantum conductance at room temper-
ature. A large current density is sustained, and the current
is carried out by the outermost layer of the MWNT. Carbon
nanotubes contaminated on the surface either by graphitic
particles or during lithographical manipulation do not show
quantum conductance. Defects can destroy quantum con-
ductance, resulting in heat dissipation.

GLOSSARY
Ballistic transport Elastic transport process during which
an electron experiences no inelastic collision; thus, no heat
is generated. This is possible if the length of the transport
wire is shorter than the inelastic mean-free-path length of
the electron in the material.
Bending modulus Elastic property of a tubular structure
that describes its inherent stiffness. It is determined not only
by the Young’s modulus of the materials that are made of
the tubular structure, but also by the geometrical parameters
of the tube.
Field emission Emission of electrons from a solid surface
under an externally applied electric field.
Quantum conductance Electron wave elastic transmission
through a solid wire without inelastic collision; the trace of
the transmission coefficient derived from quantum scattering
theory is defined to be the electric conductance G, which
is a multiple of G0 = 2e2/h = 1/(12.9 k(), depending on
the number of conduction channels, but independent of the
length of the wire, provided that the length of the transport
wire is shorter than the inelastic mean-free-path length of
the electron.
Work function Energy required to extract an electron from
a semi-infinite solid surface to infinity.
Young’s modulus Elastic property of solids that describes
the inherent stiffness of the material. It is the slope of the
stress–strain curve in the elastic region.
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1. INTRODUCTION
Tremendous progress has been made in the past four
decades in miniaturizing and integrating transistors and
capacitors for logic applications onto silicon. By compari-
son, passive components (resistors, capacitors, and induc-
tors) at the circuit board level have made only incremental
advances in size and density. Consequently, passive compo-
nents occupy an increasingly larger area and mass fraction of
electronic systems, and are a major hurdle to the miniatur-
ization of many electronic systems. This is particularly true
for analog and mixed-signal applications that use a larger
number of passives than typical digital applications. The sur-
face of cell phone boards can be over 50 percent occupied
by passives.

Almost no through-hole axial-leaded resistors and disk
capacitors are used anymore; they have been replaced with
smaller rectangular surface-mount components with solder
joints at both ends. The size of these modern discretes is
described by a number such as 0603, which indicates a size of
60 × 30 mils (1�5 × 0�75 mm). The 0402 (1�0 × 0�5 mm) size

is commonly used, and the smallest discrete passives today
are 0201 (0�50 × 0�25 mm), which represents a considerable
challenge in handling and attachment. About a trillion pas-
sive devices were placed in electronic systems in 2000, with
the vast majority utilizing surface-mount technology. Today,
each mounted passive costs about half a cent to purchase,
and about 1.3 cents for conversion (assembly) for a total
of 1.8 cents. Therefore, the present total market for passive
devices is around $18 billion annually [1–3].

If passive components could be integrated in somewhat
the same manner as transistors have been on integrated cir-
cuits, they might enjoy the same economy of manufacture,
functional density, and performance enhancements. For that
reason it is an active area of research and development in
the microelectronics systems industries. The “nano” aspect
of this comes about because of the use of very thin films,
under 500 Å in many cases, to achieve passive integration
into circuit boards.

1.1. Definitions

The concept of “integrated,” “integral,” “embedded,”
“arrayed,” or “networked” passives involves manufacturing
them as a group in or on a common substrate instead of in
their own individual packages. The distinction with present
technology is as follows:

Discrete passive component is a single passive element in
its own leaded or surface mount technology (SMT) package.
An example would be a single resistor, capacitor, or inductor
in an 0402 package. This will typically have two contacts
to be soldered to the board. Presently, the vast majority of
passives are utilized in this manner and this is what passive
integration seeks to eliminate. (Fig. 1.)

Integrated passive component (IP) is a general term for
multiple passive components that share a substrate and
packaging. They may be housed inside the layers of the pri-
mary interconnect substrate, which would give them the sub-
designation of an “embedded passive component,” or they
may be on the surface of a separate substrate that is then
placed in an enclosure and surface mounted on the primary
interconnect substrate, in which case they would be called
“passive arrays” or “passive networks.” (Fig. 2.)
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Figure 1. Cell phone RF section utilizing 0402 surface mount passives
grouped around a single integrated circuit.

1.2. Types of Interconnect Substrates

There is a vast array of materials, processing methods,
and configurations in use as interconnect substrates—from
resin-impregnated paper with printed conductors on the low
end to single-crystal silicon with photolithographic thin film
build-up layers on the high end. In between there is FR4,
ceramic, polymer film, and rigid inorganics, each of which
can be composed of a multitude of specific materials and
processed in dozens of ways. The number of possible inter-
connect substrates times the number of processes to achieve
them times the number of materials and processes for inte-
grated passives equals an impossible number to describe
individually. In order to make this manageable, the types of
substrates must be grouped.

The primary natural division is into organic and inor-
ganic designations. “Organic” means that there is a polymer
material, either thermoset or thermoplastic, in the board
even if it makes up a small fraction by mass. This will limit
the maximum temperature for any processing to around
200 �C–300 �C and possibly lower for some steps. Inor-
ganic substrates, such as alumina, can withstand well over
700 �C–1,000 �C and are usually limited by the softening
point of the metals. Integrated passives are highly devel-
oped in ceramic substrates, but these make up only a small
fraction of the total boards sold, especially in consumer
products. The major emphasis in integrated passive research

Figure 2. Integration of passive components into a system’s substrate.

today is for organic-containing materials such as FR4, BT,
and flex, which make up about 85 percent of the boards
manufactured today and a larger fraction of boards in con-
sumer products. Therefore, the necessity for low process-
ing temperatures is an important consideration in integrated
passive development.

1.3. Overview of Integrated
Passive Fabrication

At present, neither the optimal materials nor methods for
fabricating integrated passives on organic substrates have
been established. This is a limiting factor in their use in
the most common substrates. Due to the planar nature of
integrated passives, the formation and patterning of films
are central to this technology. There are three broad classes
of films required: conductive, resistive, and dielectric. Con-
ductive films are those that are needed for carrying cur-
rent with a minimum of voltage loss, such as the top and
bottom plates of capacitors and the spiral windings of a
planar inductor. There is no advantage to having parasitic
resistance in this type of film; that would only degrade the
performance of the capacitor or inductor. Therefore, these
would normally be metals or else very conductive metal-
filled polymer thick films with resistances less than about
0.1 �/square. Narrow tolerance and repeatability is not a
major issue as long as the overall resistance is low enough
for the application. Of course, it would be desirable for
integrated passives to utilize the same metal used as inter-
connect on the substrate. Resistive films would be used in
making integrated resistors only, and would be specified on
the basis of providing predictable, reproducible values of
resistance in a sufficiently small footprint. A wide variety of
materials could be used for this, ranging from resistive alloys
(NiCr, CrSi, TaNx, TiNxOy� to ceramic-metal nanocompos-
ites (cermets) to carbon-filled polymers. Resistivities of 100
to 10,000 �/square are required. Dielectric films would be
used to form integrated capacitors, and a vast array of mate-
rials with a wide range of dielectric constants are feasible
from simple unfilled polymers for small-valued capacitors
(k = 2–5) to amorphous metal oxides (k = 9–50) to highly
ordered mixed oxides for the highest possible dielectric con-
stants (k > 1�000). There are essentially no fabrication issues
for inductors; they are simply shaped conductors made from
the interconnect metallization already present in the boards.

These three types of films can be formed subtractively
or additively by sputtering, CVD, evaporation, anodization,
dry oxidation, sol–gel, spin-on, doctor blade coating, chem-
ical conversion, and many others. Etching options include
liquids and a variety of reactive and unreactive, directed or
nondirected plasmas. Also, they can be modified by anneal-
ing. integrated passives are not a new idea; they have been
used for decades in ceramic substrates and on various sub-
strates under the name “hybrids.” Thick-film pastes of con-
ductors and dielectrics are used to form resistors, capacitor
dielectrics, and spiral inductors that are fired simultaneously
with the green tape of the insulating layers. However, the
firing requirements mean that this technology is not trans-
ferable to heat-sensitive organic substrates. Glass has been
used for integrated passive substrates by Intarsia, and sili-
con had a brief period of use as an MCM substrate; Bell
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Labs and N-Chip utilized an integrated decoupling capaci-
tor as part of the buildup over a silicon substrate for their
MCM designs. Organic substrates make up the vast majority
of interconnect boards due to their low cost, and it is here
that integrated passive efforts are most important. Because
organic boards cannot tolerate temperatures much above
about 250 �C, many processing options are not possible
including all involving fired ceramic thick films. Whatever
methods and materials are chosen must be compatible with
the board’s conductors and insulation layers already in place,
integrated passives already in place, and any fabrication
following.

2. MOTIVATION AND CHALLENGES
Both technical and economic issues should be considered
in order to determine the ultimate worth of changing tech-
nologies. Deciding which engineering option will provide a
higher return on each dollar invested cannot be based solely
on the goal of lowering the cost to make the same product;
the implications are much more nebulous and include con-
cepts such as increased functionality, added product value,
higher consumer appeal, and the ability to make products
that cannot be realized with the older technology. Some of
these issues are difficult to quantify; for instance, what is the
added dollar value to a cell phone that is made 20 percent
smaller? There is a real worth to this type of improvement,
but it is a function of consumer psychology, which is noto-
riously difficult to enumerate. The merely technical issues
often can be quantified fairly accurately.

2.1. Reasons for Integrating Passives

For integrated passives, the reasons in favor of integration
can be broken down into these motivations:

1. Reduced system mass, volume, and footprint. Individual
packages are eliminated and passives can go under-
ground leaving more room on the surface for ICs.

2. Improved electrical performance. Integrated passives
can have lower parasitics, particularly much lower
inductance in capacitors.

3. Increased design flexibility. The component’s resistance,
capacitance, or inductance can be sized to any desired
value within the technology’s range.

4. Improved reliability. Solder joints are eliminated.
5. Reduced unit cost. Integrated passives can be formed

simultaneously and with very low incremental cost.
Also, they are inherently lead-free.

Not all integrated passives have smaller footprints than
the surface mount devices they might replace. In fact, the
higher values of integrated capacitors and inductors would
occupy a much larger area. For example, a 100 nF integrated
capacitor formed by sputtering 3,000 Å of Al2O3 onto a cir-
cuit board would require almost 4 cm2 of area, compared
to only 0.01 cm2 for a 0402 surface mount capacitor plus
its associated keep-away distance. Similarly, a 50 nH pla-
nar spiral inductor could be made from five turns of 5 mil
conductor, but would have an outer diameter of 3.3 mm.
Furthermore, this inductor would require a keep-away dis-
tance on all layers of the substrate—not just one like a

capacitor or a resistor—about equal to its radius to avoid
interference from other metal with its electromagnetic field
that would reduce its effective value. Its total area would
be 0.34 cm2 and would be effectively multiplied times the
number of layers in the substrate that must be kept clear.
Integrated resistors and small-valued capacitors are much
closer to, or even smaller than, their surface mount size.
The reduction in system form factor with integrated passive
technology would come from the fact that integrated pas-
sives, regardless of their footprint, can be fabricated under
the surface of the board, which frees up top-surface area
that was formerly occupied by surface mount passives. Since
many wireless and mixed-signal systems have something like
half of the board surface occupied by passives, the footprint
reduction can be significant. Additionally, system mass may
be reduced by stripping an integrated resistor, capacitor, or
inductor down to only its electrically active portions, leaving
less than a milligram of metal and/or dielectric. The inte-
grated passive would depend on the substrate for mechanical
support and the layers above and below it for environmen-
tal protection, thus eliminating the mass and volume of the
individual package.

The price paid for this integration is that additional board
layers may be required to accommodate these passives in
their integrated form, adding cost and complexity to the
manufacturing process, which can offset some of the bene-
fits of freeing up surface area and reducing volume or mass.
This is an important tradeoff in passive integration and will
be a major driving force in the economic viability of any inte-
grated approach. It is not clear that more layers will always
be required for integrated passives; savings in wiring and,
especially, vias required to route all passive connections to
the surface may be significant if the passives can be placed
on any desired layer. As previously mentioned, active logic
devices can be scaled down to nanometer scales, principally
by improvements in processing technology, since they can
operate with arbitrarily few electrical quanta. But passives
may have to maintain values of resistance, capacitance, and
inductance regardless of their size, and footprint reduction
can come about only by improvements in materials to give
higher specific values per unit area. This is particularly prob-
lematic for integrated capacitors.

Due to their simplified structure and lack of leads and
contacts, integrated capacitors and resistors tend to have
considerably less parasitic inductance than their surface
mount counterparts. Also, short leads to the integrated
capacitor or inductor can result in less parasitic resistance.
As a result, integrated passives tend to be “purer” compo-
nents with less undesired properties to be taken into account
in the design phase. Lower parasitic inductance is partic-
ularly important for capacitors in high-frequency applica-
tions such as decoupling and RF filtering, since, above the
self-resonance frequency, the inductive properties of the
capacitor dominate the component’s behavior, making it act
completely like an inductor. Integrated capacitors can be
fabricated that have far higher self-resonant frequencies and
therefore a larger usable frequency range than is possible
with any discrete capacitor, no matter how much the latter
is optimized for low inductance. This is a major motivation
for integrating capacitors, as will be discussed next.
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An additional electrical advantage comes about because
the value of integrated passives can be specified exactly. If an
18.2 nF capacitor, a 2,360 � resistor, and a 14.6 nH induc-
tor are needed for a design, the integrated passives can be
sized to give those values (within tolerance limits); it is not
necessary to choose the next closest value from a catalog of
discrete passives or to create the values by stringing together
discretes in series and/or parallel. Using multiple discretes
may take up a large amount of board space, require a large
number of lead attach steps, and exacerbate problems asso-
ciated with parasitics.

With regard to reliability, the use of integral passives does
eliminate two solder joints per passive, which are major fail-
ure points for systems with discrete components. However,
the use of new materials and fabrication methods neces-
sary for integration may bring with them new failure modes
that have not been fully revealed. There is much research
to be done to validate the conjecture that integrated pas-
sives enhance system reliability. The standard environmental
and thermal stress tests will still apply, but, while discrete
components may be tested on their own to identify failure
modes not associated with the solder joints, integrated pas-
sives must always be tested in the systems that they will
occupy, since the interconnect substrate forms their packag-
ing. Of particular concern is the result of mechanical stresses
on large-area capacitors and long resistors brought about
by CTE mismatch, layer-to-layer slippage during fabrication,
and flexure.

Because integrated passives can be formed simultane-
ously, the incremental cost of producing just one more is
nearly zero. This characteristic is attractive for systems that
require dense placement of passives, the direction in which
most systems are heading. A major issue in business mod-
els for integrated passives is whether all of them can be
integrated or only some. If they can all be integrated, then
there is no need for any pick-and-place equipment for sur-
face mount passives, just for the ICs, and the cost model
needs to consider only one technology set for passives: inte-
gration. However, if only most of them can be integrated,
then it may be more difficult to be cost-competitive, since
the manufacturing facility must support both technologies
at once. Some passives, such as large-value capacitors and
inductors, may be very challenging to integrate due to their
large footprints, even in buried layers, and may be best left
as surface mounts. On the plus side, integrated passives are
inherently lead-free. At present, economic analysis to deter-
mine the feasibility of integrated passives is specific to both
the application and the integrated passive technology.

2.2. Problems with Integrating
Passive Devices

The problems with implementing integrated passives on
organic boards are as well-understood as their potential
benefits.

1. Indecision on materials and processes. Research con-
tinues on many resistor materials and capacitor
dielectrics.

2. Lack of design tools. For both component sizing and
system layout.

3. Requires vertical integration. The same company must
manufacture both substrates and passives.

4. Yield issues. One bad component can scrap the entire
board.

5. Tolerance issues. Integrated passives cannot be pre-
sorted prior to inclusion on the board.

6. Lack of standardization. The various segments of the
integrated passive industry aren’t speaking the same
language [4].

7. Surface mount technology is improving. Moving toward
01005.

8. Lack of costing models. It’s not easy to tell when inte-
grated passives might be more cost effective.

It’s not that it cannot be done; scores of research projects
have shown that the full required range of R, C, and L
values are achievable on just about any substrate. The prob-
lem is that the optimal materials and processes have not
been identified, if they exist for a given substrate, and that
the infrastructure does not yet exist in the industry for their
design and manufacture. The physical integration of passive
components into circuit boards necessitates the integration
of the corresponding business units. For example, a manu-
facturer that previously made only boards but now expands
into integrated passives finds itself in the business of making
passive components instead of simply buying them out of a
catalog. That means having to understand issues of passive
performance, fabrication, sizing, tolerance, parasitics, and
reliability, which were previously taken care of by a separate
entity.

There are two main aspects to the design issue: designing
the individual components and designing the components
into a system. Taking the narrower one first, designing indi-
vidual integrated resistors and capacitors is easy but depen-
dent on the materials used, since this will influence the value
density of the structure, such as the number of nF/cm2 for
an integrated capacitor. If the ohms/square of the resistor
film or the nF/cm2 of the dielectric film are known, then it is
a simple matter to size the component for a required overall
value. Therefore, the component’s material and processing
technology have to be established before components can be
sized. For inductors, the design situation is much more com-
plex. Accurate sizing of a spiral inductor from first principles
requires solving Maxwell’s equations for a spiral shape on a
Cartesian geometry with various other conductors from the
eventual system layout present to distort the magnetic field.
Although there are some excellent approximate design tools
for isolated spirals, the presence of other conductive materi-
als nearby means that the design of the integrated inductor
usually can’t be done as a standalone component. Trial and
error with physical prototypes sometimes will be required.

With regard to overall layout, only a few programs are
capable of taking integrated passives into consideration
by incorporating them from SPICE-like electrical models,
autorouting around them, or optimizing their placement on
and among layers. Doing all of these by hand is possible but
can be quite tedious, and very few designers are experienced
with integrated passives to the extent of knowing the per-
tinent layout issues necessary for taking advantage of their
unique electrical and size characteristics. However, progress
is being made in this area by design and layout software ven-
dors, and there is no major technological hurdle to enabling
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these programs to utilize integrated passives effectively and
with the same ease of operation as they do for surface mount
boards. Again, the processes must be established first.

On the assembly side, attachment of surface mount dis-
cretes is one of the last steps to be performed on a cir-
cuit board prior to its inclusion in the overall system. All
of the layers and conductors are fully formed and tested
before the passives go on. The only concession made by
the board designers to the eventual presence of the sur-
face mount passives, and ICs for that matter, is that proper
attach metallurgy be available and that the board be able
to withstand the temperatures associated with the attach-
ment process. The attachment typically uses reflowed or
wave solder, requiring about 250 �C for up to a few min-
utes, or else uses conductive epoxies, which usually have
even milder thermal requirements. However, if integrated
passives are utilized, they will be fabricated as part of the
board’s manufacturing flow, and the portions of the board
already formed will have to be able to withstand not only the
thermal stresses that a particular integrated passive technol-
ogy requires, but also any chemical and mechanical expo-
sures that are involved. Subsequent interconnect/insulator
processing must not degrade any integrated passives that are
already in place, and any integrated passive processing must
not degrade the board layers already in place. Not only are
the passives integrated into the board, but their processing
requirements are mixed in as well.

The same yield problem exists for integrated passives as
is well known for integrated circuits; one bad component
out of many can force the entire board to be scrapped.
The problem might not be apparent until the substrate is
completed, so a considerable amount of fabrication may be
wasted if the bad component is formed early on. Rework
might be possible, but few procedures for this have been
developed or reported in the literature. This same prob-
lem was identified and solved for active integration, enabling
tens of millions of components to be formed on silicon with
IC yields routinely over 75 percent. The same issue impacts
tolerance; discrete passives may be presorted by value while
the values for planar integrated passives will be ruled by
sizing tolerances associated with film patterning or printing.
In the case of integrated capacitors, because they are area-
ruled, the resulting variation in value will be higher than
the variation in one-dimensional sizing. Attempting to make
smaller integrated passives will result in less exact values.
Trimming technology for integrated passives requires further
development. The use of singulated and embedded passives
might help to alleviate these problems by enabling sorting
for yield and tolerance.

Meanwhile, surface mount technology continues to
improve. On the average, surface mount passives have gone
down by about one case size every four years. Sizes as
small as 0201 (0�50 × 0�25 mm) are in use and, although
it is hard to imagine them becoming much smaller, there
is work in progress for 01005 components. With a 10 mil
keep-away distance, the theoretical density for 0402s is
107 components/cm2 and for 0201 it is 270/cm2. However,
in some instances, integrated passives may be the only
way to make the product possible. This situation is rapidly
approaching in the case of decoupling upcoming generations
of microprocessors that will draw very high bursts of current

from the board’s power and ground planes. Surface mount
capacitors may exhibit too much inductance to do the job,
and integrated capacitors may be the only way to enable
these chips to function.

2.3. Cost Modeling

The greater the detail necessary to accurately model a sys-
tem, the less general and more application-specific are the
results. This is the situation with integrated passives on
organic boards. Because the specific processes and materials
have not yet been reduced to a manageable number, it is
not currently possible to say when passive integration is and
is not economically feasible. No generalized models exist to
aid the manufacturer. This sounds like a chicken-and-egg
problem, but it can be cracked by first assuming a specific
and feasible material and process set for the existing man-
ufacturing infrastructure and for the potential product, and
then performing the costing based on that [5, 6].

What is the impact of passive integration on an exist-
ing board design that utilized surface mounts? Of pri-
mary importance is that the number of layers will probably
increase due to the need to accommodate subsurface pas-
sives. Also, if reduced board form factor is desired, this will
also add pressure to increase the number of layers simply to
accommodate the interconnects. PWB cost goes about lin-
early with number of layers. Adding another signal layer to a
controlled impedance board actually requires the addition of
two layers, since a ground or power layer has to be added as
well between the signal planes. The decrease in board area
will result in a more compact product, but the benefit of this
is harder to put into terms of dollars than is the cost. It does
have the advantage of increasing throughput since there can
be more boards per panel, but board yield will probably
decrease, for the reasons discussed earlier in this section.
There may be some decrease in wiring and, particularly, via
density due to the reduced need to route to specific areas on
the surface to accommodate surface mount units. Instead,
it may be possible to put the passive in any given layer and
position where it is needed. Overall, each design needs to
be considered on a case by case basis, at least until much
more experience with these designs has been accumulated.

3. APPLICATIONS FOR
INTEGRATED PASSIVES

In principle, integrated passives can replace discretes in any
application, but in what forms will they find widespread use?
Except for decoupling, the circuit schematic will not gen-
erally change if integrated passives are used instead of dis-
cretes, though slightly fewer integrated passives may be used
if exact component values can be made in one unit instead
of having to string discretes together in series or parallel to
achieve a specific value. Therefore, replacement of resistors
and most capacitors will be at a ratio of one to one. This
section will discuss some of the most likely initial applica-
tions and describe what factors will motivate the switch from
surface mount to integration.
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3.1. Replacing Surface Mount Discretes
with Arrays and Networks

Individual surface mount discrete passives can be replaced
with a smaller number of integrated passives formed, not
inside the primary interconnect board, but on a separate
substrate that is then mounted on the surface of the pri-
mary board. This integration approach is referred to as pas-
sive arrays or passive networks and can result in significant
assembly cost savings with a minimum of design and process
changes. Arrays will have the same number of total con-
tacts but are achieved with fewer component placements.
Passive networks contain internal connections that result in
fewer mounted components and contacts. Not only are there
fewer components to mount, but each one is bigger than
the individual units it replaces, and therefore easier to han-
dle, but it has a smaller total footprint on the board than
the group it replaces. Since this brings almost all of the
advantages of passive integration with few of the problems,
both listed above, this trend is well underway and represents
the majority of integrated passive usage today, especially for
units mounted on organic boards. The reason this approach
has gained rapid acceptance is that it maintains the separa-
tion between passive integration issues and substrate issues.
The only concession for the board is that pads be moved
to accommodate the layout of the integrated surface mount
units. The board maker does not have to be in the passive
manufacturing business and the integrated units can be pre-
sorted and tested to avoid yield and tolerance problems.

Numerous configurations of R+C networks are available
in quantity from reputable vendors, and custom arrange-
ments are possible. Integrated inductors are also available.
Off-the-shelf versions include filters, terminators, and low-
inductance decouplers. With diodes and transistors added
to silicon substrates, networks can include ESD protection,
oscillators and amplifiers. RC termination is a popular appli-
cation for passive networks, since densely packed groups of
resistors and capacitors are required to terminate wide bus
lines. Integrated RC termination networks can be formed
in single packages with footprints to match the physical bus
width on the board and will require only half the number
of pads since there are internal R–C connections within the
unit.

There is much more to be squeezed out of this approach
as the passive networks become merged with active devices
to form what NEMI refers to as “functional modules,” which
could include, for instance, Bluetooth or GPS subsystems
mounted as surface units on the primary interconnect board.
There is tremendous potential flexibility with little down-
side. For example, a cell phone maker could include a GPS
receiver in the form of a surface mount module that would
include integrated passives and integrated antennas, as well
as integrated transistors on one piece of silicon in a sin-
gle chip scale package. The company would not have to
worry about going into the business of manufacturing GPS
systems and could also upgrade or switch vendors when
required, possibly with the same surface pad layout. At this
point, the distinction between which is the primary inter-
connect substrate and which is the add-on module becomes
blurred. In the limit, the main board may have no passives at
all and simply provide interconnection among various func-
tional modules.

3.2. Decoupling

High-frequency operation of digital logic circuitry places
severe demands on power distribution systems to supply sta-
ble, noise-free power during the clock-driven simultaneous
switching of millions of transistor gates. Decoupling capaci-
tors are necessary to supply these large current surges, ramp-
ing as fast as 500 A/ns, to high-power microprocessor and
logic ICs during the switching portions of the clock cycles.
The purpose of this is to ensure that unacceptable drops
in logic voltage levels do not occur due to the high cur-
rent demands on a power supply that may be located many
inches away down narrow conductor paths. Between cycles
of current demand, the power distribution system recharges
these capacitors in preparation for the next switching cycle.
It’s not too simplistic to think of the capacitors as actually
providing the power to run the chips with the power sup-
ply merely acting as a battery charger during low-demand
periods. In other terms, the impedance of the power supply
is too high to prevent voltage drop during high demand peri-
ods, so the capacitors must provide low impedance power to
the chip [7, 8].

Sizable groups of surface mount decoupling capacitors
can be seen surrounding the microprocessor on almost any
circuit board. Even memory chips are starting to draw
enough power to require decoupling capacitors. The two
main requirements for these capacitors are that they pro-
vide sufficient charge to run the chip for one clock cycle and
that they provide that power at low impedance to prevent
excessive voltage drop during moments of high current draw
by the chip. Of these two criteria, the low impedance issue
is the more challenging to surface mount capacitors. The
inherent parasitic inductance of surface mounts requires that
many separate capacitors be arranged in parallel in order to
lower the overall inductance, resulting in a large number of
small caps instead of a few large-valued units. That means
using more board area near the microprocessor, where space
is at a premium anyway, and more solder joints. Also, the
temperature extremes are higher near the chip, which can
cause a variety of reliability problems, including failure of
those solder joints.

The much lower parasitic inductance of integrated capac-
itors, the ability to bury them beneath the surface of the
board, and the lack of solder joints makes them very attrac-
tive for replacing surface mount capacitors in decoupling.
Because of their inherently low inductance, there is no need
to use multiple capacitors in parallel; a single large inte-
grated capacitor will suffice. The inductance is so low that,
when using integrated capacitors, the designer must con-
sider the inductance of the vias and interconnects from the
power/ground planes to the capacitor, while these contribu-
tions are usually negligible compared to the inductance of
surface mount capacitors. The major unknown in replacing
surface mount decoupling capacitors is how much capaci-
tance is needed. With surface mount, an excess of capaci-
tance is usually present because of all the units placed in
parallel to lower the total inductance, but, with integrated
capacitors, probably much less will suffice. Exactly how much
less is not fully understood and can only be determined with
a combination of modeling and power/ground voltage mea-
surements with a variety of integrated capacitor values.
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3.3. DC/DC Conversion

One application for integrated capacitors, either on a sub-
strate or on the ICs themselves, is as charge storage
elements in DC-to-DC converters. For example, charging
capacitors in series and discharging them in parallel achieves
a step-down function. If the switching frequency is high
enough, relatively small capacitors can be used for small
(∼1 W) converters. Localized power conversion of this type
becomes more and more important as IC supply voltages
decrease and large currents must be supplied.

3.4. Passive Replacement in FR4

Developing passive integration for commodity FR4 will open
up a huge market. Because it is such a large target, there is a
concerted effort to solve the problems associated with inte-
gration onto this platform. In October 1998, NIST funded
the Advanced Embedded Passives Technology Consortium
(AEPT) to develop the materials, design, and processing
technology for embedding passive devices onto circuit board
substrates. This combination of industrial partners and asso-
ciations is tackling the parallel issues of processing, materi-
als, design software, cost modeling, standardization, testing,
and reliability for FR4. AEPT made this task manageable by
selecting a small number of integration technologies (mate-
rials and processes) and building the modeling, reliability,
and costing efforts around those. As the results and prod-
ucts come onto the market over the next few years, many of
the obstacles will be solved or made manageable, enabling
integration to penetrate this market.

3.5. Passive Replacement in HDI

The various forms of HDI interconnect will employ process-
ing steps not common in the FR4 domain such as sputtering,
buildup, spin on, dry etching, and more. A wider spectrum
of metals and dielectrics will also be used. This provides the
opportunity to employ a variety of possible integrated pas-
sive processes and materials into this maturing technology.
If these are all developed in parallel, integrated passives will
arrive as part of the infrastructure instead of as an add-on.

4. INTEGRATION OF RESISTORS
Integrated resistors are fabricated either by depositing and
patterning a layer of resistive material or by printing resistive
paste in series with an interconnect line on an insulating
substrate. In keeping with the concept of a planar, stacked
assembly, the resistor will be a film of material, probably
between a few hundred angstroms and a few microns thick
[9, 10].

Assuming that all of the resistance is in the resistor mate-
rial and not in the interconnects, the resistance of the struc-
ture is

R = �L

Wt

where R = resistance, �, � = resistivity of the material,
�-cm, L = length of the strip, cm, W = width of the strip,
cm and t = thickness of the strip, cm.

The resistivity of a material is an intrinsic property and is
a function of composition and microstructure. For thin films,
the resistivity can be somewhat different from that of bulk
materials, and is generally higher.

Sheet resistance is defined by

R =
(
�

t
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L

W
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where Rs = �/t = sheet resistance, �/square, Ns = L/W =
the number of squares, and L = length of the strip, cm.

The sheet resistance is the resistance of a square of mate-
rial (L = W ) when the electrical contacts cover opposite
edges completely. The size of the square is irrelevant as long
as length equals width and the contacts completely cover
two opposing sides. When long, narrow materials are used,
the resistor is thought of as squares in series.

Resistors consisting of many squares are usually formed
in a serpentine pattern to fit into an allocated substrate area
with corner squares counted as somewhat less than a full
square, 0.556 squares, since the current does not have to tra-
verse the entire side-to-opposite-side distance. Thus, a mate-
rial with a resistivity of 1 m�-cm, that is, 1 �m thick would
have a sheet resistance of 10 �/square, and this number,
multiplied by the number of squares, would give the value of
the resistor in Ohms. The benefit of expressing films of resis-
tor materials in �/square is that it does not matter what the
resistivity or the thickness is as long as it gives the desired
sheet resistance. For example, in sputtering TaNx resistors,
the sputtering conditions such as vacuum level, temperature,
power, gas composition, etc. may be varied to affect both the
material’s film thickness and resistivity. It may be impossible
to change conditions so that only resistivity or film thickness
is adjusted to desired values due to the inevitable cross-
dependencies of processing conditions. However, if the sheet
resistance is the target variable, processing conditions can be
optimized to give the desired value of �/square without hav-
ing to measure or specify both the thickness and resistivity.
Also, the sheet resistance is a quantity easily measured with
standard four-point probes or from simple test structures,
again without having to measure either of its two constituent
variables.

Once a resistor material and process are selected, it is a
simple matter to determine the length/width ratio to give
any required value of resistance from the Ohms/square of
the material. However, to separate these two measures out
of the ratio and establish the actual footprint of the resistor,
other factors must be considered such as the following:

• Heat dissipation. Integrated resistors must be designed
so that the temperature rise during use will not
heat them to the point that their value drifts sig-
nificantly or that failure mechanisms are accelerated
to the point of affecting their reliability. Large area
resistors are favored regardless of their number of
squares. For resistors integrated into circuit boards,
three-dimensional thermal simulations are necessary to
predict operating temperatures at all parts of the com-
ponents and assembly.

• Tolerance. Tolerance and precision improves for larger
areas. +/−10% value precision is considered accept-
able for most resistors, but many applications require
tolerances down to 1%.
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• Parasitic capacitance. Long serpentine resistors will
exhibit characteristics of capacitors at high frequencies
due to coupling between adjacent strips, resulting in a
drop in resistor impedance. Small numbers of squares
and large strip spacing are favored to minimize this,
regardless of the total area.

4.1. Materials for Integrated Resistors

A resistor’s performance is a direct function of its com-
position, microsegregation of composition, crystal structure,
film thickness, temperature, and voltage, at least. These, in
turn, are functions of processing conditions such as pressure,
temperature, power, gas flow, etc. for sputtering, CVD, or
evaporation of thin films and cure time and temperature for
thick films. Subsequent anneals, which alter crystal structure
and composition microsegregation, are often used to mod-
ify resistor properties. Some useful reviews of this topic are
available [11].

The use of integrated resistors, and capacitors and induc-
tors for that matter, requires that the design and process
engineers work together to an extent that is not neces-
sary when off-the-shelf discretes are used. The selection
of an integrated resistor technology for a given applica-
tion requires the simultaneous consideration of electrical
performance issues (resistivity, temperature effects, stabil-
ity) and compatibility with the materials and processing of
other parts of the substrate/interconnect/passive assembly.
No resistor material should be considered that cannot be
deposited, cured, and/or patterned by techniques and chem-
icals that do not harm the pre-existing substrate, intercon-
nects, and other passive components in place. For these
reasons, the integrated passive engineer must understand
the potential resistor film materials and processing methods,
how those methods affect the composition and structure of

Table 1. Materials for integrated resistors.

Resistivity range Sheet resistance
Material (��-cm) Film thickness (�/square) TCR (ppm/�C)

Ag 1.6 2 �m 0.0080 4,100
Cu 1.7 2 �m 0.0085 4,330
Au 2.4 2 �m 0.0120 4,000
Al 2.7 2 �m 0.0135
Ni 6.9 2 �m 0.0345 6,750
Ta bcc: 13 500 Å 2.6 3,800

beta: 180
Cr 13 500 Å 2.6 3,000
Ti 42 500 Å 8.4
TaNx , CrSi, NiCr, 100–500 500 Å 20–100 +/−50 with process

TiNx , NiP optimization
NiP ∼2�000 1,000–4,000 Å up to 250 1,000 0–100

in development
TiNxOy up to 7,000 500 Å up to 1,400 +/−100 with process

optimization
LaB6 107 10 �m 10,000 +/−200
PTF very wide, depending 1–2 mil 10–107 ∼200

on filler
nanocomposite 104–1010 depending 1 �m 100–108 close to zero or

cermets on metal/glass ratio slightly negative

the films, and how the resulting composition and structure
affect the electrical properties.

Resistors materials that can be processed at under about
250 �C can generally be used on polymer board materials
or organic buildup layers. Of course, these same technolo-
gies could also be used on inorganic substrates such as glass,
silicon, or ceramic since these are typically more thermally
and chemically robust than polymer. There are two restric-
tions to transferring the technology to ceramic substrates:
(1) The ceramic surface may be significantly rougher than
organics, resulting in yield and tolerance problems with thin
film devices, and (2) ceramic substrates are fired at temper-
atures usually exceeding 600 �C, which may not be tolerated
by some resistor materials.

Most integrated passive resistor applications can be real-
ized using two ranges of sheet resistance: about 100 �/
square and about 10,000 �/square. The lower range can be
obtained using any one of several materials, including TaNx,
CrSi, NiCr, and TiNx, and the high end of the resistance
range can be covered by cermets or, perhaps, TiNxOy and
LaB6. Polymer thick film materials (PTF) can accommodate
the entire range, but problems with value stability exist at
this time. Elemental metals are generally too conductive to
be used for anything but very low valued current sensing
applications. Table 1 shows the status of these materials on
organic substrates. It should be remembered that these films,
formed by any method, cannot subsequently be annealed at
high temperature on organic substrates for the purposes of
modifying their structure and properties.

5. INTEGRATION OF CAPACITORS
A very wide range of capacitor dielectric materials is poten-
tially useful for integration; some of the most important
are shown in Table 2. Ideally, this dielectric constant should
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Table 2. Dielectric constants for paraelectric and ferroelectric
dielectrics.

Dielectric Dissipation
Material constant factor (%)

Teflon 2.0 0.02
polyethylene 2.3 0.02
BCB 2.7 0.1
parylene 2.7 0.01–0.1
Low e BT Resin 2.7 0.2
BPA Cyanate 3.1 0.4
polycarbonate 3.1 0.1
Mylar 3.2 0.4
SiO2 3.7 0.03
polyimide 3–4 0.2–1.0
epoxies 3–6 0.4–0.7
epoxy resin for FR4 3.9 1.2
FR4 3–5 0.5–1.5
E glass 5 0.09
SiO 5.1 0.01
Si3N4 7–9
AlN 9
Al2O3 9 0.4–1
Si3N4 9.4 <1
BaTiO3 (amorphous) 17
NbOx 20
Ta2O5 (amorphous) 24 0.2–1
SiC 40
HfO 23, 40 ∼1
Ta2O5 (polycrystalline) 50
TiO2 31 (anatase) 2–5

78 (brookite)
117 (polycrst)
∼40–60 (film)

BaTiO3 (tetragonal) up to thousands 5
BaSrTiO3 up to thousands
PbZrxTi1−xO3 up to thousands
Ba0�8Pb0�2(Zr0�12Ti0�88�O3 up to thousands

be flat with regard to frequency, temperature, voltage, and
time. The dielectric should be capable of being bent and
stretched to a reasonable degree so that it will not suffer
from the effects of CTE mismatch with other board materi-
als during normal temperature excursions and so it can be
used in applications with little packaging such as smart cards.
It should be amendable to mass production at an economic
cost using common materials and patterning techniques that
do not harm other parts of the board or components already
in place. Certainly, any material and process technology will
compromise on some of these issues, which is why no one
perfect integrated capacitor dielectric has yet been identi-
fied from the hundreds of journal and proceedings articles
to date.

There are two broad classes of dielectrics: paraelectrics
and ferroelectrics (Table 3). The distinguishing feature
between the two is that ferroelectric materials do not
lose their ionic polarization when the field is removed
and paraelectrics do. Because of lattice hindrances in fer-
roelectrics, the electric field can pull the ions into con-
figurations that do not relax back to the previous state
once the field is removed. As a result, ferroelectrics, anal-
ogous to ferromagnetic materials, can possess a residual
polarization after the field is removed. Furthermore, this

Table 3. Comparison of paraelectric and ferroelectric dielectrics.

Paraelectrics Ferroelectrics
k 2–50 up to 1,000s

k vs. T little dependence, Can be highly dependent
<500 ppm/�C due to crystal phase

transitions and ion mobility
k vs. frequency little dependence Decreases significantly,

typically above a few GHz
k vs. film no dependence Highly dependent due to

thickness since amorphous effects on crystal structure
k vs. bias no dependence Decreases with DC bias
dielectric none k can decrease significantly

fatigue with cycles and time
k vs. film little or Film must be crystalline

structure no dependence
cure none May require up to

requirements 700 �C in O2

residual polarization can be oriented in one direction or the
other depending on the direction of the last field. It is this
trait that gives them utility in nonvolatile memories. Para-
electric materials are those which cannot be left with a resid-
ual polarization once the field is removed because they do
not have a mobile charged atom with more than one stable
lattice position. This residual polarizability defines ferroelec-
tric and paraelectric materials, but this feature is irrelevant
to any projected substrate-level integrated capacitor appli-
cation. The important difference from the point of view of
integrated passives is that ferroelectrics generally have much
greater dielectric constants than do paraelectrics, sometimes
by as much as three orders of magnitude, because of the
mobile ionic charge. For example, the common ferroelectric
barium titanate is a perovskite crystal with a Ti cation at the
center that can shift back and forth within the confines of
this crystal a distance larger than the ions can move in a typ-
ical paraelectric such as tantalum oxide. This motion creates
a considerably larger dipole arm than is possible in Ta2O5,
resulting in a much larger dielectric constant for BaTiO3.
Incidentally, it is the fact that this Ti ion can remain shifted
to one side or the other after the field is removed that
gives BaTiO3 its ferroelectric residual polarization behavior.
However, to achieve this very high dielectric constant, ferro-
electrics must be in an oriented, single-crystal form, which
usually requires a curing temperature in oxygen far in excess
of what can be tolerated by organic boards. Adapting ferro-
electric dielectrics to organics is a major goal of capacitor
integration development.

The fact that so many different dielectric materials have
been evaluated in just the past few years for applications as
integrated capacitors is indicative of the uncertainty in this
area. Scores of dielectrics representing all classifications of
these materials (oxides, polymers, ceramics, etc.) have been
evaluated experimentally in order to identify the technical
advantages and disadvantages with regard to fabrication,
electrical performance, and reliability as an integrated com-
ponent. In any new technology, this is a necessary procedure
to both cull out the materials that are clearly impractical and
to provide the information to establish the economical via-
bility of those that are feasible. The list includes almost every
material that has ever been used as a capacitor dielectric as
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well as one class of material that was invented specifically
for the purpose: ferroelectric nanopowders dispersed in cur-
able epoxy. As it turns out, very few out of this multitude
are completely impractical for use as in integrated capaci-
tors, which means that there is a large number of choices
that have passed the technical challenges and remain to be
evaluated economically.

There is a tremendous amount of research currently
underway on high specific capacitance materials and struc-
tures, not only for integrated passives, but also for gate
dielectrics and memory cells for ICs. Many of the same
goals are sought for all capacitor development programs:
high specific capacitance, low leakage, high breakdown,
and sufficient stability. However, what are considered good
properties is very much a function of application. A gate
dielectric with a leakage of a mA/cm2 at 5 V may be con-
sidered a low-leakage material for that application, but this
is a tremendous amount of leakage for an integrated pas-
sive capacitor used in, for instance, an A/D converter. Simi-
larly, a capacitor that might be considered very stable against
frequency for energy storage applications might be far too
variable to be used as a filter element. There are several
excellent overviews of dielectric materials, some written long
before integrated passives were conceived [12].

Because integrated capacitors are planar and area-ruled,
the best way to express their value is as capacitance per unit
area or “specific capacitance.” The following equation uses
convenient units:

specific capacitance in
nF
cm2

= 0�885
dielectric constant

dielectric thickness in �m

One of these factors is a function of the dielectric material
itself and the other depends on its form (film thickness). See
Table 4.

Figure 3 shows the length required for the side of a
square integrated capacitor to provide a given amount of
capacitance for various dielectric materials. The x-axis is the
total capacitance of the structure, not the specific capaci-
tance, and the y-axis is the required length of one side of
the square plate of dielectric material in mils. Since inte-
grated capacitors are area-ruled, the lines have a slope of

Table 4. Specific capacitance achievable from integratable dielectrics.

Specific Energy
Dielectric Thickness capacitance density at 5 V

Dielectric constant (�m) (nF/cm2) (�J/cm2�

BCB 2�7 2�0 1�2 0�015
SiO2 3�7 0�2 16 0�20
Ferroelectric 90 5�0 16 0�20

nanopowders
in an epoxy
matrix

SiO 6 0�2 27 0�34
Al2O3 9 0�2 40 0�50
Ta2O5 24 0�2 110 1�40
TiO2 40 0�2 180 2�30
Barium titanate ∼2000 1�0 1800 22

Figure 3. Square plate sizes required for various integrated capacitor
technologies.

1/2 on log-log coordinates. A few representative dielectrics
are shown for some practical thicknesses. Other dielectric
materials of known dielectric constant and thickness may
be interpolated into the diagram to show their required
sizes. The four horizontal dashed lines represent the areas
of common surface mount components along with a 10 mil
keep-away distance. For comparison purposes, these sur-
face mount components were converted to square areas so
that the “square plate width” for these units is the average
side length required. It is clear from this diagram that inte-
grated capacitors do not necessarily have a smaller footprint
than their surface mount counterparts. For instance, using
2,000 Å of a paraelectric suchas Al2O3 or Ta2O5 would result
in a smaller footprint only for capacitor values below a few
nF. For micron thicknesses of BCB, polyimide, SiO2, or SiN,
the crossover is around 10–100 pF. However, integrated pas-
sives are placed below the surface of the interconnect sub-
strate so, no matter their footprint, they take up no surface
area, enabling the system to either be smaller or to have
more ICs.

6. INTEGRATION OF INDUCTORS
Integrated inductors are the easiest of the IPs to fabricate
since they are usually spirals of the conductor material, but
they are the most difficult to accurately model. Also, since
inductors are magnetic devices, they pose an integration
problem not shared by resistors and capacitors: They per-
form best when there is a sufficient volume of space to allow
their magnetic fields to be unimpeded by other structures.
As a result, a “keep-away” distance is required for inductors
in order to avoid loss of inductance relative to an isolated
structure and to prevent interference with nearby signal lines
and ground planes from the inductor’s field. Inductors per-
form poorly over conductive substrates such as doped Si and
over dense layers of interconnects due to the magnetic field’s
interaction with conductive materials.

The easiest way to fabricate integrated inductors is to sim-
ply form a spiral out of the interconnect material, typically
1 to 8 turns with a total outer diameter of 0.2–2.0 mm,
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which will provide an inductance of around 1–40 nH. Unfor-
tunately, the prediction of the resulting inductance for inte-
grated spirals, or other inductor shapes, is very complex
due to the interaction of magnetic fields with the structure’s
width, spacing, number of turns, inner diameter, spacing
to ground, and the presence of nearby conductors. There
are several empirical and semi-empirical methods that can
be used to approximate these parameters, most of which
use the mutual and self-inductance of concentric rings to
approximate a spiral form. A more direct but computation-
ally intensive method involves solving Maxwell’s equations
with a finite element field solver, which takes into account
the distortion of the inductor’s fields due to nearby conduc-
tive structures.

There are several strategies for increasing the value of
integrated inductors. Ferromagnetic alloys such as Fe/Ni
can be plated around the windings in order to efficiently
guide and focus the fields. However, this means increased
cost because of considerably more processing and can also
result in the addition of parasitic capacitance between the
coil and the plated metal. Ideally, the conductors would
be completely embedded within the ferromagnetic material,
but almost any geometry of core material addition around
the conductors is beneficial. Several other topologies, such
as solenoids, toroids, and meanders, are also useful. Two-
layer spirals yield approximately double the L, but with
about double the resistance and additional capacitive cou-
pling between the spirals. In addition to applications in sig-
nal filtering, these electromagnetic devices have applications
in driving MEMS, power conversion, and magnetic sensing.
These devices continue to be a focus of intense research.

7. STATUS OF PASSIVE INTEGRATION
Embedded passives in primary interconnect boards are not
a new idea; they have been used in ceramic substrates
for decades. Favored materials and processes for resistors,
capacitors, and inductors in LTCC are well-characterized
with regard to manufacturing requirements, performance,
and economics, and there is a large infrastructure supporting
them. A company wishing to use them on ceramics can find
accurate and well-developed design tools, cost models, and
performance information, and can then buy fully supported
equipment and processes from vendors. The main drawback
with embedded passives in ceramic is that tolerance is rarely
better than around 10 percent due to printing variations,
firing variations, shrinkage, and the inability to trim compo-
nent values. Ceramic substrates, while growing in use with
the rest of the industry, will never approach organic boards
in sales volume.

Integrated passives are also widely available as surface
mount arrays or networks, usually fabricated on Si, that can
be mounted onto the surface of ceramic or organic boards
using the same sort of infrastructure used for surface mount
discretes. This technology is rapidly gaining market share
due to the obvious economic advantages with a minimum of
changes in board design or on the factory floor for imple-
mentation.

To date, integrated passives have not been utilized as
embedded structures in organic substrates to a significant
degree, particularly with FR4, which makes up the vast

majority of boards sold today. Penetration into this very
large market is the driving force for R&D in the area.
The problems with this implementation are well under-
stood; both academia and industry are doing their parts
in their own ways to solve these issues. Literature, con-
ferences, and workshops for integrated passives on organic
substrates began to appear in the mid-90s, and the typical
journal article or conference presentation is a demonstra-
tion of a material or a process to make resistor, capaci-
tor, or inductor test structures, or else to make a simple
multicomponent device such as a filter or terminator. The
striking characteristic about the literature is the vast array
of materials and processes that have been investigated for
integrated resistors or capacitor dielectrics. The list is very
long and varied, including metals, ceramics, and polymers,
as well as nano- and microcomposites of these materials that
can be formed and patterned in dozens of candidate pro-
cesses. It will take years for the set of candidate processes
to be reduced for FR4 and flex. Also, there is very little
in the way of design software that is capable of perform-
ing automated layout, although some is under development.
It will ultimately be economics that determines which inte-
grated passive technologies are suitable for implementation
on a given substrate for a proposed application. Although
the literature does contain many good papers on economic
analysis, the large number of candidate processes and the
application-specific nature of the problem make it difficult to
give general conclusions. All of these issues must be solved
at the same time to create a set of viable commercialized
processes.

7.1. Issues for Implementation
on Organic Substrates

A comprehensive economic evaluation of using an inte-
grated passive technology versus a discrete passive technol-
ogy must take into account the following:

1. Electrical design issues. Schematic differences due to
differences in component characteristics.

2. Board design issues. Footprint, routing, number of lay-
ers.

3. Fabrication issues. Materials, processes, tolerances,
yield.

4. Manufacturing issues. Implementation and scale up of
fabrication technology to produce a volume process.

5. Added value to the product. Increased customer appeal
resulting from smaller form factor and mass, perfor-
mance.

A summary of the status of these issues and a brief
description of the remaining challenges follows,

7.1.1. Electrical Design Issues
Embedded passives in primary interconnect boards are not
new; they have been used in ceramic substrates for decades.
Favored materials and processes for resistors, capacitors,
and inductors in LTCC are well-characterized with regard to
manufacturing requirements, performance, and economics,
and there is a large infrastructure supporting them. The
main technical drawback with embedded passives in between
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ceramic layers is that tolerance is rarely better than around
10 percent due to variations in printing, firing, and shrink-
age, and to the inability to trim component values. If pas-
sives are formed on the surface of the ceramic substrate
(“hybrids”), they can be trimmed after firing. Ceramic sub-
strates, while growing in use with the rest of the industry,
will never approach organic boards in sales volume, and,
therefore, will continue to host only a small fraction of the
overall passives produced, discrete or integrated.

Integrated passives are also widely available as arrays or
networks, usually fabricated on IC-sized Si using basic front-
end technologies, that can be surface mounted onto ceramic
or organic boards using the same sort of infrastructure used
to install discretes. This technology is rapidly gaining market
share due to the obvious economic advantages with a mini-
mum of changes in board design or on the factory floor for
implementation.

To date, integrated passives have not been utilized as
embedded structures in organic substrates to a significant
degree, particularly with FR4, which makes up the vast
majority of boards sold today. This potentially very large
market is the driving force for R&D in the area. The
problems with this implementation are well understood;
both academia and industry are doing their parts in their
own ways to solve these issues. Literature, conferences,
and workshops for integrated passives on organic substrates
began to appear in the mid-90s, and the typical journal arti-
cle or conference presentation since then is a demonstration
of a material or a process to make resistor, capacitor, or
inductor test structures, or else to make a simple multicom-
ponent device such as a filter or terminator. The striking
characteristic about the technical literature is the vast array
of materials and processes that have been investigated for
integrated resistors and for capacitor dielectrics. The list is
very long and diverse, including metals, ceramics, polymers
as well as nano- and microcomposites of these materials that
can be formed and patterned through many different pro-
cesses. Methodology from the ceramic side is difficult to port
to organics because these processes typically require much
higher processing temperatures than can be tolerated by
organic board materials and can only be applied if processed
separately and laminated onto the board afterwards. A more
manageable number of candidate processes, together with
design software, costing models, and supply infrastructure,
must be developed before embedded passives can move into
organic boards.

7.1.2. Board Design Issues
The impact of passive integration on board design will be
profound. The main effect will be to increase the number
of layers since some considerable area must now be created
to accommodate the planar integrated components. This is
based on the assumption that integrated components will
require more area per component than the discretes they
replace, and this will be true for the most part. A secondary
effect is the change in routing requirements since not all
passives must be connected at the surface.

The size gap is largest for capacitors. At the time
of this writing, an 0402 can be purchased with 2.2 �F
which, even with keep-away distance figured in, amounts to

230,000 nF/cm2. The highest values from the various pro-
cesses becoming available for commercialization are much
lower: up to about 1 nF/cm2 for unfilled polymers, maybe
30 for ferroelectric-filled polymers, 50 for fired ferroelectric-
coated foils for lamination, and the low hundreds for sput-
tered or anodized paraelectrics. Ferroelectric thin films
cured in place might reach over 1,000 nF/cm2, but that tech-
nology seems the farthest away. Only the smallest-valued
capacitors can be replaced on a size-competitive basis with
embedded components. Somewhere above that range, the
remaining driving forces include economy of manufacture,
replacement of solder joints, and very low inductance for
decoupling. It may rarely make sense to attempt to inte-
grate the largest capacitors on the board, those over about
a micro-Farad that are generally used for energy storage.
Larger capacitor areas not only occupy more layer space,
but also pose a higher reliability risk.

Since a range of six decades or more of capacitance
is required for many common systems, no one dielectric
could provide the entire range with reasonable footprints
regardless of its specific capacitance. Even if the lowest-
valued capacitors can be fabricated, say, 10 mils across
with acceptable tolerance, the highest-valued would then be
unacceptably large at 10 inches. For this reason, it might
be useful to employ the board’s interlayer dielectric for the
low-valued components and a more exotic high-k material
for the large values. The low-valued capacitors generally
require paraelectric-type performance, matching most com-
mon board dielectrics. The other technology should have as
high a specific capacitance as possible in order to embed the
most components.

The size of integrated resistors is ruled by the number
of squares and only indirectly by the specific resistance of
the material. The lower limit of resistor linewidth is set by
either thermal or tolerance issues. Large numbers of squares
are to be avoided due to capacitive coupling between the
meanders, resulting in a decrease in impedance at high fre-
quencies. Resistor materials need to span between about
100 and 10,000 �/square to cover the entire range of val-
ues normally required in electronic systems. The available
thin film processes such as TaNx, CrSi, and NiP are lim-
ited to only a few hundred �/square at most. There is some
promise of achieving 10,000 �/square with metal-deficient
compounds or sputtered cermets, but more development is
needed. Fired thick film materials on foil, borrowed from
LTCC technology, and polymer thick films can cover the
entire range with no more than a few squares. If the funda-
mental problems of reliability and value drift can be solved,
PTF will be hard to beat as a flexible, economical process.

The number of extra board layers required for an
embedded passive approach can be estimated. The total
area requirements of proposed integrated passives from a
schematic can be calculated for given set of integratable R,
C, and L technologies. This can greatly exceed the intercon-
nect area on the board in some applications. Dividing the
total required area by the desired circuit board footprint will
give a good estimate of the number of layers needed. Layout
optimization may alter this number a bit, but this alone may
indicate the worth of embedding for a specific application.
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7.1.3. Fabrication and
Manufacturing Issues

Materials and their processes are inextricably connected
in passive integration, so choosing a material usually sets
the processing method, while choosing a processing method
usually restricts the number of materials. For instance, if
TaNx is desired as the resistor material, about the only
way to deposit it is by sputtering. Conversely, if plating is
desired, the number of resistor materials is reduced to only
a few candidates. It is possible to categorize these groups as
follows.

Processes Requiring Vacuum Sputtering and CVD are
necessary for most thin film processes. These tend to be
subtractive techniques requiring photolithography, and they
are capable of excellent tolerance. An extensive range of
component values is enabled by this, particularly with thin
film dielectrics that make possible specific capacitances over
the limit of about 20 nF/cm2, that is, available with thick
film methods and as high as several hundred nF/cm2. Many
tried-and-true materials are possible for resistors, but most
are under a couple of hundred �/square; considerable work
remains to be done to achieve values over 1,000 �/square,
which are needed for the high end of resistor values. Induc-
tor materials up to a few microns can be deposited in this
way, but they may be too thin to achieve high Q at high
inductance values. Complete integrated and interconnected
R, C, and L systems have been demonstrated using thin film
methods, and they are well suited to HDI and buildup tech-
nologies. However, they are relatively expensive and it may
not make economic sense to include vacuum processes solely
for the purpose of creating integrated passives, especially on
low-cost commodity boards.

Polymer Thick Film These are additive processes using
screenprinted preformulated inks. For resistors, a very wide
range of �/square is available, enabling almost any prac-
tical resistor value to be fabricated with no more than
10 squares. For capacitors, the maximum may be in the low
tens of nF/cm2 with ferroelectric characteristics using high
k nanopowders dispersed in curable polymers. Tolerances
are no better than about 10 percent for either, and resis-
tor inks tend to have unstable values with regard to humid-
ity, temperature, and time; extensive research is underway
to improve this. The attractive feature of PTF is the low
cost of capital equipment, inks, and processing. If value
drift problems of PTF resistors can be solved, they will
find widespread use for integration on almost any platform.
Trimming has already been demonstrated to improve toler-
ance. PTF capacitor inks should be useful for decoupling,
especially if specific capacitance can approach 100 nF/cm2,
since tolerance and stability are not so important in this
application.

Integrated passives Formed Before Inclusion in the
Board Separating the processing of capacitor dielectrics
and resistor materials from the board enables the use of
a host of materials that have been long used on ceramic
substrates such as BaTiO3 dielectrics and RuO2 and LaB6
resistors. Commercialized processes are soon to be released

from DuPont that involve printing resistors and capacitors
that are fired onto Cu foil and provided for lamination into
FR4 or flex film stacks. The metal is then photodefined to
create the separated passive components. Ohmega-Ply® has
provided plated NiP resistors on Cu foil for some years, and
has seen some commercial use. Costs are probably interme-
diate between PTF and vacuum processes.

Table 5 is taken, for the most part, from p. 6 of the Pas-
sives chapter of the 2000 NEMI roadmap, with some updates
by the author of this article.

8. THE FUTURE OF
INTEGRATED PASSIVES

The implementation of integrated passives will be an evo-
lution, not a revolution. Passive arrays and networks will
continue to increase their market share as they replace ter-
minators, filters, and other natural groups of passives. This
should top out at some fraction of total passives, probably
less than a quarter. The use of embedded capacitors for
decoupling is a certainty since their parasitic inductance is
lower than can be achieved with any surface mount compo-
nents. Upcoming high-current and high-speed microproces-
sors cannot be decoupled any other way. Penetration into
commodity boards is an important goal that will be real-
ized gradually as the interrelated issues are resolved. Once
cost savings are demonstrated, market share should increase
steadily.

How far can this concept go? Figure 4 shows a hypo-
thetical system with passives, chips, and other subsystems
integrated together. In this format, all individual compo-
nent packaging is discarded, and the layers of the “board”
become the mechanical and environmental protection for
each part so that there is very little mass that does not have
electrical function. The chips are thinned to fit within one
layer of the stack, and the surface is left only for those com-
ponents that require access to the outside world. The sys-
tem could hardly be smaller or have shorter interconnects.
On our way to this ideal, integrating passive components is
essential.

Between the current rapid development of integrated
passive component technology and the increasing require-
ments of future electronic systems, significant commercial

Figure 4. The complete integration of an electronic system.
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Table 5. Implementation issues for integrated passives.

Discretes Integrated arrays and networks Integrated passives

Cost Good—the benchmark for all other
technologies

Better when local densities have 4–8
devices close together

Better when the average component
density is above 3/cm2, cost is
panel-size dependent, number of
layers is increased by integration.
Pb-free technology

Size Good—board area required for each
and every device

Better—50% and greater board area
savings over discretes

Best—no surface board area required
since the devices are buried, but
more total area required

Frequency range Good, but self resonates at low fre-
quencies

Better—higher self resonant fre-
quency

Best—very high self resonant frequen-
cies due mainly to decreased lead
length and avoidance of inductive
current loops

Reliability Good—heavy use of solder joints Better—reduces the number of solder
joints

Best—eliminates solder joints

Flexibility Best—most flexible for both design
and manufacturing

Better than integrated, not quite as
good as discretes

Good, but requires modeling and
simulation up front, cannot be
reworked

Time to market Best—flexibility allows quick turns Better—simple networks and arrays
can be quickly designed and man-
ufactured

Fair—most board shops require 5–7
days to build an integrated passive
board

Value range Best—all values available at commod-
ity prices

Good—more work needed on high
sheet resistance and high specific
capacitance processes

Good—more work needed on high
sheet resistance and high specific
capacitance processes

Tolerances Best—tight tolerances available at
commodity prices

Better—can be presorted like dis-
cretes, with slightly more loss of
parts

Good—10% achievable as formed,
and trimming possible

use appears assured, but when? For those of us “in the busi-
ness,” this never happens fast enough. There is always a
gap between what can be done technically and what is eco-
nomically viable at a given time, which is a challenge when
drawing up roadmaps. For passive integration, this gap is
especially large because of the vast number of materials and
processes that have been demonstrated. Now, the infrastruc-
ture needs of design tools, costing models, and supply chains
must be established, and this will happen as a few tentative
processes are commercialized in the coming years. Once at
least some technologies are available for OEMs to consider,
the first pieces of their associated infrastructure will provide
nucleation for the simultaneous solution of the interrelated
issues of passive integration.

What year will more than half of passives be integrated?
The microelectronics industry is full of cautionary tales;
many of us remember other questions such as “What year
will more than half of ICs be made from GaAs instead of
Si?” or “What year will mores than half of chip connections
be TAB instead of wirebond?” But some technologies prove
their economic viability and become industry standards,
such as surface mounting. Is passive integration econom-
ically viable? Certainly for decoupling it is and, in fact,
may be the only way to handle the future generations of
high-power, high-frequency microprocessors. For discrete
replacement in general, the best processes and materials
are still being identified, and this is the most important
task now. If we find suitable technologies, then passive
integration will probably show a long, steady climb to
dominance in a manner similar to surface mount as the

infrastructure, supply chain, and industry acceptance grow
simultaneously.

GLOSSARY
Cermet A nanocomposite of ceramic and metal used as a
resistor material.
Decoupling Installing a capacitor between a power supply
and an integrated circuit chip so that the capacitor actually
powers the chip and the power supply simply recharges the
capacitor.
Ferroelectric A dielectric material that can hold polariza-
tion after the electric field is removed and that typically
exhibits a very high dielectric constant, up to thousands.
FR4 A polymer-based circuit board material commonly
used in consumer electronics.
Integrated passive A resistor, capacitor, or inductor fab-
ricated directly into the printed wiring board instead of
mounted on top as a separate component.
Nanocomposite dielectric A capacitor dielectric made
from a nanodispersion of high-k ceramic in a low-k matrix.
National Electronic Manufacturing Initiative (NEMI) An
industry consortium to identify major manufacturing issues
in the field of electronics.
Paraelectric A dielectric material that cannot hold polar-
ization after the electric field is removed and that typically
exhibits a dielectric constant of 2–50.
PTF Polymer thick film.
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1. INTRODUCTION
Over the last decade, nanoscience and nanotechnology [1–4]
have emerged as two of the pillars of the research that will
lead us to the next industrial revolution [5] and, together
with molecular biology and information technology, will map
the course of scientific and technological developments in
the 21st century. This progress has been largely due to the
development of sophisticated theoretical and experimental
techniques, and practical tools, for understanding, charac-
terizing, and manipulating nanoscale structures, processes,
and systems. On the experimental front, the most significant
developments were brought about by the invention of the
scanning tunneling microscope (STM) in 1982 [6], followed
by the atomic force microscope (AFM) [7] in 1986. These
are tip-based devices which allow for a nanoscale manipu-
lation of the morphology of the condensed phases and the
determination of their electronic structures. These probe-
based techniques have been extended further and are now
collectively referred to as scanning probe microscopy (SPM).
The SPM-based techniques have been improved consid-
erably, providing new tools in research in such fields of
nanotechnology as nanomechanics, nanoelectronics, nano-
magnetism, and nanooptics [8].

The fundamental entities of interest to nanoscience and
nanotechnology are the isolated individual nanostructures
and their assemblies. Nanostructures are constructed from

a countable (limited) number of atoms or molecules. Their
sizes are larger than individual molecules and smaller than
microstructures. Nanoscale is a magical point on the dimen-
sional scale: Structures in nanoscale (called nanostructures)
are considered at the borderline of the smallest of human-
made devices and the largest molecules of living systems.
One of their characteristic features is their high surface-
to-volume ratio. Their electronic and magnetic properties
are often distinguished by quantum mechanical behavior,
while their mechanical and thermal properties can be under-
stood within the framework of classical statistical mechanics.
Nanostructures can appear in all forms of condensed matter,
be it soft or hard, organic or inorganic, and/or biological.
They form the building blocks of nanotechnology, and the
formation of their assemblies requires a deep understanding
of the interactions between individual atoms and molecules
forming the nanostructures. Accordingly, nanotechnology
has been specialized into three broad areas, namely, wet,
dry, and computational nanotechnology.

Wet nanotechnology is mainly concerned with the study of
nanostructures and nanoprocesses in biological and organic
systems that exist in an aqueous environment. An important
aspect of research in wet nanotechnology is the design of
smart drugs for targeted delivery using such nanostructures
as nanotubes and self-assembling materials �9� 10� as plat-
forms. Dry nanotechnology, on the other hand, addresses
the electronic and mechanical properties of metals, ceram-
ics, focusing on fabrication of structures in carbon (e.g.,
fullerenes and nanotubes), silicon, and other inorganic
materials.

Computational nanotechnology is based on the fields of
mathematical modeling and computer-based simulation [11],
which allow for computation and prediction of the underly-
ing dynamics of nanostructures and processes in condensed
matter physics, chemistry, materials science, biology, and
genetics. Computational nanotechnology, therefore, covers
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the other domains of nanofields by employing concepts from
both classical and quantum mechanical many-body theo-
ries. It can provide deep insight into the formation, evolu-
tion, and properties of nanostructures and mechanisms of
nanoprocesses. This is achieved by performing precise atom-
by-atom numerical experiments (modeling and simulation)
on many aspects of various condensed phases. The preci-
sion of such calculations depends on the accuracy of the
interatomic and intermolecular potential energy functions at
hand.

At the nanoscale, the implementation of the computa-
tional science leads to the study of the evolution of physical,
chemical, and biophysical systems on significantly reduced
length, time, and energy scales. Computer simulations at this
scale form the basis of computational nanoscience. These
simulations could allow for an understanding of the atomic
and molecular scale structures, energetics, dynamics, and
mechanisms underlying the physical and chemical processes
that can unfold in isolated nanostructures, and their assem-
blies, under different ambient conditions.

This review is concerned with one of the most impor-
tant elements of the computational approach to the prop-
erties of, and processes involving, nanoscale structures,
namely, the phenomenological interatomic and intermolec-
ular potentials. The mathematical expressions for the
phenomenological forces and potential energies between
atoms and molecules necessary for prediction of bulk
(macroscopic) fluid and solid properties are rather well
understood [12–14]. There are sufficient, effective phe-
nomenological intermolecular potential energy functions
available for the statistical mechanics prediction of macro-
scopic systems [13–17]. Parameters of phenomenological
interaction energies between atoms and simple molecules
can be calculated through such measurements as X-ray
crystallography, light scattering, nuclear magnetic resonance
spectroscopy, gas viscosity, thermal conductivity, diffusivity,
and the virial coefficients data [18]. Most of the present
phenomenological models for interparticle forces are tuned
specifically for statistical mechanical treatment of macro-
scopic systems. However, such information may not be suf-
ficiently accurate in the treatment of nanosystems where the
number of particles are finite and the statistical averaging
techniques fail.

Nanostructures consist of many-body systems, and a rigor-
ous modeling of their properties has to be placed within the
quantum mechanical domain, taking into account the elec-
tronic degrees of freedom. For simple atoms and molecules,
the quantum mechanical ab initio calculation methods [19]
have been successful in producing accurate intermolecu-
lar potential functions. While ab initio calculations may be
satisfactory for simple molecules, for complex molecules
and macromolecules they may not be able to produce the
accurate needed information. However, even with today’s
enhanced computational platforms and sophisticated quan-
tum mechanical techniques [20], the nanostructures that can
be studied from a quantum mechanical, or ab initio, basis
are those composed of at most a few hundred atoms. Conse-
quently, the use of phenomenological interatomic and inter-
molecular potentials in simulations is still necessary. This
allows modeling of nanostructures consisting of several mil-

lions of atoms, and recently simulations involving more than
109 atoms have been performed.

To motivate the use of interatomic and intermolecular
potentials and show how they enter into nanoscale modeling,
we consider, in Section 2, two of the widely used methods
for numerical modeling at the nanoscale. This is followed, in
Section 3, by a description of several types of state-of-the-art
interatomic potentials that are in current use for modeling
the energetics and dynamics of several classes of materials,
including metals, semimetals, and semiconductors. We will
then briefly review the applications of these potentials in
specific computational modeling studies.

2. COMPUTER-BASED
SIMULATION METHODS

Computer simulations applied in nanoscience consist of
computational “experimentations” conducted on an assem-
bly of a countable number of molecules with the assumption
of predefined intermolecular interaction models. Computer
simulations can direct an experimental procedure and have
the potential of replacing an experiment if accurate inter-
molecular potentials are used in their development.

Computer simulation modeling of the physics and chem-
istry of nanostructures composed of several millions to sev-
eral hundreds of millions of atoms can be performed by
employing several distinct approaches. The most widely
used approaches include (1) Monte Carlo simulation and
(2) molecular dynamics simulation.

The cell in which the simulation is performed is replicated
in all spatial dimensions, generating its own periodic images
containing the periodic images of the original N atoms. This
is the periodic boundary condition, and is introduced to
remove the undesirable effects of the artificial surfaces asso-
ciated with the finite size of the simulated system. The forces
experienced by the atoms and molecules are obtained from
prescribed two-body or many-body interatomic and inter-
molecular potentials, HI�rij �, according to

Fi = −∑
j>i

�riHI�rij � (1)

where rij is the separation distance between two particles i
and j .

2.1. Monte Carlo Simulation Methods

The Metropolis Monte Carlo (MC) simulation methods can
be used in nanoscience to simulate various complex phys-
ical phenomena, including prediction of phase transitions,
thermally averaged structures, and charge distributions, just
to name a few [21]. A variety of MC simulations are used
depending on the nanosystem under consideration and the
kind of computational results in mind. They include, but
are not limited to, classical MC, quantum MC, and volu-
metric MC. In classical MC, the classical Boltzmann dis-
tribution is used as the starting point to perform various
property calculations. Through the use of quantum MC, one
can compute quantum mechanical energies, wave functions,
and electronic structure using Schrödinger’s equation. The
volumetric MC is used to calculate molecular volumes and
sample molecular phase space surfaces [22].
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2.2. Molecular Dynamics
Simulation Methods

In the molecular dynamics (MD) simulation methods
[23–25], the emphasis is on the motion of individual atoms
within an assembly of N atoms, or molecules, that make
up the nanostructure under study. The dynamical theory
employed to derive the equations of motion is either the
Newtonian deterministic dynamics or the Langevin-type
stochastic dynamics. The initial data required are the initial
position coordinates and velocities of the particles, in either
a crystalline or an amorphous state, located in a primary
computational cell of volume V .

To save computational time, the simplifying assumption is
made that each particle interacts with its nearest neighbors,
located in its own cell as well as in the image cells, that are
within a specified cutoff radius. The 3N coupled differen-
tial equations of motion can then be solved by a variety of
numerical finite-difference techniques, one of which is the
velocity Verlet algorithm [23], according to which the posi-
tions, ri, and velocities, vi, of the particles of mass, mi, are
updated at each time step, dt, by

ri�t + dt� = ri�t�+ vi�t� dt +
1
2
dt2

Fi�t�

mi

vi

(
t + dt

2

)
= vi�t�+

1
2
dt
Fi�t�

mi

vi�t + dt� = vi

(
t + dt

2

)
+ 1

2
dt
Fi�t + dt�

mi

(2)

The dynamical history of a particular microstate of the
system, constructed initially, is followed by computing the
space–time trajectories through the phase space via (2).
At each instant of the simulation time, the exact instan-
taneous values of the observables, such as pressure, tem-
perature, and thermodynamics response function, are also
obtained, leading to time-average values at the conclusion
of the simulation.

2.2.1. Constant-Temperature Molecular
Dynamics Simulation:
Nosé–Hoover Dynamics

For a large class of problems in the physics and chemistry
of nanostructures, the type of system that is considered is a
closed one. This is a system with a fixed volume, V , a fixed
number of particles, N , maintained at a constant tempera-
ture, T . Within statistical mechanics, such a system is rep-
resented by a constant (NVT), or canonical, ensemble [26],
where the temperature acts as a control parameter.

A constant-temperature MD simulation can be realized
in a variety of ways. A method that generates the canon-
ical ensemble distribution in both the configuration space
and the momentum space parts of the phase space was pro-
posed by Nosé [27–29] and Hoover [30] and is referred to
as the extended-system method. According to this method,
the simulated system and a heat bath couple to form a com-
posite system. This coupling breaks the energy conservation
that otherwise restricts the behavior of the simulated system
and leads to the generation of a canonical ensemble. The
conservation of energy still holds in the composite system,

but the total energy of the simulated system is allowed to
fluctuate.

The mathematical formulation of the method is based on
the extension of the space of dynamical variables of the sys-
tem beyond that of the coordinates and momenta of the real
particles to include one additional phantom coordinate, s,
and its conjugate momentum, ps [31]. This extra degree of
freedom acts as a heat bath for the real particles. There
are, therefore, four systems to consider, namely, the real
(ri� pi) system, the virtual (r̃i� p̃i) system, the real extended
(ri� pi� s� ps) system, and the virtual extended (r̃i� p̃i� s� ps)
system. The aim of Nosé’s approach is to show that there is
a method for selecting the Hamiltonian of the extended sys-
tem and, simultaneously, to relate the variables of the real
system to those of the virtual system, such that the micro-
canonical partition function of the extended virtual system is
proportional to the canonical partition function of the real
system [31].

The Hamiltonian of the virtual extended system is

H∗ = ∑
i→N

p̃2
i

2ms2
+HI�r̃ij �+

p2
s

2Q
+ gkBT ln s (3)

where g is the number of degrees of freedom, kB is the
Boltzmann constant, Q is a parameter that behaves like a
“mass” associated with the motion of the coordinate s, and
ri� pi and r̃i� p̃i are the canonical position and momentum
coordinates of all the particles in the real and virtual sys-
tems, respectively. The virtual coordinates, and the time, are
related to the corresponding real coordinates via the trans-
formations

ri = r̃i

pi =
1
s
p̃i

dt = 1
s
dt̃

(4)

Since HI in (3) is the potential energy for both the real and
the virtual systems, the first two terms on the right-hand side
of (3) represent the kinetic and potential energies of the
real system, respectively, and the last two terms correspond
to the kinetic and potential energies, respectively, associated
with the extra degree of freedom.

From this Hamiltonian, the equations of motion of the
real system are

dri
dt

= pi

mi

dpi

dt
= Fi − �pi

d�

dt
= 1

Q

∑
i

p2
i

mi

− gkBT

(5)

where � is called the friction coefficient of the bath. This
coefficient is not a constant and can take on both posi-
tive and negative values. This gives rise to what is called a
negative-feedback mechanism. The last equation in (5) con-
trols the functioning of the heat bath. From this equation,
we observe that if the total kinetic energy is greater than
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gkBT /2, then d�/dt, and hence �, is positive. This prompts
a friction inside the bath and, correspondingly, the motion
of the atoms is decelerated to lower their kinetic energy to
that of the bath. On the other hand, if the kinetic energy is
lower than gkBT /2, then d�/dt will be negative, the bath
will heat up, and the motion of the atoms will be acceler-
ated. Equations (5) are collectively referred to as the Nosé–
Hoover thermostat.

2.2.2. Equations of Motion
The implementation of the Nosé–Hoover dynamics substan-
tially modifies (2), the equations of motion. A velocity Verlet
version of this dynamics formulation can be given by the
following expressions [32]:

ri�t+dt� = ri�t�+vi�t�dt+
1
2
dt2
[
Fi�t�

mi

−��t�vi�t�

]

vi

(
t+ dt

2

)
= vi�t�+

dt

2

[
Fi�t�

mi

−��t�vi�t��

�

(
t+ dt

2

)
= ��t�+ dt

2Q

[∑
i→N

miv
2
i �t�−gkBT

]

��t+dt� = �

(
t+ dt

2

)

+ dt

2Q

[∑
i→N

miv
2
i

(
t+ dt

2

)
−gkBT

]

vi�t+dt� = 2
�vi�t+ dt

2 �+dtFi�t+dt�/�2mi��

�2+��t+dt�dt�

(6)

A particular parameterization of Q is given by

Q = gkBT�
2 (7)

where � is the relaxation time of the heat bath, normally of
the same order of magnitude as the simulation time step, dt.
It controls the speed with which the bath damps down the
fluctuations in the temperature. The number of degrees of
freedom is given by g = 3�N − 1�.

3. INTERATOMIC POTENTIALS
To study nanostructures composed of several hundred to
several million atoms or molecules, the computationally
most efficient method is the use of phenomenological inter-
atomic and intermolecular potentials. This is because the
existing quantum mechanical techniques are able to deal
with at most a few hundred atoms.

The phenomenological potentials are obtained by using
phenomenological approaches of selecting a mathematical
function and fitting its unknown parameters to various,
experimentally determined, properties of the system, such as
its lattice constant.

Interatomic and intermolecular potentials must be able to
model the energetics and dynamics of nanostructures, and
this fact lies at the very foundation of computer-based mod-
eling and simulations. Potentials describe the physics of the
model systems, and the significance of much of the mod-
eling and simulation results, their accuracy, and the extent

to which they represent the real behavior of nanostructures,
and their transitions, under varied conditions, depends in a
critical manner on the accuracy of the interatomic and inter-
molecular potentials employed.

A great deal of effort has been expended over the years
to develop phenomenological intermolecular potentials to
model the bonding in various classes of materials, such as
metallic, semimetallic, semiconducting, and organic atoms
and molecules. For a review, see [11, 33, 34].

Basically, intermolecular potential energies include pair-
wise additive energies, as well as many-body interactions.
The interparticle interaction potential energy between atoms
and molecules is generally denoted by H�r� = Hrep +Hatt,
where r is the intermolecular distance, Hrep is the repul-
sive interaction energy, and Hatt is the attractive interaction
energy; see Figure 1. From the equation above, the interac-
tion force is

F = −�H�r� = Frep + Fatt

For neutral and spherically symmetric molecules when the
separation (r) is very small, an exponential repulsive term,
Hrep = � exp�−�r�, dominates, and the potential is strongly
positive. Hence, the Hrep = � exp�−�r� term describes the
short-range repulsive potential due to the distortion of the
electron clouds at small separations. For neutral and spher-
ically symmetric molecules when the separation (r) is large,
the London dispersion forces dominate.

Among pairwise additive energies, one can mention the
repulsive potentials, van der Waals energies, interactions
involving polar and polarization of molecules, interactions
involving hydrogen bonding, and strong intermolecular ener-
gies, including covalent and Coulomb interactions [35, 36].
Among many-body interactions, one can name the Axilrod–
Teller triple–dipole interactions [37–39].

To be effective for computational nanotechnology, inter-
atomic and intermolecular potentials must possess the fol-
lowing properties [40, 41]:

(a) Flexibility. A potential energy function must be suf-
ficiently flexible that it could accommodate as wide
a range as possible of fitting data. For solid systems,
these data might include lattice constants, cohesive
energies, elastic properties, vacancy formation ener-
gies, and surface energies.

(b) Accuracy. A potential function should be able to accu-
rately reproduce an appropriate fitting database.

(c) Transferability. A potential function should be able to
describe at least qualitatively, if not with quantitative
accuracy, structures not included in a fitting database.

Figure 1. Pair interaction energy.
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(d) Computational efficiency. Evaluation of the function
should be relatively efficient depending on quantities
such as system sizes and time scales of interest, as
well as available computing resources.

In this section, we shall describe some of the potential
functions that meet these criteria and are widely used in
computational nanoscience.

3.1. Interatomic Potentials
for Metallic Systems

Bonding in metallic systems operates over the range of 0.2
to 0.5 nm [42]. At large interatomic distances, the predomi-
nant forces arise from van der Waals interactions, which are
responsible for long-range cohesion. Metallic bonding, like
covalent bonding, arises from the sharing of electrons, and
hence its proper description requires the consideration of
the many-body effects. Two-body potentials are incapable of
describing this bonding [43, 44] since:

(a) For most cubic metals, the ratio of the elastic con-
stants, C12 to C44, is far from unity, whereas a pair-
wise potential leads to the Cauchy relation, that is,
C12 = C44.

(b) The prediction of the unrelaxed vacancy formation
energy gives values around the cohesive energy, which
is completely incorrect for metals. The relaxation
energy for metals is quite small, and the experimen-
tal data suggest that the vacancy formation energy for
metals is about one-third of the cohesive energy.

(c) The interatomic distance between the first and second
atomic layers within an unreconstructed surface struc-
ture (bulk cross section) is predicted to be expanded
by pairwise potentials. This is in contrast with the
experimental data, which suggest a contraction of the
open-surface lattice spacing; that is, pair potentials
fail to predict an inward relaxation of the metallic
surfaces.

(d) Pairwise potentials overestimate the melting point by
up to 20% of the experimental value.

(e) Potentials with a functional form having only one
optimum at the diatomic equilibrium distance cannot
be fitted properly to the phonon frequencies.

Two approaches have been proposed for going beyond
pair potentials and incorporating many-body effects into
two-body potentials.

The first approach is to add a term, which is a func-
tional of the local electronic density of a given atom, to
the pairwise term. This method has itself led to several
alternative potentials that mimic the many-body effects.
These many-body potentials are known as the embedded-
atom model (EAM) potentials [45–47], which have been
employed in several studies involving elemental metals and
their alloys [48–53], the glue model potentials [54], the
Finnis–Sinclair potentials for the body-centered cubic (bcc)
elemental metals [55], which have also been developed for
the noble metals [56], the Sutton–Chen (SC) potentials [57]
for the 10 face-centered cubic (fcc) elemental metals, and
the Rafii-Tabar–Sutton potentials [58] for the fcc random
binary alloys, which have also been used in several modeling
studies [11, 59–61].

The second approach is to go from pair potentials to clus-
ter potentials by the addition of higher order interactions,
for example, three-body and four-body terms, with appropri-
ate functional forms and symmetries. This has led to poten-
tials, such as the Murrell–Mottram cluster potentials [44].
Inclusion of higher order terms provides a more accurate
modeling of the energetics of the phenomena than is given
by pair potentials alone. In the following sections, we con-
sider the potentials pertinent to each approach.

3.1.1. Many-Body Embedded-Atom
Model Potentials

The many-body EAM potentials were proposed [45–47] to
model the bonding in metallic clusters. They were the first
alternatives to the traditional pair potential models. Their
construction is based on the use of density functional the-
ory (DFT), according to which the energy of a collection of
atoms can be expressed exactly by a functional of its elec-
tronic density [62]. Similarly, the energy change associated
with embedding an atom into a host background of atoms
is a functional of the electronic density of the host before
the new atom is embedded [63, 64]. If we can find a good
approximation to the embedding functional, then an approx-
imate expression for the energy of an atom in a metal can
be constructed.

The total electron density of the host atoms is approx-
imated as a linear superposition of the electron densities
(charge distributions) of individual host atoms. To zeroth
order, the embedding energy can be equated to the energy
of embedding an atom in a homogeneous electron gas,
whose density,  h� i, matches the host density at the position
of the embedded atom, augmented by the classical electro-
static interaction with the atoms in the host system [65]. The
embedding energy for the homogeneous electron gas can
be calculated from an ab initio basis. Computation of  h� i
from a weighted average of the host density over the spatial
extent of the embedded atom improves the description by
accounting for the local inhomogeneity of the host density.
The classical electrostatic interaction reduces to a pairwise
sum if a frozen atomic charge density is assumed for each
host atom [65]. This approach, called the quasi-atom method
[63], or the effective-medium theory [64], provides the the-
oretical basis of the EAM and similar methods.

In the EAM, the total energy of an elemental system is,
therefore, written as

HEAM
I =∑

i

Fi� h� i�+
1
2

∑
i

∑
j �=i

"ij �rij � (8)

where  h� i is the electron density of the host at the site
of atom i; Fi� � is the embedding functional, that is, the
energy to embed atom i into the background electron den-
sity,  ; and "ij is a pairwise central potential between atoms
i and j , separated by a distance rij , and represents the repul-
sive core–core electrostatic interaction. The host electron
density is a linear superposition of the individual contribu-
tions and is given by

 h� i =
∑
j �=i

 ∗
j �rij � (9)
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where  ∗
j , another pairwise term, is the electron density of

atom j as a function of interatomic separation. It is impor-
tant to note that the embedding functional, Fi� �, is a uni-
versal functional that does not depend on the source of
the background electron density. This implies that the same
functional can be employed to compute the energy of an
atom in an alloy as that employed for the same atom in a
pure elemental metal [48]. Indeed, this is one of the attrac-
tive features of these potentials. For a solid at equilibrium,
the force to expand, or contract, due to the embedding func-
tion is exactly balanced by the force to contract, or expand,
due to the pairwise interactions. At a defect, this balance
is disrupted, leading to the displacements as atoms move to
find a new balance [65]. The positive curvature of F plays
a key role in this process, by defining the optimum tradeoff
between the number of bonds and the length of those bonds.

The expression for the Cauchy pressure for a cubic crystal
can be found from (8) and is seen to depend directly on the
curvature of the function F as described in [46]:

C11–C44 =
1
#

d2F

d 2
h� i

[∑
j

d 

drij

x2
ij

rij

]2

(10)

where # is the atomic volume and xij is the x component
of the rij .

To apply these potentials, the input parameters required
are the equilibrium atomic volume, the cohesive energy, the
bulk modulus, the lattice structure, as well as the repul-
sive pair potentials and the electron density function [50].
Among the extensive applications of these potentials, we can
list their parameterization and use in the computation of
the surface energy and relaxation of various crystal surfaces
of Ni and Pd and the migration of hydrogen impurity in
the bulk Ni and Pd [46], the computation of the formation
energy, migration energy of vacancies and surface energies
of a variety of fcc metals [48], the calculation of the sur-
face composition of the Ni–Cu alloys [66], the computation
of the elastic constants and vibrational modes of the Ni3Al
alloy [49], the self-diffusion and impurity diffusion of the
fcc metals [51], the computation of the heats of solution for
alloys of a set of fcc metals [52], and the computation of
the phase stability of fcc alloys [53]. There has also been an
application of these potentials to covalent materials such as
Si [67].

In a recent application [68], the second-order elastic mod-
uli (C11, C12, C44� and the third-order elastic moduli (C111,
C112, C123, C144, C166, C456), as well as the cohesive ener-
gies and lattice constants, of a set of 12 cubic metals with
fcc and bcc structures were used as input to obtain the cor-
responding potential parameters for these metals [69]. The
resulting potentials were then used to compute the pressure–
volume (P–V ) curves, the phase stabilities, and the phonon
frequency spectra, with excellent agreement obtained for the
P–V curves with the experimental data, and a reasonable
agreement obtained for the frequency curves.

The EAM potentials can also be written for ordered
binary alloys [65]. We can write

HEAM
alloy =∑

i

Fti � h� i�+
1
2

∑
i

∑
j �=i

"ti� tj
�rij � (11)

where " now depends on the type of atom ti and atom tj .
The host electron density is now given by

 h� i =
∑
j �=i

 ∗
tj
�rij � (12)

where the terms in the sum each depend on the type of
neighbor atom j . Therefore, for a binary alloy with atom
types A and B, the EAM energy requires definitions for
"AA�r�� "BB�r�� "AB�r��  A�r��  B�r�� FA� �, and FB� �.

3.1.2. Many-Body Finnis–Sinclair Potentials
The Finnis–Sinclair (FS) potentials [55] were initially con-
structed to model the energetics of the transition metals.
They avoid the problems associated with using pair poten-
tials to model metals, for example, the appearance of the
Cauchy relation between the elastic constants C12 = C44
which is not satisfied by cubic crystals. They also offer a bet-
ter description of the surface relaxation in metals.

In the FS model, the total energy of an N -atom system is
written as

HFS
I = 1

2

∑
i→N

∑
j �=i

V �rij �− c
∑
i

� i�
1/2 (13)

where

 i =
∑
j �=i

"�rij � (14)

The function V �rij � is a pairwise repulsive interaction
between atoms i and j , separated by a distance rij � "�rij �
are two-body cohesive pair potentials, and c is a positive
constant. The second term in (13) represents the cohesive
many-body contribution to the energy. The square root form
of this term was motivated by an analogy with the second-
moment approximation to the tight-binding model [70]. To
see this, we start with the tight-binding approach [71] in
which the total electronic band energy, that is, the total
bonding energy, which is given as the sum of the energies of
the occupied one-electron states, is expressed by

Etot = 2
∫ Ef

−�
En�E� dE (15)

where n�E� is the electron density of states, Ef is the Fermi
level energy, and the factor 2 refers to spin degeneracy. Etot
is an attractive contribution to the configurational energy,
which is dominated by the broadening of the partly filled
valence shells of the atoms into bands when the solid is
formed [72]. It is convenient to divide Etot into contributions
from individual atoms

Etot =
∑
i

Ei = 2
∑
i

∫ Ef

−�
Eni�E� dE (16)

where

ni�E� =
∑
)

	
*) 	 i�	2+�E − E)� (17)

is the projected density of states on site i and 	*)� are
the eigenfunctions of the one-electron Hamiltonian. As has



Interatomic Potential Models for Nanostructures 237

been discussed in [72], to obtain ni�E� exactly, it is, in prin-
ciple, necessary to know the positions of all the atoms in the
crystal. Furthermore, ni�E� is a very complicated functional
of these positions. However, it is not necessary to calculate
the detailed structure of ni�E�. To obtain an approximate
value of quantities such as Ei, which involves integrals over
ni�E�, we need only information about its width and gross
features of its shape. This information is conveniently sum-
marized in the moments of ni�E�, defined by

,i
n =

∫ �

−�
Enni�E� dE (18)

The important observation, which allows a simple descrip-
tion comparable to that of interatomic potentials, is that
these moments are rigorously determined by the local envi-
ronment. The exact relations are [72]:

,i
2 =

∑
j

h2
ij

,i
3 =

∑
jk

hijhjkhki

,i
4 =

∑
jkl

hijhjkhkihli

(19)

where

hij = 
.i 	 H 	 .j� (20)

.i is the localized orbital centered on atom i, and H is the
one-electron Hamiltonian. Therefore, if we have an approx-
imate expression for the Ei in terms of the first few ,i

n, the
electronic band energy can be calculated with essentially the
same machinery used to evaluate the interatomic potentials.
Now, the exact evaluation of Ei requires the values of all
the moments on site i. However, a great deal of informa-
tion can be gained from a description based only on the
second moment, ,i

2. This moment provides a measure of
the squared valence band width and thus sets a basic energy
scale for the problem. Therefore, a description using only
,i

2 assumes that the effects of the structure of ni�E� can
be safely ignored, since the higher moments describe the
band shape. Since Ei has units of energy and ,i

2 has units
of (energy)2, we have

Ei = Ei�,
i
2� = −A

√
�,i

2� = −A
√∑

j

h2
ij (21)

where A is a positive constant that depends on the chosen
density of states shape and the fractional electron occupa-
tion [65].

The functions "�rij � in (14) can be interpreted as the sum
of squares of hopping (overlapping) integrals. The function
 i can be interpreted as the local electronic charge den-
sity [45] constructed by a rigid superposition of the atomic
charge densities "�rij �. In this interpretation, the energy of
an atom at site i is assumed to be identical to its energy
within a uniform electron gas of that density. Alternatively,
 i can be interpreted [55] as a measure of the local density
of atomic sites, in which case (13) can be considered as a

sum consisting of a part that is a function of the local vol-
ume, represented by the second term, and a pairwise inter-
action part, represented by the first term. The FS potentials,
Equation (13), are similar in form to the EAM potentials
in (8). However, their interpretations are quite different.
The FS potentials, as has been shown above, were derived
on the basis of the tight-binding model and this is the reason
their many-body parts, which correspond to the Fi� h� i� func-
tionals in the EAM potentials, are in the form of square root
terms. Furthermore, the FS potentials are less convenient
than the EAM potentials for a conversion from the pure
metals to their alloys. Notwithstanding this difficulty, FS
potentials have been constructed for several alloy systems,
such as the alloys of the noble metals (Au, Ag, Cu) [56].

3.1.3. Many-Body Sutton–Chen
Long-Range Potentials

The Sutton–Chen (SC) potentials [57] describe the ener-
getics of 10 fcc elemental metals. They are of the FS type
and therefore similar in form to the EAM potentials. They
were specifically designed for use in computer simulations
of nanostructures involving a large number of atoms.

In the SC potentials, the total energy, written in analogy
with (13), is given by

HSC
I = 0

[
1
2

∑
i

∑
j �=i

V �rij �− c
∑
i

� i�
1/2

]
(22)

where

V �rij � =
(
a

rij

)n

(23)

and

 i =
∑
j �=i

(
a

rij

)m

(24)

where 0 is a parameter with the dimensions of energy, a is
a parameter with the dimensions of length and is normally
taken to be the equilibrium lattice constant, and m and n
are positive integers with n > m. The power law form of
the potential terms was adopted so as to construct a uni-
fied model that can combine the short-range interactions,
afforded by the N -body second term in (22) and useful for
the description of surface relaxation phenomena, with a van
der Waals tail that gives a better description of the long-
range interactions. For a particular fcc elemental metal, the
potential in (22) is completely specified by the values of m
and n, since the equilibrium lattice condition fixes the value
of c. The values of the potential parameters, computed for
a cutoff radius of 10 lattice constants, are listed in Table 1.
These parameters were obtained by fitting the experimen-
tal cohesive energies and lattice parameters exactly. The
indices m and n were restricted to integer values, such that
the product m × n was the nearest integer to 18#fBf/Ef ,
Equation (9) in [57], where #f is the fcc atomic volume, Bf

is the computed bulk modulus, and Ef is the fitted cohesive
energy.

The SC potentials have been applied to the computation
of the elastic constants, bulk moduli, and cohesive energies
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Table 1. Parameters of the Sutton–Chen potentials.

Element m n 0 (eV) c

Ni 6 9 135707× 10−2 39.432
Cu 6 9 132382 × 10−2 39.432
Rh 6 12 439371× 10−3 144.41
Pd 7 12 431790× 10−3 108.27
Ag 6 12 235415× 10−3 144.41
Ir 6 14 234489× 10−3 334.94
Pt 8 10 139833× 10−2 34.408
Au 8 10 132793× 10−2 34.408
Pb 7 10 535765× 10−3 45.778
Al 6 7 333147× 10−2 16.399

of the fcc metals, and the prediction of the relative stabili-
ties of the fcc, bcc, and hexagonal close-packed (hcp) struc-
tures [57]. The results show reasonable agreement with the
experimental values. These potentials have also been used
in modeling the structural properties of metallic clusters in
the size range of 13 to 309 atoms [73].

3.1.4. Many-Body Murrell–Mottram Potentials
The Murrell–Mottram (MM) potentials are an example of
cluster-type potentials and consist of sums of effective two-
and three-body interactions [44, 74, 75]:

Utot =
∑
i

∑
j>i

U
�2�
ij +∑

i

∑
j>i

∑
k>j

U
�3�
ijk (25)

The pair interaction term is modeled by a Rydberg function,
which has been used for simple diatomic potentials. In the
units of reduced energy and distance, it takes the form

U
�2�
ij

D
= −�1+ a2 ij� exp�−a2 ij� (26)

where

 ij =
rij − re

re
(27)

D is the depth of the potential minimum, corresponding
to the diatomic dissociation energy at  ij = 0, that is, for
rij = re, with re the diatomic equilibrium distance. D and
re are fitted to the experimental cohesive energy and lattice
parameter, respectively. The only parameter involved in the
optimization of the potential is a2, which is related to the
curvature (force constant) of the potential at its minimum
[44, 74, 75]. The three-body term must be symmetric with
respect to the permutation of the three atom’s indices, i� j ,
and k. The most convenient way to achieve this is to cre-
ate functional forms that are combinations of interatomic
coordinates, Q1�Q2, and Q3, which are irreducible represen-
tations of the S3 permutation group [76]. If we construct a
given triangle with atoms �i� j� k�, then the coordinates Qi

are given by



Q1

Q2

Q3


 =

∣∣∣∣∣∣∣∣

√
1/3

√
1/3

√
1/3

0
√
1/2 −√1/2√

2/3 −√1/6 −√1/6

∣∣∣∣∣∣∣∣



 ij

 jk

 ki


 (28)

where

 �� = r�� − re
re

(29)

and r�� represents one of the three triangle edges �rij ,
rjk� rki�. These interatomic coordinates have specific geomet-
rical meanings. Q1 represents the perimeter of the triangle
in reduced units; Q2 and Q3 measure the distortions from
an equilateral geometry [44]. All polynomial forms that are
totally symmetric in  �� can be expressed as sums of prod-
ucts of the so-called integrity basis [44], defined as

Q1� Q2
2 +Q2

3� Q3
3 − 3Q3Q

2
2 (30)

A further condition that must be imposed on the three-body
term is that it must go to 0 if any one of the three atoms
goes to �. The following general family of functions can be
chosen for the three-body part to conform to the functional
form adopted for the two-body part:

U
�3�
ijk

D
= P�Q1�Q2�Q3�F �a3�Q1� (31)

where P�Q1�Q2�Q3� is a polynomial in the Q coordinates
and F is a damping function, containing a single parame-
ter, a3, which determines the range of the three-body poten-
tial. Three different kinds of damping functions can be
adopted:

F �a3�Q1� = exp�−a3Q1� exponential

F �a3�Q1� =
1
2

[
1− tan h

(
a3Q1

2

)]
tan h

F �a3�Q1� = sec h�a3Q1� sec h

(32)

The use of the exponential damping function can lead to
a problem; namely, for large negative Q1 values (i.e., for
triangles for which rij + rjk + rki  3re�, the function F may
be large so that the three-body contribution swamps the total
two-body contribution. This may lead to the collapse of the
lattice. To overcome this problem, it may be necessary, in
some cases, to add a hard wall function to the repulsive part
of the two-body term.

The polynomial, P , is normally taken to be

P�Q1�Q2�Q3� = c0 + c1Q1 + c2Q
2
1 + c3

(
Q2

2 +Q2
3

)
+ c4Q

3
1 + c5Q1

(
Q2

2 +Q2
3

)
+ c6

(
Q3

3 − 3Q3Q
2
2

)
(33)

This implies that there are seven parameters to be deter-
mined. For systems where simultaneous fitting is made to
data for two different solid phases, the following quartic
terms can be added:

C7Q
4
1+c8Q

2
1

(
Q2

2+Q2
3

)+c9
(
Q2

2+Q2
3

)2+c10Q1

(
Q3

3−3Q3Q
2
2

)
(34)

The potential parameters for a set of elements are given in
Table 2.
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Table 2. Parameters of the Murrell–Mottram potentials.

Element a2 a3 D (eV) re (nm) c0 c1 c2

Al 730 830 039073 0327568 032525 −034671 434903
Cu 730 930 03888 032448 03202 −03111 43990
Ag 730 930 03722 032799 03204 −03258 63027
Sn 6325 3355 130 032805 13579 −03872 −43980
Pb 830 630 0359273 03332011 0318522 0387185 1327047

Element c3 c4 c5 c6 c7 c8 c9 c10

Al −131717 136498 −533579 136327 030 030 030 030
Cu −13369 03469 −23630 13202 030 030 030 030
Ag −13262 −03442 −53127 23341 030 030 030 030
Sn −133145 −43781 353015 −13505 23949 −153065 103572 123830
Pb −3344145 −33884 155327033 2385596 030 030 030 030

3.1.5. Many-Body Rafii-Tabar–Sutton
Long-Range Alloy Potentials

We now consider the case of many-body interatomic poten-
tials that describe the energetics of metallic alloys, in partic-
ular, the fcc metallic alloys. The interatomic potential that
models the energetics and dynamics of a binary, A–B, alloy
is normally constructed from the potentials that separately
describe the A–A and the B–B interactions, where A and B
are the elemental metals. To proceed with this scheme, a
combining rule is normally proposed. Such a rule would
allow for the computation of the A–B interaction parameters
from those of the A–A and B–B parameters. The combin-
ing rule reflects the different averaging procedures that can
be adopted, such as arithmetic or geometric averaging. The
criterion for choosing any one particular combining rule is
the closeness of the results obtained, when computing with
the proposed A–B potential obtained with that rule, with the
corresponding experimental values where they exist.

The RTS potentials [11, 58] are a generalization of the
SC potentials and model the energetics of the metallic fcc
random binary alloys. They have the advantage that all
the parameters for the alloys are obtained from those for
the elemental metals without the introduction of any new
parameters. The basic form of the potential is given by

URTS= 1
2

∑
i

∑
j �=i
p̂ip̂jV

AA�rij �+�1−p̂i��1−p̂j �V
BB�rij �

+�p̂i�1−p̂j �+p̂j �1−p̂i��V
AB�rij �

−dAA
∑
i

p̂i

[∑
j �=i
p̂j6

AA�rij �+�1−p̂j �6
AB�rij �

]1/2

−dBB
∑
i

�1−p̂i�

[∑
j �=i
�1−p̂j �6

BB�rij �+p̂j6
AB�rij �

]1/2

(35)

The operator p̂i is the site occupancy operator and is defined
as

p̂i = 1 if site i is occupied by an A atom

p̂i = 0 if site i is occupied by a B atom
(36)

The functions V �� and 6�� are defined as

V ���r� = 0��
[
a��

r

]n��

6���r� =
[
a��

r

]m��
(37)

where 0 and � are both A and B. The parameters 0AA,
cAA� aAA�mAA, and nAA are for the pure element A, and
0BB� cBB� aBB�mBB, and nBB are for the pure element B,
given in Table 1.

dAA = 0AAcAA

dBB = 0BBcBB
(38)

The mixed, or alloy, states, are obtained from the pure states
by assuming the combining rules:

V AB = �V AAV BB�1/2 (39)

6AB = �6AA6BB�1/2 (40)

These combining rules, based on purely empirical grounds,
give the alloy parameters as

mAB = 1
2
�mAA +mBB�

nAB = 1
2
�nAA + nBB�

aAB = �aAAaBB�1/2

0AB = �0AA0BB�1/2

(41)

These potentials were used to compute the elastic constants
and heat of formation of a set of fcc metallic alloys [58], as
well as to model the formation of ultrathin Pd films on a
Cu(100) surface [59]. They form the basis of a large class of
MD simulations [11, 33].
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3.1.6. Angular-Dependent Potentials
Transition metals form three rather long rows in the peri-
odic table, beginning with Ti, Zr, and Hf and terminating
with Ni, Pd, and Pt. These rows correspond to the filling of
3d, 4d, and 5d orbital shells, respectively. Consequently, the
d-band interactions play an important role in the energetics
of these metals [77], giving rise to angular-dependent forces
that contribute significantly to the structural and vibrational
characteristics of these elements. Pseudopotential models
are commonly used to represent the intermolecular interac-
tion in such metals [78, 79]. Recently, an ab initio general-
ized pseudopotential theory [80] was employed to construct
an analytic angular-dependent potential for the description
of the element Mo [81], a bcc transition metal. According to
this prescription, the total cohesive energy is expressed as

HMo
I = Hvol�#�+

1
2N

∑
i

∑
j �=i

V2�ij�

+ 1
6N

∑
i

∑
j �=i

∑
k �=i� j

V3�ijk�

+ 1
24N

∑
i

∑
j �=i

∑
k �=i� j

∑
l �=i� j� k

V4�ijkl� (42)

where # is the atomic volume, N is the number of ions,
V3 and V4 are, respectively, the angular-dependent three-
and four-ion potentials, and Hvol includes all one-ion intra-
atomic contributions to the cohesive energy. The interatomic
potentials, V2�ij�, V3�ijk�, and V4�ijkl�, denote

V2�ij� ≡ V2�rij 7#�

V3�ijk� ≡ V3�rij � rjk� rki7#� (43)

V4�ijkl� ≡ V4�rij � rjk� rkl� rli� rki� rlj 7#�

where rij , for example, is the ion–ion separation distance
between ions i and j . These potentials are expressible in
terms of weak pseudopotential and d-state tight-binding
and hybridization matrix elements that couple different
sites. Analytic expressions for these functions are provided
[80, 81] in terms of distances and angles subtended by these
distances.

The potential expressed by (42) was employed to com-
pute the values of a set of physical properties of Mo, includ-
ing the elastic constants, the phonon frequencies, and the
vacancy formation energy [81]. These results clearly show
that the inclusion of the angular-dependent potentials greatly
improves the computed values of these properties as com-
pared with the results obtained exclusively from an effec-
tive two-body interaction potential, V eff

2 . Furthermore, the
potential was employed in an MD simulation of the melting
transition of Mo, the details of which can be found in [81].

3.2. Interatomic Potentials
for Covalently Bonding Systems

3.2.1. Tersoff Many-Body C–C, Si–Si,
and C–Si Potentials

The construction of Tersoff many-body potentials is based
on the formalism of an analytic bond order potential,
initially suggested by Abell [82]. According to Abell’s

prescription, the binding energy of an atomic many-body sys-
tem can be computed in terms of pairwise nearest neighbor
interactions that are, however, modified by the local atomic
environment. Tersoff employed this prescription to obtain
the binding energy in Si [83–85], C [86], Si–C [85, 87], Ge,
and Si–Ge [87] solid-state structures.

In Tersoff’s model, the total binding energy is expressed
as

HTR
I =∑

i

Ei =
1
2

∑
i

∑
j �=i

V �rij � (44)

where Ei is the energy of site i and V �rij � is the interaction
energy between atoms i and j , given by

V �rij � = fc�rij �
[
V R�rij �+ bijV

A�rij �
]

(45)

The function V R�rij � represents the repulsive pairwise
potential, such as the core–core interactions, and the func-
tion V A�rij � represents the attractive bonding due to the
valence electrons. The many-body feature of the potential is
represented by the term bij , which acts as the bond order
term and which depends on the local atomic environment
in which a particular bond is located. The analytic forms of
these potentials are given by

V R�rij � = Aij exp�−:ijrij �
V A�rij � = −Bij exp�−,ijrij ��

fc�rij � =




1 for rij < R
�1�
ij

1
2
+ 1

2
cos
[
=�rij −R

�1�
ij �

R
�2�
ij −R

�1�
ij

]
for R�1�

ij < rij < R
�2�
ij

0 for rij > R
�2�
ij

bij = .ij
[
1+ ��i>ij �

ni
]−035ni

>ij =
∑
k �=i� j

fc�rik�?ikg�@ijk� (46)

g�@ijk� = 1+ c2i
d2
i

− c2i
d2
i + �hi − cos @ijk�2

:ij =
:i + :j

2
,ij =

,i + ,j

2
?ik = exp�,ik�rij − rik��

3

Aij =
√
AiAj Bij =

√
BiBj

R
�1�
ij =

√
R

�1�
i R

�1�
j R

�2�
ij =

√
R

�2�
i R

�2�
j

where the labels i, j , and k refer to the atoms in the ijk
bonds and rij and rik refer to the lengths of the ij and ik
bonds whose angle is @ijk. Singly subscripted parameters,
such as :i and ni, depend only on one type of atom, for
example, C or Si. The parameters for the C–C, Si–Si, and
Si–C potentials are listed in Table 3. For C, the parameters
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Table 3. Parameters of the Tersoff potentials for C and Si.

Parameter C Si

A (eV) 133936× 103 138308× 103

B (eV) 33467× 102 437118× 102

: (nm−1) 343879 243799
, (nm−1) 223119 173322
� 135724× 10−7 131000× 10−6

� 732751× 10−1 738734× 10−1

c 338049× 104 130039× 105

d 43384 163217
h −0357058 −0359825
R�1� (nm) 0318 0327
R�2� (nm) 0321 0330
. 1 1
.C−Si 039776

were obtained by fitting the cohesive energies of carbon
polytypes, along with the lattice constant and bulk modulus
of diamond. For Si, the parameters were obtained by fit-
ting to a database consisting of cohesive energies of real and
hypothetical bulk polytypes of Si, along with the bulk modu-
lus and bond length in the diamond structure. Furthermore,
these potential parameters were required to reproduce all
three elastic constants of Si to within 20%.

3.2.2. Brenner–Tersoff-Type First-Generation
Hydrocarbon Potentials

The Tersoff potentials correctly model the dynamics of a
variety of solid-state structures, such as the surface recon-
struction in Silicon [83, 84] or the formation of intersti-
tial defects in carbon [86]. However, while these potentials
can give a realistic description of the C–C single-, double-,
and triple-bond lengths and energies in hydrocarbons, solid
graphite, and diamond, they lead to nonphysical results for
bonding situations intermediate between the single and dou-
ble bonds, such as the bonding in the Kekulé construction
for graphite where, due to bond conjugation, each bond
is considered to be approximately one-third double bond
and two-thirds single bond in character. To correct for this,
and similar problems in hydrocarbons, as well as to correct
for the nonphysical overbinding of radicals, Brenner [88]
developed a Tersoff-type potential for hydrocarbons that
can model the bonding in a variety of small hydrocarbon
molecules as well as in diamond and graphite. In this poten-
tial, (44) and (45) are rewritten as

HBr
I = 1

2

∑
i

∑
i �=j

V �rij � (47)

and

V �rij � = fc�rij �
[
V R�rij �+ b̄ijV

A�rij �
]

(48)

where
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(49)

The quantities N
�C�
i and N

�H�
i represent the number of C

and H atoms bonded to atom i, N�t�
i = �N

�C�
i + N

�H�
i � is

the total number of neighbors of atom i, and its values, for
neighbors of the two carbon atoms involved in a bond, can
be used to determine if the bond is part of a conjugated
system. For example, if N�t�

i < 4, then the carbon atom forms
a conjugated bond with its carbon neighbors. N conj

ij depends
on whether an ij carbon bond is part of a conjugated system.
These quantities are given by

N
�H�
i =

hydrogen atoms∑
l �=i� j

fc�ril�

N
�C�
i =

carbon atoms∑
k �=i� j

fc�rik�

N
conj
ij = 1+

carbon atoms∑
k �=i� j

fc�rik�F �xik�

+
carbon atoms∑

l �=i� j
fc�rjl�F �xjl�

F �xik�=



1 for xik ≤ 2
1
2
+ 1

2
cos�=�xik − 2�� for 2 < xik < 3

0 for xik ≥ 3

xik =N
�t�
k − fc�rik�

(50)

The expression for N
conj
ij yields a continuous value as the

bonds break and form, and as the second-neighbor coor-
dinations change. For N conj

ij = 1, the bond between a pair
of carbon atoms i and j is not part of a conjugated sys-
tem, whereas for N conj ≥ 2 the bond is part of a conjugated
system.

The functions Hij and Fij are parameterized by two- and
three-dimensional cubic splines, respectively, and the poten-
tial parameters in (47)–(50) were determined by first fitting
to systems composed of carbon and hydrogen atoms only,
and then the parameters were chosen for the mixed hydro-
carbon systems. Two sets of parameters, consisting of 63
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and 64 entries, are listed in [88]. These parameters were
obtained by fitting a variety of hydrocarbon data sets, such
as the binding energies and lattice constants of graphite,
diamond, simple cubic and fcc structures, and the vacancy
formation energies. The complete fitting sets are given in
Tables I, II, and III in [88].

3.2.3. Brenner–Tersoff-Type
Second-Generation
Hydrocarbon Potentials

The potential function, expressed by (47)–(50) and referred
to as the first-generation hydrocarbon potential, was recently
further refined [41, 89] by including improved analytic func-
tions for the intramolecular interactions and by an extended
fitting database, resulting in a significantly better description
of bond lengths, energies, and force constants for hydrocar-
bon molecules, as well as elastic properties, interstitial defect
energies, and surface energies for diamond. In this improved
version, the terms in (48) are redefined as

V R�rij �= fc�rij �

[
1+ Qij

rij

]
Aij exp��ij rij �

V A�rij �=−fc�rij �
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cos?ijkl = eijkeijl

(51)

Qij is the screened Coulomb potential, which goes to � as
the interatomic distances approach 0. The term =rc

ij repre-
sents the influence of radical energetics and =-bond con-
jugation on the bond energies, and its value depends on
whether a bond between atoms i and j has a radical char-
acter and is part of a conjugated system. The value of =dh

ij

depends on the dihedral angle for the C–C double bonds.
Pij represents a bicubic spline, and Fij and Tij are tricubic
spline functions. In the dihedral term, =dh

ij , the functions
ejik and eijl are unit vectors in the direction of the cross
products Rji ×Rik and Rij ×Rjl, respectively, where the R’s

are the interatomic vectors. The function Gc�cos�@jik�� mod-
ulates the contribution that each nearest-neighbor makes
to b̄ij . This function was determined in the following way.
It was computed for the selected values of @ = 109347� and
@ = 120�, corresponding to the bond angles in diamond and
graphitic sheets, and for @ = 90� and @ = 180�, correspond-
ing to the bond angles among the nearest neighbors in a
simple cube lattice. The fcc lattice contains angles of 60�,
90�, 120�, and 180�. A value of Gc�cos�@ = 60��� was also
computed from the above values. To complete an analytic
function for theGc�cos�@��, sixth-order polynomial splines in
cos�@� were used to obtain its values for @ between 109347�

and 120�. For @ between 0� and 109�, for a carbon atom i,
the angular function

gc = Gc�cos�@��+Q
(
N

�t�
i

)
�Gc cos�@�−GcCcos�@�D� (52)

is employed, where Gc cos�@� is a second spline function,
determined for angles less than 109347�. The function
Q�N

�t�
i � is defined by
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0 for N�t�
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(53)

The large database of the numerical data on parameters
and spline functions was obtained by fitting the elastic con-
stants, vacancy formation energies, and formation energies
for interstitial defects for diamond.

3.3. Interatomic Potential
for C–C Nonbonding Systems

The nonbonding interactions between carbon atoms are
required in many of the simulation studies in computational
nanoscience and nanotechnology. These can be modeled
according to various types of potentials. The Lennard-Jones
and Kihara potentials can be employed to describe the
van der Waals intermolecular interactions between carbon
clusters, such as C60molecules, and between the basal planes
in a graphite lattice. Other useful potentials are the exp-6
potential [90], which also describes the C60–C60 interactions,
and the Ruoff–Hickman potential [91], which models the
C60–graphite interactions.

3.3.1. Lennard-Jones and Kihara Potentials
The total interaction potential between the carbon atoms in
two C60 molecules, or between those in two graphite basal
planes, could be represented by the Lennard-Jones poten-
tial [92]:

HLJ
I �rIJij � = 40

∑
i

∑
j>i

[(
E

rIJij

)12

−
(
E

rIJij

)6]
(54a)

where I and J denote the two molecules (planes) and rij is
the distance between atom i in molecule (plane) I and atom
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j in molecule (plane) J . The parameters of this potential
(0 = 0324127 × 10−2 eV, E = 0334 nm) were taken from a
study of graphite [93]. The Kihara potential is similar to the
Lennard-Jones potential except that a third parameter, d, is
added to correspond to the hard-core diameter, that is,

HLJ
I �rIJij � =




40
∑
i

∑
j>i

[{
E − d

rIJij − d

}12

−
[{

E − d

rIJij − d

}6]
for r > d

� for r ≤ d

(54b)

3.3.2. exp-6 Potential
This is another potential that describes the interaction
between the carbon atoms in two C60 molecules

HEXP6
I �rIJij � =

∑
i

∑
j>i

[
A exp�−�rIJij �− B/�rIJij �

6
]

(55)

Two sets of parameter values are provided, and these are
listed in Table 4. These parameters have been obtained from
the gas phase data of a large number of organic compounds,
without any adjustment. The measured value of the C60 solid
lattice constant is a = 13404 nm at T = 11 K. The calculated
value using set 1 was a = 13301 nm and using set 2 was a =
13403 nm. The experimentally estimated heat of sublimation
is equal to −45 kcal/mol (extrapolated from the measured
value of −4031± 133 kcal/mol at T = 707 K). The computed
value using set 1 was −4135 kcal/mol and using the set 2
was −5837 kcal/mol. We see that whereas set 2 produces a
lattice constant nearer the experimental value, the thermal
properties are better described by set 1.

3.3.3. Ruoff–Hickman Potential
This potential, based on the model adopted by Girifalco
[94], describes the interaction of a C60 molecule with
a graphite substrate by approximating these two systems
as continuum surfaces on which the carbon atoms are
“smeared out” with a uniform density. The sums over the
pair interactions are then replaced by integrals that can be
evaluated analytically. The C60 is modeled as a hollow sphere
having a radius b = 03355 nm, and the C–C pair interaction
takes on a Lennard-Jones form

HI�rij � = c12r
−12 − c6r

−6 (56)

with c6 = 13997 × 10−5 �eV · �nm�6� and c12 = 334812 ×
10−8 �eV · �nm�12� [94]. The interaction potential between
the hollow C60 and a single carbon atom of a graphite sub-
strate, located at a distance z > b from the center of the

Table 4. Parameters of the exp-6 potential for C.

A (kcal/mol) B [kcal/mol × (nm)6] � (nm)−1

Set 1 42,000 3358× 108 3538
Set 2 83,630 5368× 108 3630

sphere, is then evaluated as

V �z� = V12�z�− V6�z� (57)

where

Vn�z� = �cn/2�n− 2���N/�bz��

× �1/�z− b�n−2 − 1/�z+ b�n−2� (58)

where N is the number of atoms on the sphere (N = 60
in this case) and n = 12� 6. The total interaction energy
between the C60 and the graphite plane is then obtained by
integrating V �z� over all the atoms in the plane, giving

HI�R� = E12�R�− E6�R� (59)

where

En�R� = Ccn/�4�n− 2��n− 3��D�N 2/b3�

× �1/�R− b�n−3 − 1/�R+ b�n−3� (60)

and R is the vertical distance of the center of the sphere
from the plane.

3.4. Interatomic Potential
for Metal–Carbon System

In modeling the growth of metallic films on semimetallic
substrates, such as graphite, a significant role is played by
the interface metal–carbon potential since it controls the
initial wetting of the substrate by the impinging atoms and
also determines the subsequent diffusion and the final align-
ments of these atoms. This potential has not been available,
and we have used an approximate scheme, based on a com-
bining rule, to derive its general analytic form [95]. To con-
struct a mixed potential to describe the interaction of an fcc
metallic atom (M) with C, we assumed a generalized Morse-
like potential energy function

HMC
I �rij � =

∑
i

∑
j>i

EMC�expC−N��rij − rw�D

−N expC−��rij − rw�D� (61)

and to obtain its parameters, we employed a known Morse
potential function

HCC
I �rij � =

∑
i

∑
j>i

EC�expC−2�1�rij − rd�D

− 2 expC−�1�rij − rd�D� (62)

that describes the C–C interactions [96] and a generalized
Morse-like potential function

HMM
I �rij � =

∑
i

∑
j>i

EM�expC−m�2�rij − r0�D

−m expC−�2�rij − r0�D� (63)
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that describes the M–M interactions [97]. Several combin-
ing rules were then tried. The rule giving the satisfactory
simulation results led to

EMC =
√
ECEM

rw =√
rdr0

�=√
�1�2

N =√
2m

(64)

Since a cutoff is normally applied to an interaction potential,
the 0 of this potential at a cutoff, rc, was obtained according
to the prescription in [96], leading to

HMC
I �rij �=

∑
i

∑
j>i

EMC�expC−N��rij−rw�D

−N expC−��rij−rw�D�

−EMC�expC−N��rc−rw�D

−N expC−��rc−rw�D�

−EMCN�/��1−exp��rij−rc��

×�exp�−N��rc−rw��−exp�−��rc−rw��� (65)

where � is a constant whose value was chosen to be � = 20.
This was a sufficiently large value so that the potential (65)
was only modified near the cutoff distance. The parameters
pertinent to the case when the metal atoms were silver, that
is, M = Ag, are listed in Table 5. The parameters for (62)
were obtained by fitting the experimental cohesive energy
and the interplanar spacing, c/2, of the graphite exactly, and
the parameters for (63) were obtained by fitting the experi-
mental values of the stress-free lattice parameter and elastic
constants C11 and C12 of the metal.

3.5. Atomic-Site Stress Field

In many modeling studies involving the mechanical behavior
of nanostructures, such as the simulation of the dynamics
of crack propagation in an atomic lattice, it is necessary to
compute a map of the stress distribution over the individual
atomic sites in a system composed of N atoms.

The concept of atomic level stress field was developed by
Born and Huang [98] using the method of small homoge-
neous deformations. Applying small displacements to a pair
of atoms i and j , with an initial separation of rij , it can be
shown that [99] the Cartesian components of the stress ten-
sor at site i are given by

E���i� =
1

2#i

∑
j>i

K6�rij �

Krij

r�ij r
�
ij

rij
(66)

Table 5. Parameters of the Ag–C potential.

�1 493519 �nm�
−1

�2 337152 �nm�
−1

EC 331 eV
EAg 030284875 eV
m 6300
r0 03444476 nm
rd 0312419 nm

where �, �= x� y� z, 6�rij� is the two-body central potential,
and #i is the local atomic volume, which can be identified
with the volume of the Voronoi polyhedron associated with
the atom i [100].

For the many-body potential energy given by (35), the
stress tensor is given by

ERTS
�� �i� = 1

2#i

[∑
j �=i

KV �rij �

Krij
− 1

2
dAAp̂i

×∑
j �=i

(
1√
 A
i

+ 1√
 A
j

)
K6A�rij �

Krij
− 1

2
dBB�1− p̂i�

×∑
j �=i

(
1√
 B
i

+ 1√
 B
j

)
K6B�rij �

Krij

]
r�ij r

�
ij

rij
(67)

which for an elemental lattice with the two-body potentials
given in [37] reduces to (see also [101])

ERTS
�� �i� = 0

a2
1

2#i

[∑
j �=i

−n
(
a

rij

)n+2

+ cm

(
1√
 i

+ 1√
 j

)

×
(
a

rij

)m+2](
r�ij r

�
ij

)
(68)

where only the contribution of the virial component to the
stress field has been included and the contribution of the
kinetic energy part (momentum flux) has been ignored as
we are only interested in the low-temperature stress distri-
butions. The volumes associated with individual atoms, #i,
can be obtained by computing numerically their correspond-
ing Voronoi polyhedra according to the prescription given
in [23].

3.6. Direct Measurement of Interparticle
Forces by Atomic Force Microscopy

The invention of the atomic force microscope (AFM) [7]
in 1986 and its modification to optical detection [102] has
opened new perspectives for various micro- and nanoscale
surface imaging in science and industry. The use of AFM not
only allows for nanoscale manipulation of the morphology
of various condensed phases and the determination of their
electronic structures, it can be also used for direct determi-
nation of interatomic and intermolecular forces.

However, its use for measurement of interparticle inter-
action energies as a function of distance is getting more
attention for various reasons. For atoms and molecules con-
sisting of up to 10 atoms, quantum mechanical ab initio
computations are successful in producing rather exact force–
distance results for interparticle potential energy. For com-
plex molecules and macromolecules, one may produce the
needed intermolecular potential energy functions directly
only through the use of atomic force microscopy (AFM).
For example, atomic force microscopy data are often used
to develop accurate potential models to describe the inter-
molecular interactions in the condensed phases of such
molecules as C60 [103].
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The atomic force microscope is a unique tool for direct
study of intermolecular forces. Unlike traditional micro-
scopes, AFM does not use optical lenses, and therefore it
provides very high resolution range of various sample prop-
erties [7, 104, 105]. It operates by scanning a very sharp tip
across a sample, which “feels” the contours of the surface in
a manner similar to the stylus tracing across the grooves of a
record. In this way, it can follow the contours of the surface
and so create a topographic image, often with subnanometer
resolution.

This instrument also allows researchers to obtain informa-
tion about the specific forces between and within molecules
on the surface. The AFM, by its very nature, is extremely
sensitive to intermolecular forces and has the ability to mea-
sure force as a function of distance. In fact, measurement
of interactions as small as a single hydrogen bond have
been reported [106–110]. Noncontact AFM will be used
for attractive interaction force measurement. Contact AFM
will be used for repulsive force measurement. Intermittent-
contact AFM is more effective than noncontact AFM for
imaging larger scan sizes.

In principle, to perform such a measurement and study
with AFM, it is necessary to specially design the tip for
this purpose [102, 111, 112]. Sarid [8] has proposed force–
distance relationships when the tip is made of a molecule,
a sphere, and a cylinder assuming van der Waals disper-
sion attractive forces. Various other investigators have devel-
oped the methodologies for force–distance relationships for
other tip geometric shapes, including cylinder, paraboloid,
cone, pyramid, a conical part covered by the spherical cap,
and so on [105, 111, 113–119]. For example, Zanette et al.
[111] present a theoretical and experimental investigation
of the force–distance relationship in the case of a pyrami-
dal tip. Data analysis of interaction forces measured with
the atomic force microscope is quite important [120]. Exper-
imental recordings of direct tip–sample interaction can be
obtained as described in [121], and recordings using flexible
cross-linkers can be obtained as described in [122, 123]. The
noise in the typical force–distance cycles can be assumed to
be, for example, Gaussian.

Recent progress in AFM technology will allow the force–
distance relationship measurement of inter- and intramolec-
ular forces at the level of individual molecules of almost any
size.

Because of the possibility to use the AFM in liquid
environments [109, 124], it has become possible to image
organic micelles, colloids, biological surfaces such as cells
and protein layers, and generally organic nanostructures [4]
at nanometer resolution under physiological conditions. One
important precaution to be considered in the force measure-
ment is how to fix micelles, colloids, and biological cells on a
substrate and a probe securely enough for measuring force
but flexible enough to keep the organic nanostructure intact
and, in the case of biological cells, keep it biologically active
[124]. A variety of techniques for this purpose has been pro-
posed, including the use of chemical cross-linkers, flexible
spacer molecules [125], inactive proteins as cushions in the
case of biological systems [126], and self-assembled mono-
layers [127]. An important issue to consider in liquid state
force–distance measurements is the effect of pushing the
organic nanostructures on to the substrate and AFM probe.

As the AFM probe is pushed onto the nanostructure, there
is a possibility of damaging it or adsorbing it to the probe
physically.

Also making microelectrophoretic measurements of the
zeta potential will allow us to calculate the total interparticle
energies indirectly. From the combined AFM and micro-
electrophoretic measurements, accurate force–distance data
can be obtained. From the relationship between force and
distance, an interparticle force vs. distance curve can be cre-
ated. Then, with the use of the phenomenological potential
functions presented in this review, the produced data can be
readily fitted to a potential energy function for application
in various nanotechnology and nanoscience computational
schemes.

3.7. Conclusions

In this chapter, we have presented a set of state-of-the-art
phenomenological interatomic and intermolecular potential
energy functions that are widely used in computational mod-
eling at the nanoscale. We have also presented a review of
direct measurement of the interparticle force–distance rela-
tionship from which intermolecular potential energy func-
tions data can be generated. There is still a great deal of
work to be done in order to develop a thorough database for
interatomic and intermolecular potential energy functions to
be sufficient for applications in nanoscience and naotechnol-
ogy. This is because, to control the matter atom by atom,
molecule by molecule, and/or at the macromolecular level,
which is the aim of nanotechnology, it is necessary to know
the exact intermolecular forces between the particles under
consideration. In the development of intermolecular force
models applicable for the study of nanostructures, which are
at the confluence of the smallest of human-made devices
and the largest molecules of living systems, it is necessary to
reexamine the existing techniques and come up with more
appropriate intermolecular force models.

It is understood that formidable challenges remain in the
fundamental understanding of various phenomena on the
nanoscale before the potential of nanotechnology becomes a
reality. With the knowledge of better and more exact inter-
molecular interactions between atoms and molecules, it will
become possible to increase our fundamental understanding
of nanostructures. This will allow development of more con-
trollable processes in nanotechnology and optimization of
production and design of more appropriate nanostructures,
such as nanotubes [128], and their interactions with other
nanosystems.

GLOSSARY
Atomic force microscope (AFM) An instrument for ana-
lyzing the material surface all the way down to the atoms and
molecules level. A combination of mechanical and electronic
probe is used in AFM to magnify surfaces up to 100,000,000
times to produce 3-D images of them.
Body-centered cubic crystalline (BCC) structure A struc-
ture in which the simplest repeating unit consists of nine
equivalent lattice points, eight of which are at the corners
of a cube and the ninth of which is in the center of the body
of the cube.
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Embedded-atom model (EAM) This is a type of inter-
atomic potential, first suggested by Friedel, which describes
the bonding of an atom in terms of the local electronic
density.
Face-centered cubic crystalline (FCC) structure A struc-
ture in which the simplest repeating unit consists of fourteen
equivalent lattice points, eight of which are at the corners
of a cube and another six in the centers of the faces of the
cube. Found in cubic closest-packed structures.
Hexagonal close pack (HCP) crystalline structure HCP
structure is a special case of a hexagonal structure with
alternating layers shifted so its atoms are aligned to the gaps
of the preceding layer, and with c/a = √

8/3 = 13633 3 3 3 .
With this ratio, the atomic separation within a layer (on the
x-y plane) is the same as the separation between layers.
Molecular dynamics (MD) This consist of the study of
intramolecular conformations and molecular motions, using
computational simulations taking into account the.
Monte Carlo (MC) method of computation This is a
stochastic technique of computation/simulation which uses
random numbers.
Scanning tunneling microscope (STM) This is an instru-
ment able to image conducting surfaces to atomic accuracy;
has been used to pin molecules to a surface. This is a more
powerful device than AFM.
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1. INTRODUCTION
Nanostructured materials exhibit outstanding physical,
mechanical, and chemical properties opening a range of new
applications in high technologies; see, for example, [1–7].
These outstanding properties of nanostructured materials
are due to the interface and nanoscale effects. In particu-
lar, interfaces—grain and interphase boundaries—play the
crucial role in physical and chemical processes occurring in
nanocrystalline bulk materials and films where the volume
fraction of the interfacial phase ranges from 10 to 50%. At
the same time, the structure and the properties of inter-
faces in nanostructured materials are strongly influenced by
technological parameters of their fabrication. In these cir-
cumstances, in order to technologically control, design, and

enhance functional characteristics of nanostructured materi-
als, it is very important to understand the behavior of inter-
faces in them.

In description of the effects of interfaces on the prop-
erties of nanostructured materials, of special interest are
theoretical models of interfaces. Such models represent a
very essential constituent in a description of the relationship
between fabrication technologies, structure, and functional
properties of nanomaterials. Models of interfaces include,
in particular, computer, geometric, and continuum mod-
els. Computer models commonly concentrate on simulations
of the atomic structure of interfaces. Geometric models of
solid/solid interfaces are concerned with their translational
and rotational symmetries, in which case interfacial defects
are treated as local violations of these symmetries. Con-
tinuum models use results of geometric and/or computer
models in description of interfaces and interfacial defects
as sources of internal stress fields, contributing to struc-
tural stability, mechanical, transport, and other properties
of nanomaterials. Continuum models, in fact, provide a
link between descriptions of the structure of interfaces and
their properties. In this chapter we give a review of geo-
metric and continuum models describing the specific struc-
tural and behavioral peculiarities of interfaces in nanostruc-
tured materials, with focuses placed on interfacial defects.
In doing so, we will consider classification of interfaces
in nanostructured materials (Section 2), specific features
of interfaces and interfacial defects in nanostructured bulk
materials and films (Sections 2 and 3), interfacial defects
playing the role as misfit defects (causing relaxation of resid-
ual stresses) in nanocrystalline films and coatings (Sections 4
and 5), partial misfit dislocations at interphase boundaries
in nanoscale films (Section 6), and grain boundary defects
and their effects on diffusion and plastic deformation pro-
cesses in nanocrystalline bulk materials (Sections 7 and 8).
Finally, we will discuss the notion of nanodefects in nano-
structures, extending the notion of defects to the case of
assembled nanostructures, and we will summarize results
of a theoretical description of interfacial defects in diverse
nanostructured materials (Sections 9 and 10).
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2. CLASSIFICATION OF INTERFACES
IN NANOSTRUCTURED MATERIALS

Following Gleiter [3� 8], nanostructured materials can be
divided into the following three basic categories, depend-
ing on both their structure and the shape of the crystal-
lites: materials in the form of (isolated, substrate-supported,
or embedded) nanometer-sized particles, thin wires, and
films; materials in which the nanometer-sized microstruc-
ture is limited to a thin (nanometer-sized) surface region
of a bulk solid; and bulk materials with a nanometer-sized
microstructure. These categories are rather general, in which
case nanostructured materials belonging to one category
contain interfaces with very different structures and prop-
erties. In this context, for aims of this review focused on
defects at solid/solid interfaces in nanostructured materi-
als, we suggest classification of such interfaces, which takes
into account their structural geometry as well as crystalline
structure and phase content of solids adjacent to inter-
faces. In doing so, internal (solid/solid) interfaces in nano-
structured materials can be divided into the following basic
categories: (i) plane interphase boundaries between single
crystalline nanoscale films and single crystalline substrates
(Fig. 1a), and between single crystalline nanolayers in multi-
layered coatings (Fig. 1b); (ii) short and curved grain bound-
aries in nanocrystalline bulk materials (Fig. 1c), thin films
(Fig. 1d), and thick coatings; (iii) plane and short interphase
boundaries between grains of nanocrystalline films and sin-
gle crystalline substrate (Fig. 1d); (iv) short and curved inter-
phase boundaries in nanocomposites consisting of equaxed
nanoparticles (Fig. 1e); (v) curved interphase boundaries
in nanocomposites consisting of nanowires embedded into
a matrix (Fig. 1f); (vi) striplike interphase boundaries
between freestanding nanowires and single crystalline sub-
strates (Fig. 1g); (vii) squarelike interphase boundaries
between freestanding nanoislands (quantum dots) and sub-
strate (Fig. 1h); (viii) short and curved interphase bound-
aries surrounding quantum dots embedded into nanowires
(Fig. 1i).

Crystalline structure and phase content of adjacent solids
cause the existence of geometrically necessary or, in other
terms, intrinsic defects at solid/solid interfaces. In particu-
lar, these intrinsic defects are associated with misorientation
inherent to grain boundaries, and provide a partial relax-
ation of misfit stresses occurring due to geometric mismatch
between different crystalline lattices of different phases
matched at interphase boundaries. The intrinsic defects exist
also at solid/solid interfaces in conventional materials (with
micrometer-sized structure), where interfaces are tentatively
plane and have large dimensions. Interfaces in conventional
materials are commonly modeled as plane interfaces of infi-
nite extent. In doing so, ensembles of intrinsic interfacial
defects are modeled as infinite, periodically arranged struc-
tures. However, these theoretical representations of inter-
faces and interfacial defects are oversimplified in the case
of the nanostructured materials, in which most interfaces
are curved and short (see Fig. 1). Owing to curved geom-
etry of interfaces in nanostructured materials, high-density
ensembles of their junctions, first of all, triple junctions of
grain and interphase boundaries, exist in such materials.
They have both the structure and properties different from

(c)

substrate (b)

substrate

(a)

film

substrate (d)
substrate (i)

substrate (h)

substrate (g)

(f)

(e)

Figure 1. Interfaces in nanostructured materials: (a) plane interphase
boundaries between single crystalline nanoscale film and single crys-
talline substrate; (b) plane interphase boundaries between single crys-
talline nanolayers in multilayered coatings; (c) short and curved grain
boundaries in nanocrystalline (nanograined) bulk materials; (d) short
and curved grain boundaries in nanocrystalline (nanograined) film
as well as plane and short interphase boundaries between grains of
nanocrystalline film and single crystalline substrate; (e) short and
curved interphase boundaries in nanocomposite consisting of equaxed
nanoparticles embedded into a matrix; (f) curved interphase bound-
aries in nanocomposite consisting of nanowires embedded into a matrix;
(g) striplike interphase boundaries between freestanding nanowires
and single crystalline substrate; (h) squarelike interphase bound-
aries between freestanding nanoislands (quantum dots) and substrate;
(i) interphase boundaries surrounding quantum dots embedded into
nanowires.

those of interfaces that they adjoin; see, for example, [9]. As
a result, triple junctions treated as interfacial defects of the
special type are capable of strongly influencing functional
properties of nanostructured materials. In addition, inter-
faces in diverse nanostructured materials are short, in which
case their length is of the same order as periods of arrange-
ments of intrinsic defects at interfaces in conventional mate-
rials. With finite extent of interfaces and influence of triple
junctions, arrangement of intrinsic interfacial defects is dif-
ferent from conventionally modeled periodic arrangement
(see, e.g., [9–13]), causing these defects to exhibit behavior
different from that of interfacial defects at interfaces in con-
ventional materials.

In the case of plane interphase boundaries between
nanoscale films and single crystalline substrates (Fig. 1a) or
between nanoscale layers in multilayered coatings (Fig. 1b),
geometry of interphase boundaries is similar to that in
conventional films. Nevertheless, nanoscale effects come into
play in this case, causing the formation of specific interfacial
structures such as partial misfit dislocations associated with
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V-shaped stacking faults in films of nanoscale thickness
(see Section 6) and amorphization of interphase boundaries
(see experimental data [14] and a theoretical model [15]).

Parallel with structural geometry and phase content, con-
ditions of fabrications of nanostructured materials strongly
affect interfacial defect structure of interfaces. More pre-
cisely, nanostructured materials are commonly fabricated
by highly nonequilibrium methods causing the formation of
so-called extrinsic interfacial defects, that is, defects which
are not geometrically necessary at interfaces. Grain bound-
aries with high densities of extrinsic defects are called
nonequilibrium boundaries and exhibit specific properties
different from those of equilibrium grain boundaries con-
taining intrinsic defects only [16–22]. It is believed that the
nonequilibrium grain boundaries are responsible for the very
unusual mechanical properties of nanostructured materials
produced by severe plastic deformation [20, 21]. By analogy
with the notion of nonequilibrium grain boundaries [16–
22], it is natural to define nonequilibrium interphase bound-
aries as those containing high-density ensembles of extrin-
sic defects. Such nonequilibrium interphase boundaries are
expected to exist in nanocomposites fabricated at highly
nonequilibrium conditions.

In this chapter we will consider theoretical models of
intrinsic and extrinsic defects and their ensembles at inter-
faces in nanostructured materials. Focuses are placed on
defects in nanocrystalline bulk materials, films, and coat-
ings, because the theory of such defects is well developed.
Theoretical representations of such defects can serve as a
basis for a theoretical description of interfacial defects in
nanocomposite systems.

3. SPECIFIC FEATURES OF INTERFACES
AND INTERFACIAL DEFECTS IN
NANOCRYSTALLINE (NANOGRAINED)
FILMS AND COATINGS

Nanocrystalline thin films (thick coatings) (Fig. 1a) can be
treated as polycrystalline films (coatings) in the limiting case,
where the grain size is on the order of a few nanometers.
As a corollary, nanocrystalline films have the “conventional”
structural and behavioral features that are inherent to both
nanocrystalline and polycrystalline films as well as the “spe-
cific” structural and behavioral features associated with their
nanoscale structure.

The existence of both grain boundaries and interphase
(film/substrate) boundaries causes the “conventional” fea-
tures of nanocrystalline and polycrystalline films, which are
as follows: (a) There is a strong elastic interaction between
grain boundaries in a nanocrystalline (or polycrystalline)
film and the film/substrate interface which is a source of
misfit stresses. (b) Film/substrate interfaces are complicately
arranged; each interface consists of fragments with various
structures and properties, bounded by junctions of grain
boundaries and the film/substrate interface. Due to the
features (a) and (b), grain boundaries and film/substrate
interfaces strongly affect both the structure and the prop-
erties of each other in nanocrystalline and polycrystalline
films.

In addition, interfaces in nanocrystalline films (Fig. 1d)
have the following “specific” features related to their
nanoscale structure:

(1) The volume fraction of the interfacial phase is
extremely high in nanocrystalline films.

(2) Grain boundaries are short and curved.
(3) There is a strong elastic interaction between neigh-

boring interfaces, because (extremely short) distances
between them are close to the characteristic scales of
their stress fields.

(4) In nanocrystalline films there is a strong effect of
triple junctions and nanograins on interfaces and vice
versa, because the volume fraction of triple junctions
is extremely high in nanocrystalline solids and because
nanograins commonly are more distorted than con-
ventional grains in polycrystalline films.

(5) Formation of nanocrystalline films frequently occurs
at highly nonequilibrium conditions that essentially
influence the interfacial structures.1

The points under discussion should be definitely taken
into account in a theoretical description of interfaces and
interfacial defects in nanocrystalline films, which, in most
cases, can not be unambiguously identified with the help of
contemporary experimental methods. With these points, let
us consider interphase boundaries between nanocrystalline
films and (single crystalline) substrates (Fig. 1d). To do so,
first let us discuss structural geometry of interphase bound-
aries between single crystalline films and single crystalline
substrates. In general, such interphase boundaries can be
coherent, incoherent, or semicoherent, depending on the
structural and chemical features of the matched phases as
well as on external factors such as temperature and the geo-
metric sizes (e.g., thickness) of the matched crystalline sam-
ples. In doing so, according to a qualitative description of
the coherent, incoherent, and semicoherent states of inter-
faces given by Möbus et al. [23], the key classifying factor for
these states is supposed to be the way in which the mismatch
(geometric misfit) between the adjacent crystalline lattices
(Fig. 2a) is accommodated.

(1) For a coherent interface between a thin film and a
thick substrate, the mismatch is accommodated com-
pletely by straining the lattice of the adjacent film
(Fig. 2b). In this event, misfit stresses (stresses occur-
ring due to the mismatch at interface) are character-
ized by the spatial scale being the film thickness.

(2) For a semicoherent interface, localized misfit dislo-
cations (misfit dislocations) provide at least partial
compensation of long-range misfit stresses (Fig. 2c)
(for more details, see reviews [24–29]).

(3) A completely incoherent interface can be treated as
resulted from a rigid contact of two crystalline lat-
tices distorted only at the contact regions (Fig 2d).

Incoherent interfaces do not induce long-range strains; there
are only short-range distortions occurring due to faults in

1 The same features are inherent also to bulk nanocrystalline
materials.
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Figure 2. Interphase boundaries between single crystalline films and
substrates. (a) Origin of dilatation misfit stresses is the geometric mis-
match between crystal lattice parameters, a1 and a2, of film and sub-
strate. (b) Coherent boundary. (c) Semicoherent boundary. (d) Inco-
herent interphase boundary.

chemical binding at the interface. Such distortions are char-
acterized by a spatial scale close to interatomic distances in
the adjacent phases.

Now let us turn to a consideration of structural geometry
of interphase boundaries between nanocrystalline films and
single crystalline substrates. As it has been noted in Sec-
tion 2, any nanocrystalline film/substrate interface consists
of many fragments bounded by junctions of grain bound-
aries and the interface. Grains of the film that are adjacent
to the film/substrate interface are misoriented relative to
each other and, generally speaking, relative to the substrate.
As a corollary, fragments of the film/substrate boundary are
characterized by the misorientation and the dilatation mis-
fit between the crystalline lattices of the film grains and the
substrate. Each fragment of the film/substrate interface is
either coherent, incoherent, or semicoherent, depending on
its misfit and misorientation parameters and the structural
and chemical features of the matched grain and the sub-
strate, as well as on external factors such as temperature
and the film thickness. Thus, in general, the nanocrystalline
film/substrate interface is partly coherent, semicoherent, and
incoherent; it consists of coherent, semicoherent, and inco-
herent fragments (Fig. 3). In this situation, the film/substrate
interface contains defects of the two types: dilatation mis-
fit defects (responsible for partial compensation of dilata-
tion misfit stresses generated due to mismatch between the
crystal lattice parameters of the film and the substrate) and
misorientation defects (that provide misorientation between
the adjacent grains of the film and the single crystalline sub-
strate). More than that, misfit defects can be generated not
only at film/substrate interfaces, but also at grain boundaries
of the film. In Sections 4 and 5 we will consider geometric
and continuum models of interfacial defects in nanocrys-
talline films with focuses placed on misfit defects at grain
boundaries in these films.

film

substrate

coherent
incoherent
semi-coherent

Figure 3. Partly coherent, semicoherent, and incoherent interphase
boundary between nanocrystalline film and single crystalline substrate.

4. GRAIN BOUNDARY DISLOCATIONS
AS MISFIT DEFECTS IN
NANOCRYSTALLINE FILMS
AND COATINGS

Misfit stresses occur in crystalline films due to the geomet-
ric mismatch at interphase boundaries between crystalline
lattices of films and substrates. In most cases a partial relax-
ation of misfit stresses in single crystalline films is realized
via generation of misfit dislocations that form dislocation
rows in interphase boundary plane (Fig. 2c) or more com-
plicately arranged configurations; see, for example, experi-
mental and theoretical works [23–41]. Generally speaking,
the formation of misfit dislocation rows at interphase bound-
aries is either desirable or disappointing, from an applica-
tions viewpoint, depending on the roles of films and inter-
phase boundaries in applications of film/substrate composite
solids. So, if the properties of a film are exploited, the for-
mation of misfit dislocation rows commonly is desirable as
it results in a (partial) compensation of misfit stresses in
the film. If the properties of an interphase boundary are
exploited, the formation of misfit dislocation rows commonly
is undesirable, since the formed misfit dislocation cores vio-
late the pre-existent ideal (coherent) structure of the inter-
phase boundary.

The structure and the properties of nanocrystalline films
are different from those of single crystalline films. There-
fore, relaxation of misfit stresses in nanocrystalline films,
in general, can occur via micromechanisms that are dif-
ferent from the standard micromechanism, the formation
of rows of perfect misfit dislocations (Fig. 2c). In partic-
ular, we think that, due to the existence of grain bound-
aries in nanocrystalline films, an effective alternative to the
standard physical micromechanism for relaxation of misfit
stresses in such films is the formation of grain boundary
dislocations as misfit defects. These grain boundary dis-
locations (with Burgers vectors being displacement-shift-
complete lattice vectors which characterize grain boundary
translation symmetries) induce stress fields that compensate
for, in part, misfit stresses and are located at grain bound-
aries and triple junctions of interphase and grain bound-
aries (Fig. 4). The formation of grain boundary dislocations
as misfit defects does not induce any extra violations of
coherent fragments of interphase boundaries and, therefore,
does not lead to degradation of their functional properties
used in applications. In this section we, following [29], will
discuss the behavioral peculiarities of nanocrystalline and
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film

substrate

Figure 4. Grain boundary dislocations as misfit defects in nanocrys-
talline film.

polycrystalline films with grain boundary dislocations as mis-
fit defects.

First, let us discuss a scenario for the formation of grain
boundary dislocations as misfit defects. Nanocrystalline films
are often synthesized at highly nonequilibrium conditions,
in which case grain boundaries in these films are highly dis-
torted and are characterized by misorientation parameters
which, in general, vary along grain boundary planes. Each
distorted boundary contains both the so-called “equilibrium”
or, in other terms, intrinsic grain boundary dislocations
(which provide the mean misorientation characterizing the
boundary) and “nonequilibrium” or extrinsic grain boundary
dislocations (which provide local deviations of the distorted
boundary misorientation from its mean value) (Fig. 5) [16–
19]. Nonequilibrium dislocations in a grain boundary, after
some relaxation time interval, disappear via entrance to a
free surface of a sample and/or via annihilation of disloca-
tions with opposite Burgers vectors (Fig. 5a). As a result of
the relaxation processes discussed, a distorted grain bound-
ary commonly transforms into its equilibrium state with the
misorientation being (tentatively) constant along the bound-
ary plane.

(a)

(b)

Figure 5. “Equilibrium” and “nonequilibrium” dislocations (shown as
open and solid dislocation signs, respectively) in distorted and low-
energy grain boundaries. (a) “Nonequilibrium” dislocations completely
disappear after relaxation. (b) Some “nonequilibrium” dislocations keep
existing as misfit defects (compensating for misfit stresses generated at
interphase boundary shown as dotted line) after relaxation.

However, the relaxation processes result in complete dis-
appearance of nonequilibrium grain boundary dislocations
in materials with initially distorted grain boundaries, only if
there are not sources of long-range stresses affecting evo-
lution of defects in the grain boundary phase (Fig. 5a).
In nanocrystalline films with initially distorted grain bound-
aries, the misfit stresses (generated at film/substrate inter-
faces) influence evolution of nonequilibrium dislocations.
More precisely, we expect that the low-energy (equilib-
rium) state of a nanocrystalline film corresponds to the
existence of not only equilibrium grain boundary disloca-
tions, but also some residual nonequilibrium grain bound-
ary dislocations that play the role of misfit defects (Figs. 4
and 5b) compensating for misfit stresses in the film. In other
words, in the framework of the scenario discussed, fabri-
cation of nanocrystalline films at nonequilibrium conditions
produces high-density ensembles of nonequilibrium grain
boundary dislocations, while misfit stresses generated at
interphase (film/substrate) boundaries cause some nonequi-
librium grain boundary dislocations to keep existing, even
after relaxation, as misfit defects compensating for these
misfit stresses (Fig. 5b).

In general, the most spatially homogeneous distribution
of misfit dislocations is characterized by the minimal elastic
energy density and, therefore, is most stable. Grain bound-
ary dislocations commonly are characterized by Burgers
vectors being essentially lower than those of perfect mis-
fit dislocations being crystal lattice dislocations. This spe-
cific feature allows grain boundary dislocations to be more
homogeneously distributed along an interphase boundary as
compared with perfect misfit dislocations, if the sum Burg-
ers vectors of ensembles of misfit, grain boundary and per-
fect, dislocations are the same per unit of the boundary
plane area. As a corollary, the existence of grain bound-
ary dislocations as misfit dislocations often is more energet-
ically favorable than that of perfect misfit dislocations [19].
This statement is supported by data of experiments deal-
ing with measurements of residual stresses in nanocrystalline
films and coatings. So, as it has been noted in [42], residual
stresses are low in nanocrystalline cermet coatings (fabri-
cated by thermal spray methods at highly nonequilibrium
conditions), resulting in a capability for producing very thick
coatings. So, nanocrystalline coatings were fabricated up to
0.65 cm thick and could probably be made with arbitrary
thickness [42]. At the same time, in a conventional polycrys-
talline cermet coating, stress buildup limits coating thick-
ness to typically 500–800 �m. This is naturally explained as
caused by a misfit stress relaxation micromechanism (in the
situation discussed, the formation of grain boundary misfit
dislocations) which comes into play in nanocrystalline films
and coatings, and is different from and more effective than
the standard micromechanism, the formation of perfect mis-
fit dislocations.

In general, as with ensembles of dislocations with identi-
cal Burgers vectors (Fig. 4), complicately arranged configu-
rations of grain boundary dislocations with various Burgers
vectors are capable of effectively contributing to accommo-
dation of misfit stresses in nanocrystalline solids. In partic-
ular, following a theoretical model [43], dislocation dipoles
at grain boundaries can play the role of misfit defect con-
figurations. This statement is indirectly supported by the
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experimentally detected fact that misfit dislocation dipoles
exist in a single crystalline GaInP film deposited onto a
GaAs substrate [44].

5. MISFIT DISCLINATIONS AT GRAIN
BOUNDARIES IN NANOCRYSTALLINE
FILMS AND COATINGS

Parallel with nonequilibrium dislocations and their config-
urations, the so-called grain boundary disclinations (rota-
tional defects) are generated in nanocrystalline materials
fabricated at highly nonequilibrium conditions [18, 45]. Such
disclinations, after some relaxation time interval, annihilate
in the absence of sources of long-range stresses affecting
the grain boundary phase evolution. In nanocrystalline films
containing grain boundary disclinations, the misfit stresses
(generated at film/substrate interfaces) influence evolution
of disclinations. More precisely, in the general situation, the
low-energy (equilibrium) state of a nanocrystalline film is
expected to correspond to the existence of not only some
residual nonequilibrium dislocations, but also some resid-
ual grain boundary disclinations that play the role of mis-
fit defects (Fig. 6). In this section we, following theoretical
models [29, 46], will briefly discuss the behavioral peculiar-
ities of nanocrystalline films with grain boundary disclina-
tions as misfit defects.

So, relaxation of misfit stresses through the formation of
misfit disclinations (defects of the rotational type) (Fig. 6)
[29, 46] is an alternative to the formation of misfit dislo-
cation rows (Fig. 2b). The effective action of the disclina-
tion micromechanism for stress relaxation has been exper-
imentally detected in semiconducting polycrystalline films
[47–49]. Also, the disclination relaxation micromechanism
is capable of effectively contributing to relaxation of resid-
ual stresses in crystalline films deposited on amorphous sub-
strates (see a theoretical model [50]) as well as diverse
nanocrystalline and polycrystalline films [51–55]. Owing to
the presence of the grain boundary phase in nanocrystalline
films, disclinations at grain boundaries play the role as mis-
fit disclinations in such films (Fig. 6). The specific feature
of the disclination micromechanism for relaxation of misfit
stresses in nanocrystalline films is that cores of grain bound-
ary disclinations playing the role as misfit defects are located
at existent grain boundaries (either at boundaries in film
interior or at junctions of interphase and grain boundaries)
and, therefore, do not induce any extra violations of the
interphase boundary structure. The disclination micromech-
anism for relaxation of misfit stresses is of particular impor-
tance in nanocrystalline films, because of the fact that grain

film

substrate

Figure 6. Grain boundary dislocations and disclinations as misfit
defects in nanocrystalline film.

boundary disclinations are intensively generated in nanocrys-
talline materials synthesized at highly nonequilibrium condi-
tions (see, e.g., [45]) and because of extremely high volume
fraction of the grain boundary phase in nanocrystalline films.

Following [46], let us consider a model composite sys-
tem consisting of a thin nanocrystalline film of thickness
h deposited onto a semifinite substrate (Fig. 7). The film
and substrate are assumed to be isotropic solids having the
same values of the shear modulus G and the same values
of the Poisson ratio �. Interphase (film/substrate) bound-
ary is a semicoherent interface which induces misfit stresses
and contains misfit disclinations at junctions of grain bound-
aries and the interface. For simplicity, misfit disclinations are
assumed to be arranged periodically (Fig. 7) and to be char-
acterized by identical value, �, of the disclination strength.

In the framework of the model discussed, Kolesnikova
et al. [46] have calculated the basic characteristics (stored
elastic energy density, equilibrium residual strain, critical
values of film thickness) of a film with misfit disclina-
tions. According to these calculations, the difference, �E =
Ediscl − Ecoher , between the energy densities of the inter-
phase boundary with misfit disclinations and the coherent
interphase boundary is as follows:

�E = G

4��1 − ��
�2l�

(
h

l

)
− G

�1 − ��
�f

h2

l
(1)

where h denotes the film thickness, l the distance between
neighboring disclinations (or, in other words, period of the
misfit disclination array), G the shear modulus, � the Pois-
son ratio, f the misfit parameter (defined as f = 2�a2 −
a1�/�a1 + a2�, with a1 and a2 being the crystal lattice param-
eters of the substrate and the film, respectively),

� =
∫ 0

−h̃

[
1
2

ln
cosh 2��x̃ + h̃�− 1

cosh 2��x̃ − h̃�− 1
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]
�x̃ + h̃� dx̃ (2)

If �E < 0 (>0, respectively), the formation of misfit discli-
nations at the interphase boundary (Fig. 7) is energetically
favorable (unfavorable respectively).

From Eq. (1) it follows that the characteristic energy of
difference �E depends on four parameters of the film with
misfit disclinations at the interphase boundary: disclination
strength �, the misfit parameter f , the film thickness h,

film

substrate

ω ω ω ω

l

h

Figure 7. Model of interphase boundary with misfit disclinations.
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and the distance l between neighboring disclinations. Anal-
ysis [46] of the relationships (given by Eqs. (1) and (2))
between �E, �, f , h, and l shows the following. The critical
thickness for generation of misfit disclinations in nanocrys-
talline (and polycrystalline) films is 0, if disclination strength
ranges from 0 to some value �0 denoted as the optimum
disclination strength. More precisely, the formation of misfit
disclinations is more energetically favorable (�E < 0) than
the coherent state of the interphase boundary at any value
of the film thickness, below some value h0 denoted as the
optimum thickness. (It is contrasted to the situation with
“conventional” misfit dislocations (see, e.g., [24–27]) whose
formation in a thin film is energetically favorable compared
to the coherent state, only if the film thickness exceeds some
critical value.) As a corollary, the discussed micromechanism
for relaxation of misfit stresses—generation of misfit discli-
nations at grain boundaries (Fig. 6)—serves as an effective
alternative to the standard micromechanism—generation of
misfit dislocations (Fig. 2b)—in nanocrystalline films charac-
terized by low values of film thickness, in particular, in films
with nanoscaled thickness. The effective action of the discli-
nation micromechanism for relaxation of misfit stresses in
nanocrystalline films can be responsible for the experimen-
tally observed fact that residual stresses are low in nanocrys-
talline cermet coatings synthesized by thermal spray meth-
ods (see discussion in [42] and Section 4).

6. PARTIAL MISFIT DISLOCATIONS
IN NANOSCALE FILMS

Now let us turn to a discussion of interfacial defects at plane
interphase boundaries between nanoscale single crystalline
films and substrates (Fig. 1a). One of the structural features
of nanoscale films is the experimentally observed [56–60]
enhanced formation of partial misfit dislocations (associated
with stacking faults) at film/substrate boundaries. In this
section we, following [41, 61], consider a model describing
generation and evolution of configurations of partial mis-
fit dislocations associated with V-shaped stacking faults in
nanolayer/substrate composites.

In general, misfit dislocations formed at film/substrate
interfaces are either perfect (Fig. 2b) or partial (Fig. 8).
Perfect misfit dislocations are characterized by Burgers vec-
tors being crystal lattice vectors and just locally, at dis-
location line cores, violate the ideal crystalline structure;
see, for example, [23–29] (Fig. 2b). Partial misfit disloca-
tions are characterized by Burgers vectors that commonly
are lower than crystal lattice vectors and have line cores
which bound plane stacking faults, in which case the ideal
crystalline structure is violated at both line cores and plane
stacking faults; see, for example, [56–60] (Fig. 8). In most
situations the formation of perfect misfit dislocations is
more energetically favorable compared to partial misfit dis-
locations. Therefore, the perfect misfit dislocations are the
traditional subject of theoretical and experimental studies.
However, there are also film/substrate systems in which the
enhanced formation of partial misfit dislocations is experi-
mentally detected [56–60]. Following theoretical analysis [41,
61], the formation of partial misfit dislocations associated
with V-shaped stacking faults is energetically favorable in
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Figure 8. Configurations of partial misfit dislocations in nanolayer/
substrate composites: (a) single partial misfit dislocations associated
with V-shaped stacking faults; and (b) complicately arranged configura-
tions of partial misfit dislocations.

film/substrate systems characterized by low (nanoscale) val-
ues of film thickness and large misfit between crystal lat-
tice parameters of the film and substrate. This statement
(directly supported by experimental data [60]) is highly inter-
esting due to rapidly growing industrial needs in technolo-
gies exploiting nanofilm/substrate systems characterized by
large misfit parameters.

Let us consider both generation and evolution of com-
plicately arranged configurations of partial misfit disloca-
tions, namely the experimentally observed [60] configura-
tions each consisting of three partial misfit dislocations
located at respectively the top line and the two edge lines
that bound a V-shaped stacking fault in a film (Fig. 8b). In
the limiting case where the partial misfit dislocations located
at the edge lines of the stacking fault reach the film free sur-
face, the complicately arranged configuration (Fig. 8b) trans-
forms into a simple configuration consisting of one partial
misfit dislocation at top of the V-shaped stacking fault, that
connects the film free surface and the film/substrate bound-
ary (Fig. 8a). Such simple configurations of partial misfit
dislocations have been observed in experiments [59].

Let us consider characteristics of complicately arranged
configurations of partial misfit dislocations (Fig. 8b) in het-
eroepitaxial (nanofilm/substrate) systems (for details, see
[61]). In doing so, for definiteness, we will focus our consid-
eration on partial misfit dislocations in heteroepitaxial sys-
tems GaAs/Si (001) that are interesting for applications. One
of the important characteristics of a thin solid film is its crit-
ical thickness, defined as the thickness at which the forma-
tion of misfit dislocations in film/substrate system becomes
energetically favorable; see, for example, [24–27]. In the sit-
uation discussed (Fig. 8b), the critical thickness hc of a film
is defined as the thickness at which the formation of one
complicately arranged configuration of partial misfit disloca-
tions is energetically favorable in the film.

Let us consider a model heteroepitaxial system consisting
of an elastically isotropic semi-infinite crystalline substrate
and an elastically isotropic thin film with thickness h. The
shear modulus G and the Poisson ratio � are assumed to
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be identical for the substrate and the film. For definiteness,
hereinafter we confine our examination to the situation with
one-dimensional misfit f = 2�a2 − a1�/�a1 + a2� > 0, where
a1 and a2 are the crystal lattice parameters of the substrate
and the film, respectively. In the initial state with a coher-
ent interphase boundary, owing to the geometric mismatch
between the crystalline lattices of the film and the substrate,
the film is elastically uniformly distorted. It is characterized
by the elastic strain � = −f < 0.

Now let us turn to a consideration of the model heteroepi-
taxial system with a complicately arranged configuration of
partial misfit dislocations (Fig. 8b). Let the “top” partial mis-
fit dislocation be located at line �h� 0� which bounds the top
of V-shaped stacking fault, and the partial misfit dislocations
of the 90� type be located at lines �d�±s� that bound the
edges of V-shaped stacking fault. Let the top misfit disloca-
tion be characterized by Burgers vector b, and the “lateral”
misfit dislocations be characterized by Burgers vectors bp1 =
−bx− by and bp2 = bx− by , respectively. For our further con-
sideration, the lateral misfit dislocation at line �d� s� (line
�d�−s�, respectively) can be effectively represented as the
superposition of two edge dislocations with Burgers vectors
by and bx �−bx, respectively); see Figure 8b. The V-shaped
stacking fault bounded by the top and lateral misfit disloca-
tions (Fig. 8b) is characterized by top angle 2�.

According to calculations [61], the critical film thickness
hc at which the formation of a complicately arranged con-
figuration of misfit dislocations (Fig. 8b) in a film becomes
energetically favorable can be found from the following tran-
scendental equation:

2b2
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where  is the stacking fault energy density (per unit
area). Equation (3) allows one to analyze relationships
between characteristics (critical thickness, misfit parameter)

of nanofilm/substrate composites with perfect misfit dislo-
cations (Fig. 2b), single partial misfit dislocations associ-
ated with V-shaped stacking faults (Fig. 8a), and compli-
cately arranged configuration of partial misfit dislocations
(Fig. 8b).

In particular, theoretical analysis [61] based on Eq. (3)
shows the following. The formation of perfect misfit disloca-
tions is energetically favorable in composites with compara-
tively small values of misfit parameter (f < 0#1). At the same
time, during growth of the films (nanolayers) with compara-
tively large values of misfit parameter (tentatively f > 0#01),
the formation of single partial misfit dislocations is energet-
ically favorable, if the film thickness h is in the range hc <
h < h′

c. In the situation discussed, when the film thickness h
exceeds the critical value h′

c (which commonly is in the range
of a few nanometers and decreases with increase of mis-
fit parameter f ), single partial misfit dislocations associated
with V-shaped stacking faults (Fig. 8a) transform into com-
plicately arranged configurations of partial misfit disloca-
tions (Fig. 8b). Further growth of the film thickness leads to
the merging of the three partial misfit dislocations (elements
of a complicately arranged configuration) into a perfect mis-
fit dislocation at the interphase (film/substrate) boundary, in
which case the stacking fault disappears.

The statement that partial misfit dislocations transform
into perfect misfit dislocations during growth of films,
resulted from theoretical analysis [61], is in agreement with
experimental data [60]. These data are indicative of the
fact that the density of perfect misfit dislocations increases
and the density of partial misfit dislocations decreases with
increase of film thickness.

It should be noted that, according to theoretical analysis
[34], the generation of partial misfit dislocations effectively
competes with that of conventional perfect dislocations also
in germanium pyramid-like quantum dots (nanoisland films)
on silicon substrate. In doing so, different partial dislocation
structures are energetically preferred in different regions of
the interface. Single partial dislocation is generated near lat-
eral free surface of a nanoisland. Then, during its motion
towards the nanoisland base center, the second partial dis-
location is generated [34].

7. GRAIN BOUNDARY DISLOCATIONS
AND ENHANCED DIFFUSION IN
NANOCRYSTALLINE BULK MATERIALS

Let us turn to a discussion of interfacial defects and their
effects on physical processes occurring in bulk nanocrys-
talline materials. In this section, we consider grain bound-
ary defects and their role in diffusion processes in bulk
nanocrystalline materials. Diffusion properties of bulk
nanocrystalline materials, in general, are different from
those of conventional coarse-grained polycrystals. Thus, fol-
lowing [62–66], bulk nanocrystalline materials exhibit the
anomalously enhanced diffusion. For instance, the bound-
ary diffusion coefficients in bulk nanocrystalline materials
fabricated by high-pressure compaction and severe plastic
deformation methods are several orders of magnitude larger
than those in conventional polycrystalline materials with the
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same chemical composition [62–66]. With these experimen-
tal data, the anomalously fast diffusion is treated as the phe-
nomenon inherent to only nanocrystalline materials and is
attributed to their specific structural and behavioral pecu-
liarities [8, 62]. At the same time, however, there are exper-
imental data indicating that the boundary diffusion coeffi-
cients in dense bulk nanocrystalline materials are lower than
those measured in [62, 64–66] and similar to the boundary
diffusion coefficients in conventional coarse-grained poly-
crystals or a little higher [67–71]. These data form a basis
for the viewpoint that the atomic diffusion in nanocrystalline
materials is similar to that in conventional coarse-grained
polycrystals. In doing so, the difference in the diffusivi-
ties between nanocrystalline and coarse-grained materials is
treated to be related to only the difference in the volume
fraction of the grain boundary phase.

Thus, in general, there are controversial experimental
data and theoretical representations of diffusion processes
in nanocrystalline materials. Nevertheless, mechanically syn-
thesized nanocrystalline bulk materials are definitely recog-
nized to exhibit enhanced diffusion properties compared to
those of nanocrystalline materials fabricated by nonmechan-
ical (more equilibrium than mechanical) methods and those
of coarse-grained polycrystals; see [64–66]. The experimen-
tally documented phenomenon in question can be naturally
explained as that occurring due to the deformation-induced
nonequilibrium state of grain boundaries, in which case the
grain boundary diffusivity highly increases. In this section
we will consider theoretical models of diffusion processes in
nanocrystalline materials with special attention being paid to
the role of extrinsic defects at nonequilibrium grain bound-
aries in the diffusion enhancement occurring in mechanically
synthesized nanocrystalline bulk materials.

Theoretical models of diffusion in nanocrystalline mate-
rials can be divided into the three following basic cate-
gories: (1) Models that describe grain boundary diffusion
in conventional coarse-grained polycrystals and are directly
extended to the situation with nanocrystalline materials, with
nanoscale effects neglected. (2) Models focused on the spe-
cific features of diffusion in nanocrystalline materials in the
general situation, taking into account the nanoscale effects,
but neglecting the influence of preparation technologies
on the structure and the diffusion properties of nanocrys-
talline materials. In short, such models deal with the “nano-
structure-diffusion” relationship. (3) Models focused on the
structural and behavioral peculiarities of grain boundaries in
nanocrystalline materials, taking into account the peculiari-
ties of their fabrication. In short, such models are concerned
with the “preparation-nanostructure-diffusion” relationship.

Theoretical models of the first type and their applications
to a description of diffusion in nanocrystalline materials
have been reviewed in detail by Larikov [72]. Such models
are, in particular, those [73–77] describing spatial distribu-
tions of diffusion species within and near grain boundaries in
polycrystals, models [78–86] focused on macroscopic mecha-
nisms of grain boundary diffusion, and models [87–94] deal-
ing with diffusion-assisted processes (diffusional creep, dif-
fusion-induced grain boundary migration, transformations of
grain boundary dislocations and disclinations, etc.) in poly-
crystals. Now let us turn to a brief discussion of models

describing the enhanced diffusion in nanocrystalline mate-
rials in the general situation, with the specific features of
their preparation being neglected. In [95, 96] it has been
demonstrated that nanocrystalline materials exhibit much
larger variety of possible kinetic diffusion regimes compared
to coarse-grained polycrystals. In particular, together with
conventional A-, B-, and C-regimes occurring in polycrys-
tals [77], the additional diffusion kinetic regimes have been
distinguished, depending on the grain size, diffusion temper-
ature and time, the grain boundary segregation level in the
case of impurity diffusion, and other parameters [96].

Gleiter [62] considered the anomalously fast diffusion
in nanocrystalline materials as the phenomenon related to
the three following factors: (i) The diffusion in nanocrys-
talline materials is essentially enhanced due to the existence
of high-density network of grain boundary junction tubes
which commonly are characterized by more increased dif-
fusion rate than grain boundaries themselves. (The highly
enhanced diffusivity of triple junctions of grain boundaries
is experimentally identified in polycrystals; see [97–102] and
discussion in review article [9] concerning grain boundary
junctions.) (ii) Rigid body relaxation of grain boundaries
that occurs via relative translational displacements of their
adjacent crystallites and reduces the boundary free volume
is hampered in nanocrystalline materials. This is related to
the fact that rigid body relaxations of the various bound-
aries surrounding every nanocrystallite require its different
displacements due to their different atomic structure. (iii)
In grain boundaries of nanocrystalline materials, the con-
centration of impurities that often reduce boundary diffu-
sivity is lower than that in grain boundaries in conventional
polycrystals.

Let us discuss factors (i)–(iii) in terms of Arrhenius for-
mula for diffusivity in solids. The coefficient D of self-
diffusion occurring via transfer of vacancies2 is given by the
following Arrhenius relationship (e.g., [86])

D = D0 exp!−��f + �m�/kT " (4)

where D0 denotes the constant dependent on parameters
of the ideal crystalline lattice, k the Boltzmann’s con-
stant, T the absolute temperature, �f and �m the ener-
gies of respectively formation and migration of vacancies. In
nanocrystalline materials (characterized by extremely high
volume fraction of the grain boundary phase), self-diffusion
processes occur mostly via transfer of grain boundary vacan-
cies. In these circumstances, all the factors (i)–(iii) discussed
by Gleiter [62] induce the characteristic boundary free vol-
ume to be increased and, as a corollary, both formation
and migration of boundary vacancies to be facilitated in
nanocrystalline materials as compared to those in conven-
tional polycrystals. In terms of Arrhenius formula (4), the
diffusion coefficient D is increased in nanocrystalline mate-
rials, because their characteristic energies, �f and �m, are
decreased due to factors (i)–(iii) discussed in [62].

Now let us discuss theoretical models describing the
enhanced diffusion in nanocrystalline materials fabricated

2 In general, diffusion processes in crystals occur via transfer of point
defects of different types. However, self-diffusion occurring via transfer
of vacancies is most effective; it is characterized by the largest coeffi-
cient of diffusion, e.g., [86, 103].
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at highly nonequilibrium conditions (say, by severe plastic
deformation methods). Following [104–107], together with
factors (i)–(iii) discussed by Gleiter [62], the existence and
transformations of ensembles of grain boundary disloca-
tions and disclinations strongly enhance diffusion processes
in nanocrystalline materials fabricated at highly nonequilib-
rium conditions. The effects of such defects on diffusion are
briefly as follows [106, 107]:

(a) Disorderedly distributed grain boundary dislocations
and disclinations are formed in nanocrystalline materials
fabricated at highly nonequilibrium conditions. Such dislo-
cations and disclinations rearrange to annihilate or to form
more ordered, low-energy configurations, in which case they
move to new positions. Climb of (grain boundary) dislo-
cations is accompanied by generation of new point defects
[103, 108]—vacancies and interstitial atoms—serving as new
carriers of diffusion. In this situation, generation of new
vacancies at grain boundaries occurs under the action of the
driving force related to a release of the elastic energy of
“nonequilibrium” or, in other words, extrinsic grain bound-
ary dislocations during their transformations. The action of
the driving force in question facilitates diffusion processes
in nanocrystalline materials. The effect discussed is quan-
titatively described by Eq. (4) with the sum �f + �m being
replaced by �f − Wv + �m, where Wv (>0) is the energy
release due to the climb of a grain boundary dislocation, per
one vacancy emitted by the dislocation.

(b) Cores of grain boundary dislocations and disclinations
are characterized by excess free volume, in which case their
presence in grain boundaries increases the total free volume
that characterizes the grain boundary phase in nanocrys-
talline materials. This decreases values of �f and �m and,
therefore, enhances diffusion processes occurring by vacancy
mechanism.

(c) Dilatation stress fields of grain boundary dislocations
and disclinations influence migration of vacancies. More
precisely, in spirit of the theory of diffusion in stressed solids
[109], the elastic interaction between vacancies and grain
boundary dislocations and disclinations is characterized by
the energy

�int = −,ii�V /3 (5)

where ,ii denotes the sum of dilatation components
(say, components ,xx, ,yy , and ,zz written in �x� y� z�-
coordinates) of stress fields created by grain boundary
defects, and �V the excess free volume associated with
a vacancy. To minimize �int , vacancies migrate to regions
where compressive stresses exist. This vacancy migration
contributes to the enhanced diffusion in nanocrystalline
materials. The effect discussed is quantitatively described by
Eq. (4) with the sum �f + �m being replaced by the sum
�f + �m + �int .

Thus, the factor (a) gives rise to the diffusion enhance-
ment owing to the influence of grain boundary dislocations
on the generation of vacancies. The factors (b) and (c) facili-
tate the vacancy migration and therefore, cause the diffusion
enhancement in nanocrystalline materials. According to the
theoretical analysis [106], the most essential contribution to
the diffusion enhancement is due to the dislocation climb
in grain boundaries (see factor (a)). With this taken into

account, below we will consider the effects of grain boundary
dislocations on diffusion in nanocrystalline materials, with
focuses placed on the climb of grain boundary dislocations
composing dipole configurations.

Nanocrystalline materials are effectively fabricated by
mechanical methods at highly nonequilibrium conditions
(see, e.g., [19–22, 110]), in which case “nonequilibrium” or,
in other words, extrinsic defect structures are formed at grain
boundaries (Fig. 5a). During some relaxation time inter-
val after mechanical synthesis of a nanocrystalline sample,
extrinsic grain boundary dislocations with opposite Burgers
vectors move (climb and glide) to each other and annihilate,
and the geometrically necessary dislocations move (climb and
glide) to their equilibrium positions (Fig. 5a).

The climb of grain boundary dislocations during the relax-
ation time interval is accompanied by both emission and
absorption of point defects: vacancies and interstitial atoms.
In these circumstances, emission of vacancies (“take-off”
of vacancies from dislocation cores and their consequent
displacement into the surrounding grain boundary phase)
is more intensive than that of interstitial atoms, because
vacancies are essentially more mobile compared to intersti-
tial atoms [103]. Also, it should be noted that absorption of
vacancies, which accompanies the climb of grain boundary
dislocations, needs vacancies to permanently move to dislo-
cation cores from a surrounding material, while emission of
vacancies is not related to such a restrictive condition. As a
corollary, emission of vacancies occurs more intensively than
absorption of vacancies and absorption of slow interstitial
atoms. With the aforesaid taken into account, in the follow-
ing we will focus our consideration on the effects of only
those processes of grain boundary dislocation climb that are
accompanied by emission of vacancies.

The largest contribution to energy of “nonequilibrium”
defect structures at grain boundaries commonly is related to
the existence of extrinsic grain boundary dislocations. There-
fore, climb and annihilation of such dislocations, which are
accompanied by emission of vacancies, are characteristic
processes of relaxation of grain boundaries in nanocrys-
talline materials.

Let us discuss the effect of dislocation-climb-induced
emission of vacancies on diffusion in nanocrystalline materi-
als. The coefficient of diffusion occurring via vacancy mech-
anism (which commonly is most effective) in the absence of
extrinsic grain boundary defects is given by Eq. (4), where
factor exp�−�f /kT � characterizes equilibrium concentration
of vacancies (when dislocation climb and dilatation stresses
do not influence vacancy formation). The vacancy concen-
tration in vicinity of the climbing dislocations (Fig. 9) is
higher than the equilibrium concentration, because vacancy
formation is facilitated due to the climb of dislocations. The
effect in question is quantitatively described by the follow-
ing change of the vacancy formation energy: �f → �̃f =
�f − Wv and by the corresponding local change of diffu-
sion coefficient: D → D∗. Here Wv�/� is the decrease of
the dislocation dipole energy W due to emission of one
vacancy, related to the climb of the dislocations composing
the dipole, and D∗ in vicinity of the climbing dislocations
(Fig. 9) is given as

D∗ = D exp
(
Wv

kT

)
(6)
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Figure 9. Climb and annihilation of grain boundary dislocations com-
posing dipole configuration.

Following [106, 107], the energy decrease Wv�/� is

Wv�/� =
a

d
�W�/� = a

d
�W�/�−W�/− a�� (7)

for / > 2a, and

Wv�/� =
Gb2a�ln 2 + Z�

4��1 − ��
(8)

for / ≤ 2a. With the dependence Wv�/� given by Eqs. (7)
and (8), for G = 50 GPa, a ≈ 0#3 nm, b ≈ a/3, Z ≈ 1, and
� ≈ 1/3, let us estimate the diffusion coefficient in vicin-
ity of the climbing dislocations. In doing so, with factor
exp�Wv/kT � averaged on / (ranging from 0 to 10a), we find
that D∗ ≈ 300D.

In nanocrystalline materials during relaxation time inter-
val (after synthesis at highly nonequilibrium conditions, say,
after fabrication by severe plastic deformation method),
almost all grain boundaries contain nonequilibrium defect
structures, in particular, extrinsic dislocations whose annihi-
lation enhances diffusion. In this situation, D∗ plays the role
of grain boundary diffusion coefficient in nanocrystalline
materials fabricated at highly nonequilibrium conditions. To
summarize, estimations [106, 107] allow us to conclude that
the climb of grain boundary dislocations (Fig. 9) essentially
enhances diffusion processes in nanocrystalline materials
(in particular, nanocrystalline materials fabricated by severe
plastic deformation), causing increase of the grain bound-
ary diffusion coefficient by about two orders. Thus, the
climb of grain boundary dislocations is capable of strongly
contributing to the experimentally observed (see [63–66])
anomalously fast diffusion in nanocrystalline materials dur-
ing some relaxation time interval after their synthesis at
highly nonequilibrium conditions.

Following [104–107], the elastic interactions between the
diffusing species and grain boundary dislocations and discli-
nations (see point (c)) facilitate migration of vacancies and
impurities, causing the diffusion enhancement in vicinities
of grain boundaries. In this situation, the diffusion rate is
increased by factor M ∼ 1 ÷ 5 in vicinities of grain bound-
aries. The effect discussed is small compared to that related
to the climb of grain boundary dislocations.

Thus, there are controversial experimental data and the-
oretical representations on diffusion processes in nanocrys-
talline materials. At the same time, diffusion in mechani-
cally synthesized bulk nanocrystalline materials is definitely
recognized as the strongly enhanced diffusion compared to

that in coarse-grained polycrystals and nanocrystalline mate-
rials fabricated by nonmechanical (more equilibrium than
mechanical) methods. This experimentally documented phe-
nomenon is naturally explained as that occurring due to the
deformation-induced nonequilibrium state of grain bound-
aries, in which case extrinsic grain boundary dislocations
strongly enhance the boundary diffusivity.

8. INTERFACIAL DEFECTS AND
DEFORMATION MECHANISMS IN
NANOCRYSTALLINE BULK MATERIALS

Nanocrystalline materials exhibit the unique mechanical
behavior due to nanoscale and interface effects; see, for
example, [111–113]. High-density ensembles of grain bound-
aries in nanocrystalline materials serve as effective obsta-
cles for lattice dislocation slip which dominates in coarse-
grained polycrystals. In addition, the image forces acting in
nanometer-sized grains cause the difficulty in forming lattice
dislocations in such nanograins [114, 115]. In these circum-
stances, the grain refinement hampers the lattice dislocation
slip. At the same time, grain boundaries provide the effec-
tive action of alternative deformation mechanisms occur-
ring via motion of grain boundary defects. As a corollary,
the grain refinement leads to the competition between the
lattice dislocation slip and deformation mechanisms associ-
ated with the active role of grain boundaries. It is believed
that nanocrystalline matter represents the arena for the dis-
cussed competition which causes unique mechanical proper-
ties of nanocrystalline materials [116–125]. In this context,
identification of effective deformation mechanisms and their
contributions to plastic flow is very important for under-
standing the fundamentals of the mechanical behavior of
nanocrystalline materials as well as development of tech-
nologies based on plastic forming of nanostructures.

The deformation mechanisms in nanocrystalline materi-
als, in many cases, cannot be unambiguously identified with
the help of contemporary experimental methods, because of
high precision demands on experiments at the nanoscale.
Therefore, theoretical modeling of defects and plastic defor-
mation processes is a very important constituent of both fun-
damental and applied research of nanostructured materials.
In this section, we briefly review theoretical models of defor-
mation mechanisms and grain boundary defects being carri-
ers of plastic flow in nanocrystalline materials with focuses
placed on new deformation modes.

Let us consider plastic deformation mechanisms in
nanocrystalline materials. The specific deformation behavior
of nanocrystalline materials, in particular, is exhibited in the
so-called abnormal Hall–Petch effect which manifests itself
as the softening of a material with reduction of the grain size
d [111–113]. The most theoretical models relate the abnor-
mal Hall–Petch dependence to the competition between
deformation mechanisms in nanocrystalline materials; for
example, [116–125]. In the framework of this approach,
deformation mechanisms associated with the active role of
grain boundaries dominate over conventional lattice dislo-
cation motion in nanocrystalline materials, in which case
the grain refinement leads to a softening of a material. In
doing so, generally speaking, standard and new deformation
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mechanisms associated with the active role of grain bound-
aries can contribute to plastic flow in nanocrystalline mate-
rials. The standard deformation mechanisms are the grain
boundary sliding and Coble creep related to enhanced diffu-
sional mass transfer along grain boundary planes [116–123].
This idea is originated, in fact, from the classical theory
of creep and superplasticity of microcrystalline materials
where these mechanisms play the essential role; see, for
example, [126, 127]. We think that, together with these two
standard deformation mechanisms associated with the active
role of grain boundaries, nonconventional (new) deforma-
tion mechanisms are capable of effectively contributing to
plastic flow in nanocrystalline bulk materials and coatings. In
particular, such specific deformation mechanisms are creep
associated with enhanced diffusion along triple junctions
of grain boundaries [124] and rotational deformation mode
[128, 129].

First, let us consider the triple junction diffusional creep.
In general, in recent years, triple junctions of grain bound-
aries have been recognized as defects with the structure and
properties being essentially different from those of grain
boundaries that they adjoin [9]. For instance, from exper-
imental data and theoretical models it follows that triple
junctions play the role of enhanced diffusion tubes [97–
99, 102], nuclei of the enhanced segregation of the second
phase [100, 130], strengthening elements and sources of lat-
tice dislocations [114–116, 131–133] during plastic deforma-
tion, and drag centers of grain boundary migration during
recrystallization processes [134, 135]. Also, as it has been
shown in experiments [98], creep associated with enhanced
diffusion along triple junctions contributes to plastic flow
of coarse-grained polycrystalline aluminum. Actually, since
triple junction diffusion coefficient Dtj highly exceeds grain
boundary diffusion coefficient Dgb [97–99, 102], enhanced
diffusional mass transfer along triple junction tubes occurs
under mechanical stresses and contributes to plastic form-
ing of a mechanically loaded material. The contribution in
question is characterized by a rather specific dependence
of plastic strain rate on grain size d. More precisely, grain
size exponent is −4 in this case [98], in contrast to grain
boundary diffusional creep (Coble creep) and bulk diffu-
sional creep characterized by grain size exponents −3 and
−2, respectively:

�̇tj ∝ Dtj · d−4 (9)

�̇gb ∝ Dgb · d−3 (10)

�̇bulk ∝ Dbulk · d−2 (11)

Here �̇tj , �̇gb, and �̇bulk are plastic strain rates that corre-
spond to triple junction diffusional creep, grain boundary
diffusional creep, and bulk diffusional creep, respectively.
Dbulk denotes the bulk self-diffusion coefficient.

Fedorov et al. [124] suggested a theoretical model describ-
ing the yield stress dependence on grain size in fine-grained
materials, based upon competition between conventional
dislocation slip, grain boundary diffusional creep, and triple
junction diffusional creep. It has been shown that the con-
tribution of triple junction diffusional creep increases with

reduction of grain size, causing a negative slope of the Hall–
Petch dependence in the range of small grains. The results of
model [124] are compared with experimental data [136–140]
from copper and shown to be in rather good agreement.

Now let us turn to a discussion of a rotational defor-
mation mechanism in nanocrystalline materials. The pri-
mary carriers of the rotational plastic deformation in solids
are believed to be dipoles of grain boundary disclina-
tions [141]. A grain boundary disclination represents a line
defect that separates two grain boundary fragments with dif-
ferent misorientation parameters (Fig. 10). That is, grain
boundary misorientation exhibits a jump at disclination line.
A disclination dipole consists of two grain boundary discli-
nations of opposite signs. Motion of a disclination dipole
causes plastic deformation accompanied by crystal lattice
rotation (Fig. 10). It is called the rotational deformation
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Figure 10. Rotational deformation occurs through movement of a
dipole of grain boundary disclinations. Grain boundary fragments sep-
arated by disclination of strength � are characterized by misorientation
parameters 52 and 51, where � = 52 − 51.
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mode. Conventional electron microscopy experiments are
indicative of the essential role of the rotational plastic flow
in coarse-grained materials under high-strain deformation
(for a review, see [142, 143]). It is supported also by exper-
imental observation of grain rotations in superplastically
deformed microcrystalline materials [127, 144].

The rotational deformation is capable of being very inten-
sive in nanocrystalline materials [128]. Actually, the volume
fraction of grain boundaries is extremely high in nanocrys-
talline materials, in which case grain boundary disclina-
tions can be formed, roughly speaking, in every point of a
mechanically loaded sample. In addition, the elastic energy
of a disclination dipole rapidly diverges with increasing dis-
tance between disclinations [141]. Therefore, such dipoles
are energetically permitted mostly for grain boundary discli-
nations that are close to each other. It is the case of
nanocrystalline materials where the interspacings between
neighboring grain boundaries are extremely small. Finally,
nanocrystalline materials contain high-density ensembles of
triple junctions where the crossover from the conventional
grain boundary sliding to the rotational deformation effec-
tively occurs. Murayama et al.’s atomic-level observation of
disclination dipoles in deformed nanocrystalline materials
[145] supports the theoretical statement [128] on the rota-
tional deformation in nanostructures.

Thus, owing to interface and nanoscale effects in
nanocrystalline materials, the set of deformation mecha-
nisms in these materials is richer than that in conven-
tional coarse-grained polycrystals. In particular, triple junc-
tion diffusional creep and the rotational deformation mode
(Fig. 10) are capable of essentially contributing to plas-
tic flow of nanocrystalline bulk materials and coatings.
These deformation mechanisms should be definitely taken
into account in further research of plastic flow processes
in nanocrystalline materials, including the phenomenon of
high-strain-rate superplasticity [146, 147].

9. NANODEFECTS
IN NANOSTRUCTURES

In this section, we will discuss the notion of nanodefects
in ordered nanostructures, which extends the conventional
notion of interfacial defects in solids. New physical, chem-
ical, and biological properties are exhibited by ordered
nanostructures that represent assemblies of crystallites with
at least one characteristic size being on the order of a few
nanometers [1–7]. Examples of such nanostructures are self-
assembled ordered arrays of semiconductor quantum dots
and wires [148–152], self-assembled ordered arrays of car-
bon nanotubes [153, 154], and nanoparticles embedded into
organic matter [1–7, 155]. Their unique properties are due to
the combined nanoscale, interface, and interaction effects.
The nanoscale effect occurs because many fundamental pro-
cesses in solids are associated with particular length scales
being on the order of a few nanometers. The interface effect
comes into play because a large fraction of atoms (up to
50%) of each nanosized crystallite are located at interfaces
where their behavior is different from that in the bulk. The
interaction between assembled nanosized crystallites causes

their unique collective properties which are more than just
a sum of properties of individual crystallites.

Spatial arrangement of nanocrystallites and uniformity in
their size and shape are among the most important issues for
the combined nanoscale, interface, and interaction effects
crucially affecting the functional properties of ordered
nanostructures. In the first approximation self-assembled
ordered nanostructures are commonly treated as regular,
periodically ordered arrays of identical nanocrystallites, in
which case a theoretical description of their properties is
simplified. However, real self-assembled nanostructures, as
it is well documented experimentally, are not regular. There
are deviations of spatial positions, sizes, and shapes of their
structural units from ideal ones. In addition, there are topo-
logical defects which violate nanoscale translational order
inherent to self-assembled periodic nanostructures, similar
to topological defects in conventional crystal lattices [155–
160]. That is, symmetry of a periodically ordered nanostruc-
ture relative to translation by a period (being commonly on
the order of nanometers) is locally violated by topological
defects. Examples of such topological defects are interphase-
boundary-like defects in ordered assemblies of two different
sizes of CdSe nanoparticles [155] (Fig. 11a), vacancy-like
defects in self-assembled superlattice films of FePt nanopar-
ticles with partial chemical ordering [157] (Fig. 11b), car-
bon nanohorns [158], X-, Y-, and T-like junctions of carbon
nanotubes [159] (Fig. 11c), interstitial-like defect in litho-
graphically synthesized supramolecular pillar arrays in a thin
polymer melt [160] (Fig. 11d), impurity-like defect (double
crystal) in a chain of nanoparticles in magnetostatic bac-
teria [156] (Fig. 11e), impurity-like defects (dome nanois-
lands) in ordered arrays of pyramid quantum dots [148,
149] (Fig. 11f). With their generic definition as topological
defects of nanoscale translational order inherent to nano-
structures, we will call such defects nanodefects.

Nanodefects are formed during fabrication and process-
ing of nanostructures at highly nonequilibrium conditions.
In some cases, they are capable of strongly influencing the
behavior of ordered nanostructures. For instance, the forma-
tion of impurity-like defects (dome nanoislands) in ordered
arrays of pyramid quantum dots dramatically breaks unifor-
mity of quantum dots in size and shape, giving rise to degra-
dation of their functional characteristics highly desired for
applications [148, 149]. In general, new properties of nano-
structures may arise due to the presence of nanodefects. For
instance, carbon nanotubes with such nanodefects as Y- and
T-like junctions could act as multiterminal electronic devices
[161].

Thus, the definition of nanodefects in ordered nano-
structures as topological defects violating nanoscale periodic
translational order inherent to nanostructures is generic for
diverse nanostructures. Analysis of data in the literature
shows that nanodefects are experimentally found in diverse
periodically ordered nanostructures where they are capa-
ble of strongly influencing functional properties. Use of the
notion of nanodefects may allow researchers involved in sci-
ence and engineering of different nanostructures to share
views and develop interdisciplinary ideas.
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(a) (b)

(c) (d)
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Figure 11. Nanodefects in ordered nanostructures (schematically). (a)
Interphase-boundary-like defects in ordered assemblies of two different
sizes of CdSe nanoparticles. (b) Vacancy-like defects in self-assembled
superlattice films of FePt nanoparticles with partial chemical ordering.
(c) X-, Y-, and T-like junctions of carbon nanotubes. (d) Interstitial-like
defect in lithographically synthesized supramolecular pillar arrays in a
thin polymer melt. (e) Impurity-like defect (double crystal) in a chain of
nanoparticles in magnetostatic bacteria. (f) Impurity-like defects (dome
nanoislands) in ordered arrays of pyramid quantum.

10. CONCLUDING REMARKS
Thus interfaces in nanostructured materials are charac-
terized by the specific structural and behavioral features
associated with generation and evolution of interfacial
defects in these materials (see Sections 2 and 3). In
particular, the elastic interaction between grain bound-
ary defects and interphase boundaries in nanocrystalline
film/substrate composites causes extrinsic grain boundary
defects—dislocations and disclinations (Figs. 4–6)—to serve
as misfit defects compensating for misfit stresses. The effec-
tive contribution of grain boundary defects to relaxation of
misfit stresses in nanocrystalline films explains the experi-
mentally documented (see discussion in [42]) fact that resid-
ual stresses are low in nanocrystalline coatings synthesized
by thermal spray methods, compared to their coarse-grained
counterparts.

One of the behavioral structural features of nanoscale sin-
gle crystalline films (Fig. 1a) is the experimentally observed
[56–60] enhanced formation of partial misfit dislocations
associated with stacking faults. Partial misfit dislocations
at interphase (film/substrate) boundaries (Fig. 8) transform
into perfect misfit dislocations with increase of film thick-
ness. This statement, resulted from theoretical analysis [61]
(see also Section 6), is in agreement with experimental data
[60] which are indicative of the fact that density of perfect

misfit dislocations increases and density of partial misfit dis-
locations decreases with increase of film thickness.

Diffusion in mechanically synthesized bulk nanocrystalline
materials is definitely recognized as the strongly enhanced
diffusion compared to that in coarse-grained polycrystals
and nanocrystalline materials fabricated by nonmechani-
cal (more equilibrium than mechanical) methods [64–66].
This experimentally documented phenomenon is naturally
explained as that occurring due to the deformation-induced
nonequilibrium state of grain boundaries, in which case
transformations of extrinsic grain boundary dislocations
strongly enhance the boundary diffusivity (see Section 7).

Owing to interface and nanoscale effects in nanocrys-
talline materials, the set of deformation mechanisms in these
materials is richer than that in conventional coarse-grained
polycrystals. In particular, triple junction diffusional creep
and the rotational deformation mode (Fig. 10) are capable
of essentially contributing to plastic flow of nanocrystalline
bulk materials and coatings (see Section 8).

To summarize, the effects of interfacial defects should
be definitely taken into account in experimental research
and theoretical description of the structure and behavior of
advanced nanostructured bulk materials and films. Identifi-
cation and systematic study of these effects in nanostructures
are important for both understanding the fundamentals of
the combined nanoscale, interface, and interaction effects
and development of current and novel technologies exploit-
ing nanostructures.

GLOSSARY
Grain boundary disclinations Disclinations—defects of
rotational type—located at grain boundaries.
Grain boundary dislocations Dislocations located at grain
boundaries.
Misfit defects Defects creating stresses that compensate
for, in part, misfit stresses in films.
Misfit stresses Stresses occurring due to geometric mis-
match at interphase boundaries between crystalline lattices
of adjacent films and substrates.
Nanodefects Topological defects locally violating
nanoscale translational order inherent to assembled periodic
nanostructures.
Rotational deformation mode Plastic deformation accom-
panied by crystal lattice rotation in grain interiors.
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1. INTRODUCTION
Nanostructured materials were first introduced as interfa-
cial materials over two decades ago by Gleiter [1]. The
main characteristic of these materials is the enhanced vol-
ume fraction of their interface component, namely, grain
boundaries and triple junctions (i.e., an intersection line of
three or more grain boundaries), compared with their con-
ventional polycrystalline counterparts. A three-dimensional
study by Palumbo, Thorpe, and Aust [2], assuming a grain
boundary thickness of 1 nm and a tetrakaidecahedron as the
grain shape (and later generalized to any grain shape [3]),
has shown that the grain boundary volume fraction increases
rapidly from a few percent at a grain size of 100 nm to
about 45% at a grain size of 3 nm, for example, Figure 1.
For grain sizes below 20 nm, the triple junction volume
fraction reaches significant values and exhibits greater grain
size dependence than does the grain boundary volume frac-
tion. Over the range of reasonable grain boundary thickness
values, that is, 0.5 to 1.5 nm, the relative grain boundary
and triple junction contributions to the volume fraction are

not significantly changed [4]. Several of the unusual proper-
ties observed for nanocrystalline materials, to be discussed
herein, are directly associated with grain boundaries and/or
triple junctions.

Another type of interfacial structural element is the
quadruple node, that is, the intersection of (usually four)
triple lines [3]. The contribution of quadruple nodes to the
volume fraction of the intercrystalline component can be sig-
nificant for grain sizes below about 5 nm, and may be impor-
tant in the transition from the nanocrystalline state to the
amorphous or noncrystalline state [3]. The quadruple node
will not be considered in detail herein, since very few inves-
tigations have been conducted with nanomaterials having
grain sizes below 5 nm and, consequently, little is known con-
cerning its contribution to the properties of nanomaterials.

2. INTERFACIAL STRUCTURE

2.1. Grain Boundaries

Gleiter [1] first recognized that the intercrystalline com-
ponent of a material will form a distinct microstructural
constituent when processing the material to have a nano-
crystalline structure. Initially, according to Gleiter [5], the
interfacial component of a nanocrystalline material was con-
sidered as a structure, exhibiting no short-range order. This
did not imply that grain boundaries are disordered: every
boundary was assumed to have a two-dimensionally ordered
structure, the periodicity and interatomic spacings of which
are different from boundary to boundary.

Several studies have suggested that grain boundaries in
nanocrystalline materials are more disordered than those in
conventional polycrystalline materials. One study suggested
a gas-like disorder at the grain boundaries [6]. In another
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Figure 1. The effect of grain size on calculated volume fractions for
intercrystalline regions, grain boundaries, and triple junctions, assuming
a grain boundary thickness of 1 nm. Reprinted with permission from
[2], G. Palumbo, S. J. Thorpe, and K. T. Aust, Scripta Met. Mater. 24,
1347 (1990). © 1990, Elsevier Science.

study, Wunderlich, Ishida, and Maurer [7], using high-
resolution electron microscopy (HREM), concluded that
grain boundaries in nanocrystalline Pd have an “extended”
structure not typically observed in conventional systems.
In addition, it was concluded from simulation studies that
materials with very small grain sizes, generally <10 nm, show
“amorphous” grain boundaries [8–10], at least for highly ide-
alized microstructures with randomly oriented grains and
mainly high-energy grain boundaries. As was pointed out in
[10], “it would be interesting to know the degree to which
grain misorientations in actual nano materials are truly ran-
dom and the degree to which agglomeration, sintering, and
grain growth lead to the formation of lower-energy and
hence crystalline grain boundaries.” It would be expected
that maximum energy grain boundaries are highly disor-
dered and thus appear to have an “amorphous-like” struc-
ture. However, how many such grain boundaries occur in
nanomaterials may well depend on the method of synthesis
of the material.

In contrast to the above studies, there are several studies
that appear to indicate that the structure of grain bound-
aries is the same in both nanocrystalline and coarse-grained
materials. For example, Thomas, Siegel, and Eastman [11],
using HREM, observed that the interfacial structure of
nano Pd is consistent with that typically observed in coarse-
grained materials. It was also concluded from comparisons
of diffraction data from nanocrystalline and coarse-grained
Pd samples that grain boundaries in nano Pd are reasonably
ordered [12, 13]. In addition, lattice parameter measure-
ments indicated no significant grain boundary excess volume
in nano Pd; therefore, the reduced density typically observed
in nano Pd samples must be due to porosity associated with

the specific processing method, that is, vapor condensation
and compaction. In agreement with this latter conclusion,
a maximum porosity of only 0�3 ± 0�1% was measured in
nano Ni produced by electrodeposition and the intercrys-
talline density of this material was only about 2% less than
the density of single crystal nickel [14]. High-resolution elec-
tron microscopy has revealed that the grain boundary struc-
ture in electrodeposited nanocrystalline nickel is similar to
the structure found in conventional polycrystalline materi-
als [15]. Twinning and low angle boundaries with misfit dis-
locations similar to what is found in materials with large
grain size were also observed [15]. As will be seen in the
subsequent discussion of interfacial effects on properties,
many property studies of nanocrystalline materials support
the view of ordered grain boundary structures.

2.2. Triple Junctions

A microstructural element, which has been largely over-
looked in the interpretation of nanocrystal properties, is the
triple junction. Theoretical and experimental studies have
demonstrated that triple junctions can be considered distinct
structural defects, capable of possessing a unique line energy
[16–18].

Several complementary models for the structure of triple
junctions have been advanced. Bollmann [19–21] has shown
that the application of the O-lattice model for grain bound-
aries intersecting at a triple line leads to two distinct classes
of triple junctions: (1) those for which the adjoining grain
boundary dislocation arrays (as calculated through the near-
est neighbor relationships) form nodes where the Burgers
vectors balance to zero (I-lines), and (2) those for which
the crystallographic arrangement precludes such a nodal bal-
ance (U-lines). In the latter case, the triple line can be
considered a crystalline defect with distinct physical char-
acteristics [19–21]. Support for Bollmann’s treatment has
been obtained in electron microscopy studies [22, 23] and
in experimental studies of corrosion [24] and superplasticity
[25].

Doni and Bleris [26] evaluated the geometric characteris-
tics of triple junctions composed of low � coincidence site
lattice (CSL) grain boundaries, and have shown that these
“special” triple junctions can be structurally characterized
through the symmetry of the CSL, that is, CSL displace-
ment shift complete (DSC) relaxations. Palumbo and Aust
[27] have shown that a one-dimensional periodicity along the
triple junction, arising through low-index planar continuity,
can be achieved when the sequence of crystallographic rota-
tions describing the junction can be represented about a low-
index axis. This coincident axial direction (CAD) approach
to the structural characterization of triple junctions is anal-
ogous to plane matching [28] and CAD [29] models of
interface structure. However, the one-dimensional period-
icity associated with the CAD model may be of greater
significance to linear triple junctions than to planar grain
boundaries. The CAD approach is considered the one-
dimensional limit to Bollmann’s three-dimensional disclina-
tion treatment of triple lines and is applicable when nodal
balancing of adjoining grain boundary dislocation arrays
cannot occur (U-lines).
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Cahn and Kalonji [30] have derived a triple-junction clas-
sification scheme that is independent of the character of the
adjoining interfaces, and based solely upon crystallographic
symmetry restrictions arising from the presence of adjoin-
ing junctions. Such a treatment may be of particular signifi-
cance to nanostructured materials where the mean distance
between adjacent triple junctions becomes very small.

In all models considered, it should be noted that increas-
ing randomness in global and local crystallographic texture
of the material would lead to an enhanced frequency of
occurrence of triple junctions possessing “defect” charac-
ter [31, 32]. Commonly applied nanocrystalline processing
methods (e.g., mechanical attrition, vapor condensation and
compaction, high current density pulse electroplating) would
be expected to yield such highly random distributions of
crystals.

2.3. Impurity Segregation

The problem of harmful impurity segregation to the nano-
crystalline interfaces is not thought to be a factor in their
properties, due to the impurity dilution associated with
typically about 1019 boundaries per cm3 [5]. For example,
by applying an equation developed for the intercrystalline
volume faction (i.e., cumulative volume fraction of grain
boundaries and triple junctions) (e.g. Fig. 1) [2], and assum-
ing complete segregation of bulk impurities, the maximum
grain boundary concentration attainable for a given aver-
age grain size is depicted in Figure 2 [33]. It is evident that
even with conventional material of high purity, for exam-
ple, 10 ppm total bulk impurities with 10 �m average grain
size, grain boundary solute concentrations can be greater
than 3 at %; decreasing the grain size of this material to
<30 nm results in a maximum grain boundary solute con-
centration of <0�01 at % [33]. However, it was concluded
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Figure 2. Solute dilution at grain boundaries from extreme reduction in
grain size. Reprinted with permission from [33], G. Plumbo and U. Erb,
MRS Bulletin 24, 27 (1999). © 1999, Materials Research Society.

that uncontaminated samples are required before definitive
information can be obtained regarding the nature of the
grain boundary structure in nanocrystalline materials such
as Cr [13]. Klement et al. [34] using energy dispersive X-ray
(EDX) measurements in a scanning transmission electron
microscope (STEM) determined the presence of S segre-
gation at intercrystalline defects in annealed nano Ni con-
taining 0.16 wt % S produced by electrodeposition [35].
Figure 3 shows the S concentration along and normal to a
grain boundary of initially 10 nm Ni annealed for 30 min
at 493 K. After this anneal, a dual-sized grain structure was
present: 10–20 nm grain size matrix and grains produced by
abnormal grain growth with a size from 50 to 130 nm. Along
the grain boundary of the larger grains, the S content fluc-
tuates (Fig. 3(a)), which may suggest a dependency on the
local grain boundary structure. Triple junctions are known
for their special properties compared with grain boundaries
and bulk materials [36], for example, preferred sites (sinks)
for solutes. This is evident at position “0” in Figure 3(a),
which was at a triple junction, showing higher S content
than at the grain boundary. Normal to the grain bound-
ary, Figure 3(b), a large difference in the S content within
the grains and directly at the grain boundary was detected.
The observed solute (S) segregation at grain boundaries and
triple lines may play a significant role in the properties of
nano materials, at least in the annealed condition.

3. INTERCRYSTALLINE DEFECTS AND
PROPERTIES OF NANOCRYSTALLINE
MATERIALS

3.1. General

In recent years, wide ranges of novel property measurements
have been attributed to the large interfacial volume fraction
in nanocrystalline materials. However, a number of these
novel properties were not strictly due to the increased inter-
crystalline volume fraction associated with the ultrafine grain
size, but rather to other secondary defects that were intro-
duced during synthesis. It is instructive, therefore, to con-
sider a nanostructured material as having two types of defect
structures. The first is the primary defect structure, which
is the set of grain boundaries, triple lines, and quadruple
nodes that form the ultra-fine interfacial network. The other
is a secondary defect structure, which may be composed of
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Figure 3. EDX measurements showing the S concentration (a) along
and (b) normal to a grain boundary in nanocrystalline Ni after annealing
at 493 K for 30 min [34].
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entrained porosity, residual amorphous regions, lattice dis-
locations, and extrinsic grain boundary dislocations.

The nature of the secondary defect structure is strongly
dependent on the synthesis method used to obtain the ultra-
fine intercrystalline network. For example, nanocrystalline
materials produced in powder form (through inert gas con-
densation, ball milling, etc.) followed by consolidation, can
have entrained porosity that significantly affects certain
materials properties [37]. While crystallization of amorphous
precursors, recrystallization following severe plastic defor-
mation, and electrodeposition, can all produce fully dense
nanostructures, the first two can also introduce relatively
extensive secondary defect structures. For example, amor-
phous grain boundary structures [38, 39] and residual amor-
phous regions [40] have been reported in nanocrystalline
materials produced from melt-spun precursors. For nano-
crystalline materials produced by severe plastic deforma-
tion, substantial extrinsic grain boundary dislocations and
a subgrain boundary network have been observed [41]. In
contrast, high resolution transmission electron microscopy
of electrodeposited nanocrystalline Ni and Ni-1.2 wt % P
showed very low densities of lattice dislocations, and the
grain boundary structures were found to be qualitatively
the same as those in conventional polycrystalline materials
[15]. Electrodeposition can produce nanostructured materi-
als, which are relatively unencumbered by such secondary
defect structures. This presents an opportunity to study
material properties that fundamentally scale with the dimen-
sions of the intercrystalline network.

In the present section, only those observations on prop-
erties of nanocrystalline materials will be discussed in rela-
tion to their primary defect structures. In considering the
intercrystalline region to consist of distinct grain boundary
and triple junction defects, the influence of these defects
on the bulk properties of nanocrystalline materials will
depend upon their relative volume fraction contributions
(e.g., Fig. 1) and on their specific structural and chemi-
cal character (Section 2). Several material properties are
significantly affected by changes in the scale of the inter-
facial network, while others remain essentially unchanged
[42]. Properties that depend strongly on the interactions of
grain boundaries with other microstructural defect struc-
tures (e.g., dislocations, vacancies, solute, second-phase par-
ticles, domain walls, etc.) are greatly influenced by the
decrease in grain size. Examples include hardness, yield and
tensile strength, and ductility [43]. In contrast, those mate-
rial properties that depend predominantly on the local bond
structure are relatively insensitive to changes in grain size
down to 10 nm. Examples include saturation magnetization,
heat capacity, thermal expansion, and Young’s modulus [43].

3.2. Thermal Stability and Grain Growth
in Nanocrystalline Materials

3.2.1. General
One of the most significant effects of the large volume frac-
tion of intercrystalline interfaces is the strong thermody-
namic potential for microstructural transformation through
grain growth. While there have been numerous studies, grain
growth in nanostructured materials is not well understood

at present. In part, this is due to the intrinsic difficulties
of studying nm-scale microstructural evolution. It is also
due to the complexities introduced by the interaction of
migrating grain boundaries and the secondary defect struc-
tures that were introduced during synthesis of the nm-scale
intercrystalline network. It is difficult, therefore, to draw
meaningful comparisons between grain growth observations
of nanocrystalline materials produced by different synthesis
methods [37].

Perhaps the most significant differences in secondary
defect structures are between those methods that produce
nanostructured powders requiring further consolidation and
those methods that produce fully dense nanostructures in
one processing step. For instance, entrained porosity has
been observed to have a considerable effect on the rate of
grain growth. Nanostructured TiO2 samples having similar
starting grain sizes, but different entrained porosity (∼25%
and ∼10%), were studied [44]. After comparable anneal-
ing treatments, the sample with the larger porosity had an
annealed grain size of ∼30 nm, while the sample with ∼10%
porosity had an annealed grain size of ∼500 nm. Signif-
icant differences have also been observed between nano-
structures that are both fully dense and fully crystalline, but
are produced by different synthesis methods. For example,
it was found [45] that the grain boundary diffusivity of nano-
structured nickel produced by severe plastic deformation
was several orders of magnitude higher than the diffusiv-
ity of nanostructured nickel produced by electrodeposition.
The difference was attributed to the presence of extrinsic
grain boundary dislocations that were formed during severe
plastic deformation.

It is relatively difficult, therefore, to directly compare
grain growth studies of nanostructured materials produced
by different synthesis methods because of the intrinsic dif-
ferences in the effects of the secondary defect structures
on grain boundary migration. By contrast, the class of elec-
trodeposited nanocrystalline materials is relatively unen-
cumbered by secondary defect structures such as porosity,
residual amorphous regions, and extrinsic grain boundary
dislocations and is, therefore, a good system to study the
thermodynamic effects of large volume fractions of internal
intercrystalline interfaces.

3.2.2. Thermal Stability
The thermal stability of nanostructured electrodeposits has
been most frequently studied by calorimetry. The enthalpy
release during grain growth is typically measured as a func-
tion of annealing temperature at a constant scan rate. In
the calorimetric (enthalpic) transformation signals for 20-nm
starting grain size nanocrystalline Ni [46] and Co [47], there
is a broad, low-energy exotherm followed by a main heat
release peak in both cases. This type of curve has been
reported in several studies of Ni [34, 46, 48–50], Ni-Fe alloys
[49], and Ni-1.9 wt % P [51]. A qualitatively similar transfor-
mation signal has also been obtained using in-situ electrical
resistivity measurements of electrodeposited nanocrystalline
Co, Ni, and Ni-Fe alloys during annealing [52].

Integrating the area under the thermal signals provides
the enthalpy released during grain growth. For the thermal
signals of Figure 4, this yields 15.8 J/g for Ni and 17.1 J/g
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ferential scanning calorimetry for 20 nm electrodeposits of Ni [46] and
Co [47]. Reprinted with permission from [64], G. Hibbard et al., Mat.
Sci. Forum 386–388, 387 (2002). © 2002, Trans. Tech.

for Co. If this enthalpy release is related to the reduction
in intercrystalline volume fraction during growth (requiring
a model of intercrystalline volume fraction as a function
of grain size e.g., [2]), then an average interfacial enthalpy
can be estimated. Using the heat releases reported in pre-
vious studies of electrodeposited nickel [34, 46, 48, 49],
values in the range of 0.6 to 1.2 J/m2 are obtained. The
excess interfacial enthalpy of nanostructured Co was found
to be similar—1.1 J/m2 [47]. The values for nickel corre-
spond well with the extrapolated value for grain boundary
energy (1.0 J/m2� determined from conventional polycrys-
talline nickel [53], and are not enhanced such as the 2.8 J/m2

value reported for 12-nm nanocrystalline Ni produced by
mechanical attrition [54].

The peak temperature, Tp, of the thermal signal has been
used both as a relative measure of stability and to obtain
the effective activation energy for grain growth, Q. Physi-
cally, the peak temperature indicates the point of maximal
heat release from the sample during the scan. From the
change in peak temperature with scanning rate, an activa-
tion energy can be obtained. Figure 5 shows a modified
Kissinger plot [55] for representative examples of Ni [46],
Ni-1.2 wt % P [15], Ni-20 wt % Fe [49], and Co [47]. In
general terms, those systems exhibiting higher peak temper-
atures during calorimetry are further to the left in Figure 5,
while those with higher activation energies have steeper
slopes. The activation energy for nanostructured nickel elec-
trodeposits has been obtained in several studies with val-
ues ranging from 1.20 eV to 1.46 eV. For polycrystalline Ni,
the activation energies for lattice and grain boundary self-
diffusion have been reported as 2.9 eV and 1.2 eV, respec-
tively [56]. This has led several studies to suggest that grain
growth in nanostructured nickel electrodeposits is controlled
by grain boundary self-diffusion [48, 49, 57].
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Figure 5. Modified Kissinger analysis for calorimetric studies of Ni [46],
Ni-1.2 wt % P [15], Ni-20 wt % Fe, [49] and Co [47]. Reprinted with
permission from [64], G. Hibbard et al., Mat. Sci. Forum 386–388, 387
(2002). © 2002, Trans. Tech.

A substantial increase in thermal stability can be obtained
by alloying nanostructured Ni electrodeposits with P. The
activation energy increases from ∼1.2–1.4 eV for nickel elec-
trodeposits to 2.25 eV [15] with 1.2 wt % P addition and
2.63 eV [51] with 1.9 wt % P addition. In addition, the
peak temperatures increase from ∼538–573 K for Ni to over
673 K with P additions. A similar increase in thermal stabil-
ity can be obtained by alloying nanostructured Ni electrode-
posits with Fe. The activation energy increases to 1.61 eV
[52] for Ni-10 wt % Fe and to 2.43 eV [52] or 2.53 eV [49]
for Ni-20 wt % Fe electrodeposits. Based on X-ray diffrac-
tion (XRD) of annealed structures, this trend of increasing
thermal stability with increasing Fe content was also seen for
nanostructured Pd-Fe electrodeposits [58, 59]. For Co elec-
trodeposits, the activation energies and peak temperatures
of grain growth were higher than for Ni electrodeposits. This
suggests the possibility that alloying nanostructured Co elec-
trodeposits with Fe or P may yield nanostructures with even
greater thermal stability than that obtained thus far with
Ni-Fe or Ni-P electrodeposits.

3.2.3. Grain Growth
A review of the suggested transformation mechanisms for
grain growth in nano materials reveals substantially less
agreement between studies than among the calorimetric
observations. Several methods have been used to study the
grain growth transformation mechanisms in nanostructured
electrodeposits. The most frequently used method has been
a decoupled annealing/characterization approach in which
growth mechanisms are inferred from quenched-in trans-
formed microstructures. A range of characterization tech-
niques, including transmission electron microscopy (TEM)
[15, 34, 46–48, 52, 57, 60–64], XRD [50, 51, 58, 59, 65],
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scanning electron microscopy (SEM) [52, 66], atom probe
field ion microscopy (APFIM) [51], and 3-dimensional atom
probe (3DAP) [67, 68] have been used. Transformation
mechanisms have also been inferred from in-situ annealing
experiments (i.e., coupled characterization and annealing)
using TEM [15, 60, 62], XRD [50], and electrical resistivity
measurements [52].

The most extensive observations of annealed microstruc-
tures have come from the nanocrystalline Ni system [34,
46, 48, 50, 52, 60, 61, 64, 66]. Direct TEM observation of
annealed Ni has shown a wide range of annealed microstruc-
tures and it is instructive to consider this range in some
detail. The first type was obtained during in-situ TEM
annealing at 573 K and resulted in a ∼30-nm stabilized
(through 20.5 h) nanostructure [60]. For isothermal anneal-
ing at temperatures below 573 K, a second type of annealed
structure with a nonuniform grain structure having grains
in the size range of ∼100 to ∼1000 nm embedded in a
nanocrystalline matrix, was obtained [34, 52]. For isothermal
annealing in the temperature range of 573 K to 693 K, a
third type was obtained, which had a uniform grain struc-
ture with mean grain size on the order of ∼500 nm [34,
57]. A fourth type, obtained by annealing at 773 K for 1 h,
had a nonuniform grain structure with 12- to 50-�m sized
grains having planar interfaces surrounded by submicron-
sized matrix grains [66]. A fifth type was obtained during
annealing at still higher temperatures (e.g., 873 K for 3 h)
and showed a uniform grain structure with grains in the size
range of ∼50 to 100 �m [52].

Taken individually, these disparate annealing structures
have implied distinct growth mechanisms, which may
become active over different temperature ranges. Indeed,
the following mechanisms have been suggested. A-Sherik
et al. [60] reported uniform growth followed by a stabiliza-
tion. It was also suggested that abnormal growth occurred
at lower annealing temperatures (less than 593 K) and that
normal growth occurred at higher annealing temperatures
[34]. A transition from abnormal growth to normal growth
with increasing scanning temperature was noted [48]. It was
also claimed that growth changed from normal to abnormal
with increasing annealing time at a constant temperature
[50]. Other work [52, 69] suggested that there was concur-
rent abnormal and normal grain growth.

A recent comprehensive study [64, 70] examined the
structural evolution of nanocrystalline Ni at 493 K, 593 K,
and 693 K over a period of annealing times ranging from
∼1 s to 432 ks (120 h). It has shown that the microstruc-
tural evolution during annealing of nanocrystalline Ni occurs
sequentially, through at least four distinct stages of growth,
and that these individual stages can explain the previ-
ously observed annealed nanocrystalline nickel structures.
An example of this multistaged grain growth is shown in
Figure 6, in which low magnification, bright-field TEM
images are shown of nanocrystalline Ni after annealing for
∼1 s, 3.6 ks (1 h), 39.6 ks (11 h), and 432 ks (120 h) at
693 K. Four distinct microstructures can be seen: a nonuni-
form annealed microstructure with 100 to 700 nm grains in
a nanocrystalline matrix (Fig. 6a); a uniform microstructure
with ∼500 nm grain size (Fig. 6b); a nonuniform microstruc-
ture with large grains of size ∼5 to 50 �m with planar growth

(a)
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Figure 6. Bright-field TEM images of 20 nm Ni after the following
annealing times at 693 K: ∼1 s (a), 3.6 ks (1 h) (b), 39.6 ks (11 h)
(c), and 432 ks (120 h) (d) [70]. Reprinted with permission from
[64], G. Hibbard et al., Mat. Sci. Forum 386–388, 387 (2002). © 2002,
Trans Tech.

interfaces (Fig. 6c); and a uniform microstructure with a
grain size of ∼50 �m (Fig. 6d).

Of the five types of annealed structures listed in the pre-
vious section, only the stabilized nanostructure (i.e., type 1)
was not observed during the microstructural evolution at
693 K. Indeed, there was no evidence of a stabilized nano-
structure at either of the other two annealing temperatures
(493 K and 593 K) through 120 h of annealing [70]. The
previous observations of a stabilized nanostructure [60] were
likely due to grain boundary pinning by the free surfaces
during in-situ TEM annealing.

During the first stage of growth, the nanocrystalline
matrix is consumed by a small fraction of the grains grow-
ing abnormally into the nanocrystalline matrix. There are
several dragging forces to consider in rationalizing this type
of growth behavior. First, nanostructured nickel electrode-
posits typically have sulfur impurities in the range of 100 to
1000 ppm due to bath additives [71]. However, sulfur may
not be the major dragging force at the outset of growth,
because of solute dilution from the large intercrystalline vol-
ume fraction [33]. In fact, 3DAP of nanostructured Ni in
the as-deposited condition has shown sulfur impurities to
be evenly distributed through the electrodeposit [67]. Other
dragging mechanisms may be of more significance at the
start of abnormal growth. In particular, it has been sug-
gested that triple line drag [e.g., 72, 73] and vacancy drag
[e.g., 74] may become increasingly important as the grain
size is reduced. Once growth has begun, however, it is
expected that solute pinning effects will increase in impor-
tance as the abnormal growth front consumes the matrix,
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collecting sulfur as it migrates. Indeed, significant sulfur
enrichment was observed at the interface between large
abnormally growing grains and the nanocrystalline matrix in
nanostructured nickel annealed for 30 min at 493 K using
HREM (e.g., see Fig. 3b [34]).

Perhaps one of the most dramatic effects of sulfur
segregation in a nanocrystalline material can be seen in
Figure 7. The characteristic feature of this late-stage abnor-
mal grain growth is the migration of planar interfaces
into a submicron, grain-sized matrix. EDX and STEM
of the planar interface region showed sulfur-rich, second-
phase precipitates that appeared to wet the interface
[70, 75]. Initiation of this second stage of abnormal grain
growth is likely linked to a redistribution of sulfur dur-
ing the prolonged period of uniform (second stage) growth
(Fig. 6b), during which the system approaches thermody-
namic equilibrium with respect to nickel-sulfide precipita-
tion and grain boundary, structure-dependent segregation
[70, 75].

3.3. Mechanical Properties

As expected, the plastic deformation behavior of nano-
crystalline materials is strongly dependent upon the interfa-
cial volume fraction. Much of the early work was concerned
with room temperature micro-hardness measurements (e.g.,
Fig. 8). This figure shows the results obtained for room tem-
perature Vickers hardness measurements of Ni-P electrode-
posits [76]. Also shown are the results on nanocrystalline Pd
and Cu produced by the inert gas condensation technique
[77]. Initial increases, followed by significant decreases in
hardness, are noted with decreasing grain size (d) in the
nanocrystal range of d ≤ 20 nm. The observed decreases in
hardness are contrary to the Hall–Petch behavior [78, 79]
and consistent with results reported elsewhere [80, 81]
for nanocrystalline materials. Others have only reported a
reduction in the Hall–Petch slope in the nanometer range
(e.g., [82]). Results of hardness and compressive yield stress
measurements on nanocrystalline Cu, made by inert gas con-
densation and compaction with grain sizes from about 20 nm
to 16 nm, suggest a deviation from linearity at the smallest
grain sizes measured [83]. However, Erb et al. [84, 85], in
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Figure 7. STEM micrograph of the planar abnormal growth interface
showing the wetting, sulfur-rich second phase at the interface between
the abnormal grain (left) and matrix grains (right). Also shown are
EDX spectra corresponding to positions 1 and 2 [70], Reprinted with
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an extensive study of electrodeposited Ni, found a strong
deviation from linearity below about 25 nm grain size and
a negative Hall–Petch slope between 11 nm and 6 nm, as
depicted in Figure 9.

Chokshi et al. [77] interpreted their results for Pd and Cu
seen in Figure 8 in terms of room temperature Coble creep,
arising from the disorder associated with large intercrys-
talline fractions. However, in one study [86], it appeared that
grain boundary diffusional creep is not an appreciable factor
in determining the room temperature mechanical behavior
of nanocrystalline Cu and Pd. Modified dislocation pile-up
theories involving small numbers of dislocations [87, 88] can
be used to explain the deviation behavior of the Hall–Petch
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Figure 9. Hardness of nanocrystalline Ni as a function of grain size
[84, 85].

relationship but not the negative slopes shown in Figures 8
and 9. A significant reduction in the Hall–Petch slope was
predicted to occur for the extreme case of only one disloca-
tion loop being expanded against the grain boundary obsta-
cle stress [89]. Scattergood and Koch [90] concluded from
their model that a continued drop in dislocation line tension
with decreasing grain size leads to a negative Hall–Petch
slope. Wang et al. [91] concluded that the dislocation pile-
up mechanism no longer applies to nanocrystalline materials
below a critical grain size, for example, about 10 nm for FCC
metals. In agreement with the latter conclusion, computer
simulation results [92, 93] indicate that no dislocation activ-
ity occurs below a critical grain size (of the order of 10 nm
for metals) and that plastic deformation then occurs entirely
by grain boundary sliding.

Using a two-component model of grain boundaries and
grains, Carsley et al. [94] calculated the hardness of nano-
crystalline metals as a function of grain size. They assumed
Hall–Petch behavior for the grains down to the finest grain
sizes, while the hardness of the assumed amorphous grain
boundaries was estimated from a relation between hardness
and shear modulus in the glassy state. The shear modulus of
the amorphous state is assumed to be about one-half of the
crystalline value. Using a simple rule of mixtures to obtain
the hardness of the two combined phases, their Hall–Petch
plot [94] agreed with some data for Ni [84, 95].

A composite model based upon geometric considera-
tions, in terms of the volume fraction of crystalline and
intercrystalline components, was proposed by Wang et al.
[91, 96] to evaluate the strength of nanocrystalline mate-
rials. It was shown that this model can be used for inter-
preting the various observations involving deviation from
the Hall–Petch relationship and a negative Hall–Petch slope.
In addition to grain boundaries and triple junctions, this
analysis also included quadruple nodes where triple lines
(usually four) are linked up [3]. The strength contributions

for grain boundaries (
gb), triple lines (
tl), and quadru-
ple nodes (
qn) was shown to have the following sequence
[96]: 
gb > 
tl > 
qn. The result of comparing the measured
yield strength of nanocrystalline Ni electrodeposits to the
composite model incorporating strength contributions from
grain boundaries, triple junctions, and quadruple nodes is
shown in Figure 10. The experimental yield strength data
not only fit the composite model reasonably well but also
show a behavior consistent with that of the hardness studies
of bulk nano Ni electrodeposits (e.g., Fig. 9).

It should be noted that the onset of decreasing strength,
that is, deviation from Hall–Petch behavior, in these systems
(Figs. 8, 9, and 10) occurs at grain sizes where triple lines
begin to comprise a significant fraction of the bulk specimen
volume (Fig. 8b). The observed phenomena are in general
agreement with the triple-line softening effects first reported
by Rabukhin [97], who investigated the effect of triple junc-
tions on the room-temperature tensile properties of conven-
tional polycrystalline wires (Al, Cu, W) having various grain
sizes. By electrochemical thinning of the wires to a diame-
ter less than the average grain size, triple junctions could be
eliminated from the microstructure. In all cases, an increase
in strength and decrease in ductility was noted on such a
transition from an equiaxed (with triple lines) to bamboo
grain structure (no triple lines). The grain size dependence
of the proof stress was found to obey the Hall–Petch rela-
tionship; however, at constant grain size, low values of proof
stress were always obtained with the equiaxed geometry.
Using a similar approach, Lehockey et al. [98] confirmed
triple-line softening effects in Ni.
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Figure 10. The result of fitting the yield strength of nanocrystalline
nickel electrodeposits to a composite model incorporating strength con-
tributions from grain boundaries (
gb), triple lines (
tl), and quadruple
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Wang et al. [96] also derived an analytical expression for
assessing the creep rate of nanocrystalline materials by a dif-
fusion mechanism, including triple line diffusion. The overall
creep rate is the sum of the creep rate due to lattice diffu-
sion, grain boundary diffusion, and triple line diffusion. It
was predicted that the creep rate due to triple line diffusion
will exhibit a stronger grain size dependence than that due
to grain boundary diffusion. For example, the contribution
of triple line diffusion to steady-state creep rate appears to
be the inverse of d4 (d = grain size), which is one order
of magnitude higher than grain boundary diffusion and two
orders higher than lattice diffusion in terms of grain size
dependence. In addition, the secondary creep rate is still
linearly proportional to the applied tensile stress, compared
to the dislocation mechanism in which the exponent of the
applied stress is usually greater than three.

It is evident from the work of Wang et al. [91, 96]
that at high stress levels, grain boundary sliding is the
major room temperature deformation mechanism in nano-
crystalline Ni electrodeposits. However, the contribution
from creep mechanisms through intercrystalline regions can
be significant for smaller grain size. A negative Hall–Petch
slope was observed when the grain size was below about
10 nm. It was suggested [96] that the deviation from the
Hall–Petch relationship can be attributed to a dynamic creep
process due to intercrystalline diffusion mechanisms.

Contrary to earlier measurements on nanocrystalline
materials prepared by consolidation of precursor powder
particles, [5, 86, 99] nanocrystalline nickel electrodeposits
showed little grain size dependence of Young’s modulus, at
least for grain sizes larger than about 10 nm [100]. This
result provides further support for the findings of Krstic
et al. [101] and Zugic et al. [102], which demonstrated that
the previously reported large reductions in modulus with
nanoprocessing were likely the result of high residual poros-
ity. Subsequent measurements [83, 103] on compacted nano-
crystalline metals with lower residual porosity confirmed
that the initially reported large reductions in Young’s mod-
ulus were indeed mainly the result of residual porosity.

Zhou et al. [104] recently measured Young’s modulus as
a function of grain size for grain sizes ranging from about
30 nm to less than 5 nm in nano Ni-P samples having fully
dense structure and constant P content (2 wt %). As shown
in the comparison between Young’s modulus and the inter-
facial volume fraction of Figure 11, a continuous decrease in
Young’s modulus at grain sizes below 30 nm was observed,
which is considered to be the result of all interface contribu-
tions. The large drop in Young’s modulus at a grain size of
4 nm is mainly due to the sharp increase of triple junction
volume fraction indicated in Figure 11. Using a simple com-
posite model, the Young’s moduli of the grain boundary and
triple junction components were determined to be 184 GPa
and 143 GPa, respectively [104]. In this same study [104],
nanoindentation measurements revealed a transition from
regular to a inverse Hall–Petch relationship with decreas-
ing grain size; this was explained in terms of triple junction
contributions.

With respect to the hardness curve for Ni-P shown in
Figure 8a, it should be noted that the grain size for the
smallest grain sizes (<3 nm) was derived from X-ray line
broadening measurements. However, the XRD scans for
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these particular samples resembled those typically obtained
for amorphous structures. These electrodeposits contained
increasing P content with decreasing grain size and it has
been previously shown [105, 106] that there is a smooth, but
not fully characterized, transition from the nanocrystalline to
the amorphous structure. The smooth decrease in hardness
through the nanocrystalline to the amorphous transition in
Figure 8a indicates that a common structural element may
be responsible for ductilization in both the nanocrystalline
and amorphous states. This transition coincides with the
region following the plateau in the grain boundary volume
fraction at a grain size of ∼3 nm (Fig. 8b) below which the
triple junction volume fractions assume relatively large val-
ues. Figure 12 schematically illustrates a limiting case for this
phenomenon [107]. When the mean grain size becomes very
small, individual atoms can be better represented as spher-
ical clusters of atoms. Under these conditions, the grain
boundary is shown by the point of contact between adjacent
spherical clusters, while the triple junction region assumes
a relatively large volume. Thus, the transition to the non-
nanocrystalline state is defined as the crystal (cluster) size,
where the ratio of triple junction to grain boundary vol-
ume fraction begins to approach infinite values [107]. It was

Grain Boundary

Crystal/Cluster

Triple Junction

Figure 12. Schematic representation of a postulated limiting grain size
for crystallinity, where the triple junction to grain boundary volume
fraction ratio approaches infinite values [107].
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suggested that the common structural element, which could
be responsible for the ductilization, is the disclination [76].

3.4. Physical Properties

3.4.1. Magnetic Properties
Many of the earlier studies on nanocrystalline materials have
reported that there is a large reduction in saturation mag-
netization (Ms) with increasing interfacial volume fraction
(i.e., decreasing grain size) [5, 108–111]. For example, a 40%
decrease in saturation magnetization for nano Fe (6 nm
grain size) was found compared to bulk �-Fe [5]. It was also
reported [112] that the spontaneous magnetization of nano
Gd samples was about 75% of the value for polycrystalline
Gd. All of these previous nano materials wee produced using
the gas condensation method, which yields materials with
high internal porosity that can provide large surface areas
for oxide formation after exposing the samples to air. In
contrast, Aus et al. [113] reported that the saturation mag-
netization of nanocrystalline Ni was not strongly dependent
on the grain size. In this study, the grain sizes of Ni var-
ied from 100 �m to 10 nm; for the Ni with the smallest
grain size, the observed saturation magnetization was only
10% less than conventional polycrystalline Ni. These results
were obtained on bulk nanocrystalline Ni produced by elec-
trodeposition and were explained in terms of the negligi-
ble porosity/oxide formation in this material. Other studies
[114–117] have generally confirmed the initial results of Aus
et al. [114]. Kisker et al. [118] presented results for gas-
condensed Ni, which showed the saturation magnetization to
be independent of grain size as long as the material was not
exposed to air. However, after exposure to air, Ms decreased
to about 80% of its original value.

Studies were conducted on the effect of structural
disorder introduced by grain boundaries, on the mag-
netic properties of nanocrystalline metals [119–121]. Grain
boundary configurations representing various degrees of dis-
order were generated using molecular dynamics simulations
with embedded atom potentials. These boundary configu-
rations ranged from �3 boundaries with minimum struc-
tural disorder through �5 and �13 special grain boundaries
of intermediate structural disorder to random amorphous
grain boundaries with maximum disorder. Electronic struc-
ture calculations were performed using the tight-binding lin-
ear muffin-tin orbital atomic-sphere-approximation method.
These calculations have shown that the magnetic moment is
rather insensitive to the degree of structural disorder associ-
ated with grain boundaries. Even when all the material was
amorphous, the average moment was found to be reduced
by only 15%. It was concluded that, for the case of nano-
crystalline Ni with a grain size of 10 nm at which the grain
boundary atoms comprise about 30% of the volume, the
overall effect of structural disorder on the average moment
is very small, in good agreement with the experimental data
reported by Aus et al. [113] for electrodeposited nickel.

Further experimental evidence and detailed calculations
for nanocrystalline Ni-Fe, Ni-P, Co, and Co-W [122, 123]
also indicate that the structural disorder introduced by grain
boundaries and triple junctions has an insignificant effect

on saturation magnetization compared with chemical dis-
order introduced by alloying additions. In addition, Tami-
moto et al. [124] have shown that the magnetization of fully
dense and highly pure nanocrystalline Fe (density increased
by explosive compaction) is almost the same as that of poly-
crystalline Fe. The grain boundaries in the high-density nano
metals are not so disordered as the “gas-like” state originally
proposed in the early days of nano materials [5, 6], and their
magnetic behavior is quite similar to that of conventional
grain boundaries in polycrystalline metals [124].

3.4.2. Electrical Properties
Grain boundaries have long been recognized to affect the
electrical properties of metals [125]. Conventional polycrys-
talline metals (grain size >1 �m) contain a relatively low
volume fraction of grain boundaries, and therefore their
influence on the electrical resistivity is only significant at low
temperatures [126–129]. For nanocrystalline materials (grain
size <100 nm), however, the grain boundary volume fraction
can increase to levels that are comparable to that of the crys-
talline component (e.g., Fig. 1) and thus the effects of the
grain boundaries quickly become a significant factor. Con-
sequently, an increase in the electrical resistivity of various
nanocrystalline materials has been reported even at room
temperature [5, 116, 130–132].

A comparison of results of electrical property measure-
ments performed on nanostructured materials produced by
different synthesis routes (e.g., gas condensation [5], elec-
trodeposition [116, 130, 132]) show very similar trends. In
most cases, the electrical resistivity was observed to increase
with decreasing grain size. For example, the room temper-
ature resistivity for Ni was increased from about 6 �� cm
at 100 �m grain size in fully annealed material, to about
22 �� cm at 11-nm grain size in electrodeposited material
[130]. This can be attributed to electron scattering at defects,
such as grain boundaries and triple junctions. In fact, a linear
relationship between excess resistivity—defined as the total
resistivity of the nanocrystalline material minus the resistiv-
ity of conventional polycrystalline material (100 �m grain
size) with negligible intercrystalline volume fraction—was
observed for nanocrystalline Ni of varying grain size [130].

A more comprehensive study [52, 133] has recently shown
that the contribution to the electrical resistivity from the
grain boundaries in nano Ni, Co, and Ni-Fe alloy varies lin-
early with the grain boundary area. It was also shown that
the grain boundary contribution can be quantified in terms
of a specific electrical resistivity. The specific grain bound-
ary resistivity (SGBR) for electrodeposited pure Ni and Co
at 295 K was found to be 2�82 × 10−6 �� cm2 and 3�26 ×
10−6 �� cm2, respectively. The SGBR values for electrode-
posited Ni with 16%, 31%, and 34% Fe were 3.01, 3.09,
and 2�99 × 10−6 �� cm2, respectively [52]. These SGBR
values for electrodeposited Ni, Co, and Ni-Fe alloy were
determined to be independent of temperature. The SGBR
values determined from measurements on nano materials
were similar to those previously determined for polycrys-
talline Cu, Al, and Al bicrystals [52, 133]. This indicates that
the structure of grain boundaries in nano materials is similar
to that in polycrystalline materials at least with respect to
electron scattering effects.
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3.5. Corrosion Properties

The corrosion behavior of nanocrystalline materials pro-
duced by crystallization of amorphous precursor materi-
als has shown both beneficial and detrimental effects (e.g.,
[134–139]). The conflicting results may largely be due to
the difficulty of correlating the complex microstructures and
chemical compositions of the crystallized-amorphous mate-
rials to the corrosion resistance. However, nanostructured
materials produced by electrodeposition have shown consid-
erable advances in the understanding of the role of primary
defect structures on the corrosion properties [140–145].

The corrosion behavior of nanocrystalline Ni has been
extensively studied using potentionstatic and potentiody-
namic polarizations in various corrosion environments: 2 N
H2SO4 solution (pH = 0), 30 wt % KOH solution (pH = 13),
and 3 wt % Na Cl solution (pH = 7) [140–143]. While the
overall corrosion rate in the passive region was somewhat
higher for nanocrystalline than polycrystalline Ni, localized
corrosion at grain boundaries and triple junction was found
to disappear with decreasing grain size [140, 141]. X-ray
photoelectron spectroscopy of the specimens polarized in
the passive region showed that the passive film formed on
the nanostructured specimen is more defective than that
formed on the polycrystalline specimen, while the thickness
of the passive layer was the same on both specimens [146].
This higher defective film on the nanocrystalline specimen
allows for a more uniform breakdown of the passive film,
which in turn leads to a more uniform corrosion. In con-
trast, as shown previously [24, 147], in coarse-grained Ni the
breakdown of the passive film occurs first at the triple junc-
tions and grain boundaries rather than the crystal surface,
leading to a preferential attack at these defects.

Similar observations were made for the corrosion behav-
ior in HCl of nanocrystalline 304 stainless steel (grain size
25 nm) produced by sputtering [148]. The reduced suscepti-
bility to localized corrosion was attributed to the fine-grained
microstructure, which allowed for a uniform distribution of
Cl− ions. Further tests, (American Society for Testing and
Materials (ASTM) G28-susceptibility to intergranular attack;
ASTM G35, G36, and G44-susceptibility to stress corrosion
cracking) have shown that nanostructured Ni is intrinsically
resistant to intergranular attack and intercrystalline stress
corrosion cracking [144]. The material was also found to
be resistant to pitting attack and only slightly susceptible to
crevice corrosion (ASTM G 48) [144].

Potentiodynamic polarization in conjunction with energy
dispersive X-ray spectroscopy was used to investigate the
role of sulfur on the passivation behavior of nanocrystalline
Ni with an average grain size of about 30 nm and a sulphur
content of about 1080 ppm [149]. Several of the as-deposited
nano Ni samples were annealed at 1223 K for 15 min in
order to obtain polycrystalline Ni through grain growth with
the same overall sulfur content as in nano Ni. In addition
to extensive grain growth, this anneal also resulted in sulfur
segregation to grain boundaries and subsequent formation
of grain boundary precipitates. In 0.25 M Na2SO4 solution
(pH = 6�5), the presence of 1080 ppm sulfur reduced the
passivity of both as-plated and annealed nano Ni, as com-
pared to polycrystalline Ni 200 (<100 ppm S). However,
even at such a high concentration of sulfur, as-plated
nano Ni is highly resistant to localized corrosion while the

annealed polycrystalline counterpart with the same sulfur
content resulted in highly localized attack with grain drop-
ping. This is demonstrated in Figure 13. For the annealed
nanocrystalline Ni, the localized grain boundary corrosion
penetrated as deep as 130 �m into the sample, which
resulted in “grain dropping” in some areas. However, in
the case of nanocrystalline Ni, the corrosion attack due to
uniformly distributed surface pitting is very shallow, usu-
ally less than 2 �m in depth. At higher pH (pH = 11�5,
1 vol% NH4OH solution), both as-plated and annealed
nanocrystalline Ni with 1080 ppm sulfur displayed pas-
sive behavior comparable to that of conventional polycrys-
talline Ni 200. However, the passive current density for the
annealed nano Ni was approximately one order of mag-
nitude higher and localized grain boundary/triple junction
attack on Ni sulfide precipitates was observed.

Uniform surface dissolution was observed in electrode-
posited nanocrystalline Co, grain size 12 nm, (containing
440 ppm S and 290 ppm C) after potentiodynamic polariza-
tion in a deaerated 0.25 M Na2SO4 solution at pH of 6.5
[150]. Uniform metal dissolution can be expected when it is
assumed that the S impurities are evenly dispersed through-
out the nanocrystalline structure, similar to what has been
observed in a 3-D atom probe study by Warren et al. [67]
in electrodeposited nanocrystalline Ni containing 550 ppm
(by weight) of S. However, the surface of annealed nano-
crystalline Co, (average grain size 10 �m) and containing
the same total amount of impurities as the electrodeposited
nanocrystalline Co, showed considerable preferential attack
along the grain boundaries [150], where segregation of S
would be expected after the anneal (15 min at 1223 K) [34].
The results of these studies [149, 150] support the previous
considerations (Fig. 2 [33]) that solute dilution by nano pro-
cessing can be used as an effective method to improve the
overall intergranular degradation resistance.

3.6. Hydrogen Diffusion and Activity

The dependence of diffusion or local atomic jumps of hydro-
gen on the hydrogen concentration may be used as a local
probe to obtain information on the spectra of available trap-
ping sites in interfaces. The spectrum of hydrogen sites in

30 µm

30 µm 30 µm

30 µm

Figure 13. Surface (top) and cross-sectional (bottom) corrosion mor-
phologies of nickel containing 1080 ppm sulfur. Left-annealed nano-
crystalline Ni (1223 K for 15 min); right-as-plated nanocrystalline Ni
[149].
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the interfaces of nano Pd, prepared by gas condensation and
compaction, appears to differ from that in amorphous alloys,
for example, amorphous Pd83Si17 [151]. For example, the
energy distribution of the hydrogen sites, as deduced from
the variation of hydrogen diffusivity with concentration, is
enhanced by about 30% compared to amorphous Pd83Si17.
However, the hydrogen diffusivity in nano Pd at low hydro-
gen concentrations with respect to that in the crystalline
state is more greatly reduced than in amorphous Pd83Si17
[151]. This indicates that the interfacial traps in the nano Pd
have higher binding energies than in amorphous alloys. As
was concluded in [152], this behavior is in contrast to that
observed in nanocrystalline alloys prepared by crystalliza-
tion from the amorphous state, and fits the different inter-
face structures found for cluster-compacted nano metals and
crystallized alloys by means of positron lifetime spectroscopy
[153, 154]. It should be noted in this regard that a study [124]
using explosion densified nanocrystalline Fe (density >95%
of theoretical value) indicated that the self-diffusivity was
close to that for conventional polycrystalline grain boundary
diffusion expected from the extrapolation of high tempera-
ture data. It was concluded that the grain boundary structure
of high-density nano metals is similar to that of conventional
grain boundaries in coarse-grained metals [124]. In another
study [155], a misorientation dependence of grain boundary
diffusion of Ni in nanocrystalline thin films of nickel silicide
(grain size 40–60 nm) was observed. Again, it was concluded
that “the grain boundaries in our samples are well structured
and do not consist of an amorphous phase” [155].

The transport behavior of hydrogen in electrodeposited
nanocrystalline Ni foil (average grain size of 17 nm) at 293 K
was determined using an electrochemical double cell [156].
Figure 14 shows a typical hydrogen permeation curve, where
the anodic exit current density is plotted as a function of
cathodic charging time. Three distinct breakthrough events
are evident, as indicated by the arrows in Figure 14. On
the basis of determined diffusivities, permeation flux val-
ues, and area (volume) fraction considerations [156], these
breakthrough events were considered to be due to hydrogen
transport through distinct triple junction, grain boundary,
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Figure 14. Anodic exit current density as a function of cathodic charg-
ing time at 0.1 mA/cm2 for nanocrystalline Ni (17-nm grain size) foil of
0.17-mm thickness. Reprinted with permission from [156], G. Palumbo
et al., Scripta Met. Mater., 25, 679 (1991). © 1991, Elsevier Science.

and lattice paths, respectively. The triple junction diffusivity
was determined to be approximately three times faster than
grain boundary diffusivity and 70 times faster than lattice
diffusion. Other studies [157] have also shown that diffu-
sive transport occurs at a considerably faster rate through
the triple junctions than along the adjoining grain bound-
aries. These results provide support for the defect character
of triple junctions. Furthermore, the existence of a “mea-
surable” triple junction diffusivity in nanocrystalline Ni indi-
cates the importance of triple junction defects in the bulk
properties of nanocrystalline materials.

Nanocrystalline Ni electrodeposits having an average
grain size of 20 nm are also observed to display higher elec-
trocatalytic behavior when compared to cold worked, fine
grained, and fully annealed reference structures, with regard
to the hydrogen evolution reaction (HER) for alkaline water
electrolysis at room temperature [158]. The enhanced HER
kinetics are considered to be the direct result of the high
area fraction of grain boundaries, and to some extent, triple
junctions which intersect the free surface of the electrode.
It has been also shown [159] that the HER kinetics can
be further enhanced by alloying nanocrystalline Ni with
molybdenum.

An additional study [158] into the transport behavior of
hydrogen in nickel as determined by an electrolytic-charging
technique revealed that substantial increases in hydrogen
diffusivity and capacity are obtained when Ni is in nano-
crystalline form. Figure 15 illustrates three representative
permeation transients corresponding to hydrogen transport
through nanocrystalline (20 nm), fine-grained (1 �m), and
single-crystal Ni foils of 140-�m thickness. Detection of per-
meated hydrogen in the Ni bielectrodes of identical thick-
ness is observed in the following order: (1) nanocrystalline,
(2) fine grained, and (3) single crystal structures. In addition,
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the apparent concentration of hydrogen in the 20-nm grain
size sample is found to be about 60 times greater than that
of the single crystal structure with regard to the perme-
ation transients shown in Figure 15. The increased hydrogen
diffusivity and capacity are attributed to the high intercrys-
talline content, which provides: (1) a high density of short
circuit diffusion paths, and (2) large free volumes to which
increased segregation of hydrogen can occur.

Permeation experiments were also conducted in a dou-
ble chamber, ultra-high vacuum system separated by a test
nickel specimen [160]. Hydrogen permeabilities and dif-
fusivities through microcrystalline and nanocrystalline Ni
were measured in the temperature range of 303 K to
473 K. Steady-state permeability measurements indicate that
nanocrystalline Ni (average grain size of 78 nm) displays
enhanced permeability below 323 K (e.g., a factor of six at
303 K), as compared to the microcrystalline Ni (average
grain size of 3 �m). Also, diffusivity measurements in com-
bination with hydrogen trapping site density measurements
suggest that there are more intercrystalline hydrogen trap-
ping sites in the nanocrystalline Ni.

4. GRAIN BOUNDARY ENGINEERED
NANOSTRUCTURES

Grain boundary engineering involves the deliberate control
of both the (1) density and (2) types of grain boundaries in
a polycrystalline aggregate in a effort to improve the overall
mechanical, physical, and chemical properties of materials.
In recent years, grain boundary engineering has emerged as
an effective method which can alleviate intergranular degra-
dation concerns in many polycrystalline metals, alloys, and
metal matrix composites [161, 162]. As discussed in Sec-
tion 3, the primary grain boundary engineering concept as
applied to nanocrystals was the consideration of the grain
and triple junction volume fraction enhancement by grain
size reduction. In addition to these geometric considera-
tions, solute segregation to grain boundaries must also be
considered a major cause of cracking and corrosion suscepti-
bility in many materials. Despite attempts at “cleaner” melt-
ing, casting, and fabrication processes, even small residual
impurity contents (i.e., ppm range) can represent large grain
boundary concentrations owing to large enrichment factors
[36]. Structurally ordered “special” low � boundaries are
less prone to solute segregation and their increased popula-
tion in materials can provide significant resistance to solute
segregation. However, even more substantive improvements
may be attainable by using nanocrystalline materials. As was
discussed in Section 2 and depicted in Figure 2, nano pro-
cessing may be applied to allow for greater tolerance of
prevalent impurity levels [33]. In addition, the grain bound-
aries in these ultra-fine grained materials likely represent
the “cleanest” grain boundaries ever produced, thus pro-
viding large potential for significantly enhanced intergranu-
lar degradation resistance. This subject is discussed in more
detail in [163].

The structure-property relationships presented in Sec-
tion 3 were mainly for nanostructures with little con-
sideration of the second concept of grain boundary
engineering—the types or structures of grain boundaries,
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that is, the grain boundary character distribution. For
conventional polycrystalline materials, the optimization of
boundary character distribution to achieve a high population
of low � CSL boundaries has recently emerged as a techni-
cally viable and cost-effective means of achieving significant
performance improvements (e.g., enhanced ductility, creep
resistance, fracture resistance, corrosion resistance) in prac-
tical engineering materials [164]. For polycrystalline mate-
rials, it has been shown that mobility differences between
low � and general grain boundaries during grain growth can
be used to optimize conventional metallurgical thermome-
chanical processes in order to achieve significant increases
in the population of low � CSL boundaries [165]. In order
to assess the possibility to achieve high frequencies of spe-
cial boundaries in nanocrystalline materials by annealing,
a series of experiments have been conducted on nano-
crystalline Ni-15 wt % Fe having an initial average grain size
of 30 nm. Specimens were annealed at 873 K for annealing
times in the range of 5 s to 900 s and subsequently analyzed
by electron backscatter diffraction [165]. Initial results from
this analysis as shown in Figure 16 are encouraging. The
low � CSL population is found to increase with increasing
grain size in the range of 150 nm to 300 nm and then sub-
sequently decrease with increasing grain size in the range
300 nm to 7 �m. These measurements must be extended
to grain sizes below 100 nm and with other nanocrystalline
materials to evaluate the effect of optimized grain bound-
ary character distribution in nanocrystals on the materials
performance. Post-deposition annealing of nanostructured
electrodeposits has been proposed [162] as a means of opti-
mizing grain boundary character distributions, which could
result in further property improvements of these materials.

5. SUMMARY
Experimental results are discussed concerning the influence
of primary intercrystalline defects, that is, grain boundaries
and triple junctions, on the properties of nanocrystalline
materials. The properties considered are largely based
on nanostructured materials relatively free of secondary
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defects introduced during synthesis, such as porosity, resid-
ual amorphous regions, lattice dislocations, and extrinsic
grain boundary dislocations. These property studies include
thermal stability and grain growth, mechanical, physical, cor-
rosion, hydrogen diffusion, and activity.

For nanocrystalline materials having grain sizes above
about 10–20 nm, grain boundaries play a dominant role, for
example, increased strength and electrical resistivity, resis-
tance to intergranular degradation, enhanced hydrogen dif-
fusivity, and enhanced electrocatalytic behavior. At smaller
grain sizes, triple junctions appear to exert a stronger influ-
ence, as in softening effects observed in measurements of
hardness, yield strength, and Young’s modulus.

In addition to some high-resolution electron microscopy
and diffraction studies, property measurements such as grain
boundary energy and diffusivity, grain growth, magnetic
behavior, and specific grain boundary resistivity support the
view of ordered grain boundary structures in nanocrystalline
materials, similar to those in polycrystalline materials. The
presence of low angle (�1) and twin (�3) boundaries has
been observed in materials having <100 nm grain size and
� ≤ 29 boundaries found for larger grain sizes. Further
enhancement of the properties of nanostructured materials
is, therefore, possible by optimization of the grain boundary
character distribution.

GLOSSARY
Abnormal grain growth Movement of grain boundaries by
diffusion in which a bimodal grain size distribution usually
emerges as some grains became very large at the expense of
small grains.
Activation energy The energy required to cause a specific
reaction to occur. In diffusion-related processes, the activa-
tion energy is related to the energy required to move an
atom from one lattice site to another.
Amorphous materials Materials that have no regular
repetitive arrangement of atoms in a solid which extends
over a very large distance.
Creep rate The rate at which a material deforms when a
stress is applied usually at a high temperature.
Grain boundaries Regions between grains or crystals of a
polycrystalline or nanocrystalline material. The grain has a
different orientation on either side of the grain boundary.
Hall–petch behavior A specific relationship between yield
strength or hardness and grain size in a metallic material.
Impurity segregation Increased concentration of elements
at structural defects in the material, such as at grain bound-
aries and triple junctions. The impurities often originate
from processing or raw materials and usually have a delete-
rious effect on the properties or processing of a material.
Interfacial effects Influence of grain boundaries and triple
junctions (i.e. intersection of three or more grain bound-
aries) on properties such as mechanical, physical, and
chemical.
Intergranular corrosion Corrosion at grain boundaries
due to local galvanic cells produced by grain boundary
energy, segregation, or precipitation.

Nanostructure Structure of a material at a nano-scale, i.e.
length-scale 1–100 nm.
Saturation magnetization All the magnetic moments have
been aligned by the magnetic field producing the maximum
magnetization.
Twin boundary A surface defect across which there is a
mirror image misorientation of the crystal structure.
Young’s modulus The slope of the linear part of a stress-
strain curve in the elastic region.
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1. INTRODUCTION
Ion implantation can trace its roots back to the Manhattan
project of the 1940’s and the development of the world’s first
atomic bombs. At the heart of the ion implanter is the mass
analyzer, which was developed during the Manhattan project
as a means of separating the different uranium isotopes.

Ion implantation involves the formation of a plasma using
either a gaseous, solid, or occasionally liquid source con-
taining the isotope which is to be implanted. Ions (usually
positively charged) are then extracted from the plasma and
accelerated to the desired energy (from several hundred eV
to MeVs). The mass analyzer then selects the desired iso-
tope, which is then implanted into a target. The beam is
either electrostatically scanned over a single target, or a
number of targets are mechanically scanned in front of the
ion beam. Ion implantation is used in a number of applica-
tions, namely,

• semiconductor doping,
• synthesis of compound layers,
• materials modification,
• understanding the effects of radiation on living tissue.

This chapter deals primarily with nanostructures formed
in semiconductor and semiconductor-related structures
using ion implantation. It then proceeds to examine emerg-
ing fields of research where materials as diverse as super-
conductors and living cells are beginning to be probed and
modified using ion implantation techniques.

2. ION IMPLANTATION
IN SEMICONDUCTORS

2.1. Introduction

Different regions of semiconductor devices conduct via elec-
trons or positive holes, with the dominant conducting species
being termed the majority carrier and the lesser the minority
carrier. In order to make a region of a semiconductor
electron or hole rich, impurity atoms have to be intro-
duced into the semiconductor lattice. These impurities can
either donate electrons (e.g., arsenic (As), phosphorous (P),
or antimony (Sb) in silicon (Si)) or accept electrons and
thereby create positive holes (e.g., boron (B) in silicon (Si)).
These impurity atoms are called dopants.

At least two ion implantation steps are used in the manu-
facture of over 99% of silicon chips and many semiconduc-
tor fabrication processes use more implantation steps. Ion
implantation is used because of the controllability and preci-
sion it affords in placing the desired dopant at the required
location within the semiconductor device.

The depth at which an implanted dopant comes to rest
beneath the surface of the semiconductor is dependent on:

• mass of the dopant ion,
• energy of dopant ion,
• mass of the target atoms,
• implantation angle,
• orientation of the target,
• implantation temperature.

The processes responsible for slowing down the incoming
dopant atom within the target are termed electronic and
nuclear stopping.

Electronic stopping occurs via the excitation of the target
electrons by the incoming dopant atom. It is an inelastic
process and can be likened to the viscous drag experienced
by a ball bearing when dropped into a jar of syrup.

Nuclear stopping, as the name suggests, is the slowing
down of the incoming atom through elastic “collisions”
between the incoming dopant atom and the target nuclei.
These collisions can be described by classical Newtonian
mechanics and can be likened to the collisions experienced
by snooker balls.
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The peak in the nuclear stopping occurs when the energy
of the ion in keV is approximately equal to the atomic mass
of the ion, so for boron (B), this is ∼11 keV, for arsenic (As)
∼75 keV, and for phosphorous (P) ∼31 keV. Electronic stop-
ping becomes the predominant mechanism at about twice
this value, with the peak in electronic stopping occurring
when the energy in MeV is approximately equal to the mass
of the ion, that is, ∼11 MeV for boron, ∼75 MeV for arsenic
(As), and ∼31 MeV for phosphorous (P). Obviously, where
each atom comes to rest, is a statistical process with some
atoms coming to rest close to the surface while others come
to rest at depth [1] (Fig. 1).

During the nuclear stopping process, target atoms can be
given sufficient energy (10–20 eV) to displace them from
their lattice sites and they in turn can displace other target
atoms. Thus, in the region where nuclear stopping predom-
inates the track of the incoming dopant atom is surrounded
by the tracks of recoiling target atoms—termed the collision
cascade (Fig. 2). For heavy ions (e.g., As, Sb) in a target
such as silicon, the collision cascade is dense and starts close
to the surface (Figs. 2c and 2d). For lighter ions (e.g., B
Fig. 2a and P Fig. 2b), the collision cascade contains far
fewer recoils, occurs close to the end of range, and is fairly
diffuse. The damage produced during implantation is in the
form of vacancies and interstitials, which can form defect
clusters, dislocation clusters, and even extended defects as
the implant progresses. When adjacent collision cascades
overlap, the local energy within the system can be sufficient
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Figure 1. Simulation of 80 keV B implantation into silicon, showing
individual ion paths and depth distribution of implanted B atoms.
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Figure 2. Simulated collision cascades from different elements
implanted into silicon: (a) B; (b) P; (c) As; and (d) Sb.

to facilitate a local crystalline → amorphous phase transfor-
mation and if the dose is increased still further, an amor-
phous layer can be produced.

Annealing subsequent to implantation is used to activate
the implanted dopant atoms by placing them on substitu-
tional lattice sites. Annealing is also used to remove, as
far as is possible, the residual radiation damage resulting
from implantation and to regrow regions that have been
amorphized.

Doping, as mentioned previously, is used to modify
the electrical properties of a semiconductor. However, by
increasing the dose of implanted ions, it is possible to syn-
thesize another compound within the target substrate. This
often occurs at temperatures well below those required
for conventional equilibrium growth. This phenomenon is
thought to occur because some of the bonds within the tar-
get lattice have been broken by the incoming ion, and as
the energetic reactants are intimately mixed the reaction
can proceed immediately. Subsequent to implantation, the
structure is normally annealed to remove as much of the
implantation-induced damage as possible and to redistribute
the implanted species. The process of ion beam synthesis
(IBS) is shown schematically in Figure 3.

The size of the synthesized precipitates fabricated by IBS
depends on:

• the implanted dose
• the implanted energy
• the number of nucleation sites available
• the implantation temperature
• annealing temperature and time

Before going on to look at the formation of ion-implanted
nanostructures, it is pertinent to consider the mechanisms
by which they nucleate and grow.

2.2. Precipitate Nucleation and Growth

The nucleation of ion beam synthesized phases depends
on the implanted ion and the substrate material. The
first step in the nucleation of the synthesized phase is
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Figure 3. Schematic showing the process of ion beam synthesis.

thought to be via the occupation of interstitial sites by the
implanted atom [2]. Extended X-ray absorption fine struc-
ture (EXAFS) studies [3] on the early stages of CoSi2
synthesis indicates the presence of CoSi8 cores, which subse-
quently grow into CoSi2 precipitates with the eightfold coor-
dination of the nuclei reflected in the CaF2 structure of the
CoSi2 phase.

The growth of the precipitates during implantation and
the subsequent annealing phase is governed by ther-
mally induced precipitate coarsening (Oswald ripening), the
local concentration of the implanted atoms, and diffusion.
Consider a system in which the concentration of solute
(implanted atoms) remains constant. Then at a given tem-
perature, T , if the solute concentration exceeds the solid
solubility limit of the matrix, discrete precipitates of either
a pure solute phase or a solute-matrix compound will form.
If TE is defined as the equilibrium temperature at which all
the solute is in solid solution with the matrix, then providing
the solid solubility decreases with temperature, when T <
TE precipitates will form. The degree of solute supersatura-
tion is proportional to TE − T . If rc is the critical radius of
a precipitate at an annealing temperature TA, then precipi-
tates with radii equal or greater than rc will be stable at TA,
whereas those with smaller radii will be unstable and will
dissolve. As TA increases, rc increases and the solute atoms
released by the dissolution of the smaller unstable precip-
itates migrate to larger stable precipitates. As an implant
profile roughly corresponds to a gaussian, the largest precip-
itates are found at the peak and the smallest in the wings.
Thus, during annealing, as the temperature rises, the larger
precipitates at the peak appear to suck in solute atoms from
the wings. This is shown schematically in Figure 4.

The following sections examine specific examples of
ion-beam synthesized nanostructures for a number of
applications.

2.3. Light Emission from Silicon

The development of silicon-based, integrated circuit technol-
ogy has more or less followed Moore’s law for the past three
decades. Moore’s law was developed by Gordon Moore, one
of the cofounders of Intel in 1965, states that “the number of
transistors that can be placed on the same area of a micropro-
cessor doubles every eighteen months.” As silicon chips have

Critical Radius

As implanted

Anneal

Increasing anneal temperature

Anneal

As temperature increases the critical radius of a precipitate increases

Figure 4. Schematic showing how the critical radius of the ion beam
synthesized precipitates increases with increasing anneal temperature.

become smaller and faster, the feature size has decreased
such that device technology nodes are now measured in
nm. In 2002, Intel demonstrated fully functional chips using
90-nm node technology with 330 million transistors incorpo-
rated onto a single chip. It is true to say that ion-implanted
nanostructures are already part of our everyday life.

The point is now being reached, however, where the delay
time in the devices and interconnects, means that further
miniaturization and increases in packing density are pos-
ing severe technological problems and are not yielding the
increases in circuit speed required for the next generation
of integrated circuits. One route to further improvements
would be to utilize light rather than electrons for on-chip
data transfer. Significant research into silicon-based opto-
electronics has, therefore, been undertaken over the past
10–15 years to see whether conventional silicon circuit com-
ponents can be integrated with optical components on a sin-
gle chip. This research interest is not surprising given the
potential impact such a technology would have on the com-
puter and communications industries—especially if it were
compatible with ultra large scale integration (ULSI) process-
ing and integrated with optical fibers. With respect to the
latter, the 1.5 �m wavelength is of particular interest, as this
corresponds to the wavelength window preferred for optical
communication systems. However, the indirect nature of the
bandgap in silicon would at first sight appear to preclude this
as a possibility. Thus, the search has been to find a method
of achieving optical emitters, waveguides, and detectors in
silicon. Several alternatives have been tried; at present, some
of the most promising utilize ion-implanted nanostructures.

2.4. Ion Beam Synthesis in Silicon

Before going on to look at light-emitting, silicon nano-
structures, it is important to look at the development of ion
beam synthesis. During the 1980’s, it had been shown [4,
5] that when high doses (typically 1�8 × 1018 O+ cm−2	 of
energetic (typically 200 eV) oxygen ions were implanted
into silicon at elevated temperatures (∼600 �C), a buried
dielectric layer some 3000 Å thick was formed beneath a
single crystal silicon overlayer (2000 Å thick). These struc-
tures termed separation by implanted oxygen (SIMOX) [6]
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could be processed like conventional silicon but had the
additional advantages that devices fabricated on them were
much more tolerant to ionizing radiation and much less
prone to parasitic transistor action between adjacent devices
(latch-up). Early device characteristics were, however, infe-
rior to those in conventional silicon because of residual
defects and SiO2 precipitates in the silicon overlayer (Fig. 5).
The breakthrough came in 1986 [7, 8] when higher anneal-
ing temperatures were used. Before this the maximum
annealing temperature had been 1200 �C, but by increasing
this annealing temperature to 1300 �C for 6 h or 1405 �C
for 30 min, the SiO2 precipitates and the defects in the sil-
icon overlayer were almost entirely removed (Fig. 6). The
evolution of the SIMOX structure with annealing temper-
ature is a good illustration of thermally induced precipi-
tate growth and dissolution. By 1300 �C, the buried oxide
layer is the only stable precipitate and all of the implanted
oxygen tends to segregate towards it. Device characteristics
from SIMOX structures annealed at ≥1300 �C showed sig-
nificant improvements over those annealed at lower temper-
atures and by the late 1980’s commercial implanters [9] had
been produced for the fabrication of SIMOX wafers. More
recently, SIMOX and other silicon on insulator (SOI) sub-
strates have been used to enable further reductions in the
feature size of complementary metal oxide semiconductor
(CMOS) devices, enabling higher speeds and lower power
consumption to be realized.

The success of SIMOX technology encouraged research in
other types of ion beam synthesis, particularly in silicon. In
1987, White et al. [10] at AT&T Bell Laboratories reported
the successful fabrication of hetero-epitaxial CoSi2 in sili-
con. The ion beam synthesized CoSi2 was found to have a
very low resistivity [11] (12 �
 cm) and was seen as having
applications in novel hot electron devices, vertical devices,
and high-speed interconnects. Discrete wires [12], dots, and
buried structures [13] have all been fabricated using IBS
CoSi2. Other metallic silicides were also synthesized using
ion beams. These included NiSi2 [14], CrSi2 [15], YSi2 [16],
ErSi [17, 18], HfSi2 [19] and WSi2 [20]. Apart from the con-
ducting silicides, semiconducting materials such as SiC [21]
were also investigated. In the early 1990’s, interest turned to
IBS of semiconducting �FeSi2.
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Figure 5. SIMOX structure implanted at 1�8 × 1018 O cm−2 200 keV
and annealed at 1150 �C 2 h.
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Figure 6. SIMOX structure implanted at 1�7 × 1018 O cm−2 200 keV
and annealed at 1300 �C 2 h.

2.5. Light-Emitting �FeSi2
�FeSi2 was of interest as it is a semiconductor with a
bandgap of 0.87 eV. If it has a direct bandgap, then it has
the potential to emit light at 1.5 �m, which would make it
compatible with optical fiber technology and facilitate the
integration of electronic and optoelectronic components on
a single chip. The potential impact of such a technology
on the computer and communications industries would be
enormous and thus significant research has been devoted to
investigating the materials—optical and electronic proper-
ties of �FeSi2—over the past 10 years.

There has been some debate in the literature about the
nature of the bandgap in �FeSi2. Band structure calcula-
tions [22, 23] predicted a direct energy gap of approximately
0.85 eV and an indirect energy gap at slightly lower ener-
gies. Some experimental observations [24–27] had concluded
that the bandgap was indirect, while other experimental
results [28–33] indicated a direct bandgap of 0.87–0.89 eV.
The reason for this apparent discrepancy was attributed by
some to the presence of defects in the surrounding silicon,
in particular the D1 dislocation related line (0.81 eV) [34].
It was claimed the observed photoluminescence originated
from these defects rather than from the �FeSi2 itself. Obvi-
ously, if �FeSi2 was to be seriously considered as a good
candidate for optoelectronic devices, this particular contro-
versy had to be resolved.

In 1997, Leong et al. [33] published results on an electro-
luminescent device operating at 1.5 �m, in which a layer of
�FeSi2 precipitates had been fabricated by IBS above a sili-
con p-n junction. More recent theoretical studies by Miglio
and Meregalli [35, 36] have concluded that the extreme sen-
sitivity of the electronic bands to lattice deformation and the
strong electron phonon coupling may account for the dif-
ferent experimental observations. They concluded that the
growth conditions may be critical in determining whether
the �FeSi2, has a direct or an indirect bandgap.

To date, two methods [33, 37, 38] have been successfully
employed to achieve room temperature electroluminescence
(albeit rather weak) from silicon-based structures incorpo-
rating nano-precipitates of �FeSi2. These are:

2.5.1. Ion Beam Synthesis
Ion beam synthesis uses high dose Fe+ implantation, at ele-
vated temperatures, (500�–600 �C) into a silicon p-n junction,
followed by a 900 �C, 18-h anneal in a nitrogen ambient [33,
37]. A schematic of this structure is shown in Figure 7a. The
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Figure 7. (a) Schematic of the �FeSi2/Si light emitting device fabricated
by IBS; (b) Schematic of the �FeSi2/Si LED fabricated by RDE.

optimum results to date were found for samples implanted
with a dose of 1�5 × 1016 Fe cm−2. It has also been found
that the best results are obtained when the �FeSi2 precipi-
tates a buried well below the silicon surface. This is thought
to be because this allows carrier injection and direct recom-
bination to occur in relatively undamaged silicon, whereas
for the samples implanted at lower energies, this region is
much thinner and contains a higher number of defects. The
quenching of the EL signal for the IBS samples, is found
to depend on the doping density of the p-type layer, and
hence the proximity of the �FeSi2 precipitates to the deple-
tion region. The best results were achieved for the highest
p-type doping density (1× 1018 B cm−3	.

2.5.2. Reaction Deposition Epitaxy
Using the reaction deposition epitaxy (RDE) technique,
Suemasu et al. [38] deposited a thin (∼10 nm), continu-
ous layer of epitaxial �FeSi2 on a pregrown p-n junction.
After which, the sample was annealed in ultra-high vacuum
at 850 �C for 1 h and then 0.3 �m of p-type silicon was
deposited, at 500 �C by molecular beam epitaxy (MBE). The
structure was then annealed in an argon ambient at 900 �C
for 14 h. A schematic of this structure is shown in Figure 7b.
Using this technique, the �FeSi2 nano-balls are fabricated
across the p-n junction. The room temperature electrolumi-
nescence (EL) increased superlinearly with injected current

density and a reasonable EL signal was observed at room
temperature for injection currents above 10 A cm−2.

The weak room temperature electroluminesence observed
from �FeSi2 means that although this material is an interest-
ing candidate for silicon-based optoelectronics, unless signif-
icant improvements are made in the intensity of the emitted
light, it is not a serious candidate for commercial devices.

2.6. Ion-Implanted LEDs
in Silicon-Dislocation Engineering

In 2001, Ng et al. [39] reported room temperature elec-
troluminescence from a boron-implanted device, which the
authors attribute to “Dislocation Engineering.” In this study,
they implanted B to a dose of 1×1015 B cm−2 at an energy of
30 keV into an n-type silicon substrate (CZ 2–4 
 cm). The
sample was then annealed at 1000 �C in a nitrogen ambient
for 20 min. The implantation of B meant that a p-n junction
was produced; the B implantation also produced small dislo-
cation loops 80–100 nm in diameter located ∼100 nm below
the junction. The authors claim that the strain field asso-
ciated with these dislocation loops leads to an increase in
the local bandgap of 0.35–0.7 eV, causing a blocking poten-
tial barrier that confines the carriers within the junction
region and allows room temperature electroluminescence to
be achieved. The main peak of the room temperature elec-
troluminescence spectrum is found at 1.16 �m. The authors
claim an external quantum efficiency of 2 ± 0�1 × 10−4 for
this device, making it a promising candidate for silicon-based
optoelectronics (for comparison, commercial GaAs infrared
LED have external quantum efficiencies of typically ×10−2	.

In order to see whether this dislocation engineering
approach could be used to fabricate devices operating at dif-
ferent wavelengths, Lourenco et al. [40] incorporated it with
known radiative centers (such as �FeSi2 precipitates and
Er). Nonradiative defect centers in the bulk and at the sur-
face are thought to be responsible for the thermal quenching
observed in �FeSi2 precipitate structures and those incor-
porating Er. The authors claim that the provision of a bar-
rier between the surface and the bulk, in the dislocation
engineered samples enables the recapture of blocked carri-
ers, enhancing the radiative routes and significantly reducing
the thermal quenching. The results presented [40] appear
to support this supposition, although apart from wavelength
tuning, the authors do not appear to have significantly
improved on the efficiency of their original device.

In parallel to work on light emission from nanostructures
in silicon, work has also been progressing on nanostructures
in silicon dioxide both for light emission and novel device
applications. These will be discussed in the following two
sections.

2.7. Light Emission from Silicon
Nanocrystals in Silicon Dioxide

Over the past decade, there has been significant interest in
silicon nanocrystals fabricated in silicon dioxide layers on
silicon. These materials are of interest for applications in
optoelectronics and their potential uses in volatile memory
devices [41, 42]. The nanocrystals are either produced by
the implantation of silicon ions into silicon dioxide [43–47]
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or by the annealing of sub-stoichiometric SiOx layers (Si ∼
46 at %) on silicon [48] fabricated using plasma-enhanced,
chemical vapor deposition (PECVD). The implantation of
silicon is seen as a particularly attractive route for the for-
mation of these nanocrystals, since it is fully compatible with
silicon process technology and enables precise amounts of
atoms to be placed at controlled depths. It also allows the
samples to be masked so that nanocrystals can be placed in
discrete regions of a device.

Silicon nanocrystals formed by implantation are fabri-
cated using high doses (typically 1×1015–1×1017 ions cm−2	
of silicon implanted into silicon dioxide at energies of 25–
200 keV, such that the peak concentration of the implanted
ions ranges from 0.3 to 46 Si at %. The samples are normally
implanted at room temperature. Subsequent to implanta-
tion, the samples are annealed in an inert ambient at tem-
peratures >950 �C for times ranging from 1–20 h. Most of
the experiments have been undertaken on thermally grown
silicon dioxide layers on 	100
 silicon wafers. The oxide lay-
ers are typically 100–600 nm thick, although Linros et al. [49]
used films of 10–100 nm thick. The oxidation temperature
is typically around 1100 �C and both wet and dry oxidation
methods have been used. For thin layers of silicon diox-
ide, a single energy implant is normally used for which the
projected range of the implanted ions is approximately one-
third the oxide thickness. For thicker oxide layers, multiple
energy implants are used to give an approximately constant
concentration of implanted ions over a depth range com-
mensurate with the oxide thickness (typically 100–400 nm).

After implantation, most of the implanted atoms exist as
small, elemental, crystalline, nanoprecipitates with a smaller
amount of the implanted species in a solid solution with the
silicon dioxide. Silicon nanocrystals have been shown to be
responsible for the strong red PL which is found at ∼1.7 eV
[43, 44, 46, 50, 51]. It is now generally recognized that there
is a strong correlation between the wavelength of the emit-
ted light and the size of the silicon nano-crystals. More
recently Lopez et al. [45] have shown that the photolumi-
nescence (PL) intensity follows the volume fraction of pre-
cipitates. Figure 8 shows the results for silicon nanocrystals
fabricated by both implantation and PECVD for a range of
annealing temperatures and times. The nanocrystals fabri-
cated by PECVD are generally smaller than those formed
by implantation and appear to have a more uniform size
distribution. Lopez et al. [45] have described two regimes
with respect to the density of silicon nanocrystals. The first is
when the concentration of silicon in the silicon dioxide layer
falls below a certain critical value (Lopez et al. [45] suggest
≤10% at % Si, but other authors [46] think the value is
lower). In this regime, the system should be treated as dilute,
that is, each silicon nanocrystal can be treated as a discrete
entity which is unaffected by other silicon nanocrystals since
these are so far away from it that their influence is negligi-
ble. This is especially valid given the low diffusion coefficient
of silicon in silicon dioxide, which is thought to be between
5 × 10−18 and 1 × 10−16 cm2 s−1 [52, 53]. For higher doses,
Lopez et al. [45] suggest that this regime can no longer be
treated as a dilute system and that the interaction between
nanocrystals must also be taken into account.

Most reports on silicon-implanted nanostructures report
a PL peak at around 1.7 eV (728 nm). However, Rebohle
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Figure 8. Variation in precipitate diameter with Si concentration and
annealing time for Si nanocrystals in SiO2. Adapted with permission
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et al. [54] report blue-violet PL (2.7 eV) in silicon-implanted
samples, while [54–56] report PL at 3.2 eV for Ge-implanted
samples and [54] report intense PL at 3.1 eV for Sn-
implanted samples. The PL in the blue appears to come
from an oxygen deficiency center rather than the nano-
crystals themselves.

Considering the luminescence at around 1.7 eV, most
authors agree the exact position of this peak appears to be
dependent on the implanted dose of silicon [45, 46, 57, 58],
with a red shift in PL peak position generally being observed
with an increasing dose. Most agree that this red shift only
occurs after a certain critical dose [45, 46, 59], although
the magnitude of this dose appears to be influenced by the
experimental conditions. Electron paramagnetic resonance
(EPR) results [43, 45] show the presence of an E′ center.
After this paragmagnetic center is associated with oxygen
vacancy related defects [60, 61] the paramagnetic center
associated with dangling bonds at the Si/SiO2 interface is
also observed (Pb center). During annealing, the E′ centers
are quickly annealed out and the intensity of the Pb signal
at first decreases and then saturates.

The highest PL peak intensity is reported [45, 46] for
samples containing ∼10 at % Si. For samples containing
≤10 at %, the PL intensity is found to initially increase with
annealing time, after which it saturates [47]. Lopez et al. [45]
suggest that during the initial stages of annealing, the sili-
con nanocrystals grow and some kind of surface passivation
takes place (to account for the observed reduction in the
EPR signal due to Pb centers). The nanocrystals then reach
the critical radius for that annealing temperature and their
size stabilizes, as does the number of dangling bonds at the
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silicon/silicon dioxide interface. Interestingly, Cheylan and
Elliman [62] have found that using a second stage anneal
at 500 �C in forming gas (95% N2, 5% H2	 results in an
increase in PL intensity and a red shift in the emission peak.
They have concluded that this increase in PL intensity may
be a consequence of the passivation of nonradiative defects
(e.g., silicon-dangling bonds).

There is some debate in the research about the mech-
anisms responsible for the luminescence at 1.7 eV. Some
investigations have concluded that the observed PL is a
result of quantum confinement (direct recombination of
electrons and holes confined within the silicon nanocrystal),
while others have concluded that it results from surface
states in the interfacial layer between the silicon nanocrystal
and the surrounding silicon dioxide. At first sight, the red
shift observed in the PL peak position with increasing sili-
con dose [45, 46, 63], would appear to support the quantum
confinement supposition. However, at lower doses, although
the precipitates increase in size with annealing temperature
(Fig. 8), the PL peak position does not change. Moreover,
for samples annealed in forming gas [62] the precipitate size
remains approximately constant and a red shift in the peak
intensity is observed, which tends to suggest that the inter-
face states at the silicon dioxide interface are also involved
in the light emission.

The model that is most widely accepted for the observed
light emission from silicon nanocrystals [46, 64–66] is that
the light comes from the recombination of a quantum-
confined exciton which is self-trapped [59, 60] in a size-
dependent Si = O level [67] at the silicon-crystal/silicon
dioxide interface. These interface states appear to be criti-
cally dependent on both the surface configeration [47] and
the density of the silicon nanocrystals [48].

2.8. Er-Implanted Silicon Nanocrystals

Very recently, Pacifici et al. [66] has shown that if Er is
implanted into a structure containing silicon nanostructures
fabricated by PECVD, intense room temperature electrolu-
minescence at 1.54 �m is observed. The silicon nanocrystals
were ∼1 nm in diameter and Er was implanted to a dose
of 7 × 1014 Er cm−2, at an energy to place its peak in the
center of the silicon dioxide layer where the nanocrystals are
located. When an LED incorporating this structure is for-
ward biased, the EL is quite intense even at room tempera-
ture. The authors suggest that strong coupling between the
silicon nanocrystals and the implanted Er atoms effectively
enables the nanocrystals to pump the Er, that is, each silicon
nanocrystal absorbs energy that is preferentially transferred
to the Er atom. This is observed in the strong increase of the
excitation cross-section of the Er atom in the presence of
silicon nanocrystals when compared to Er in the pure oxide
host. Quoted quantum efficiencies larger than 1% have been
claimed for this type of device [68]. Moreover, Er-doped
silicon nanocrystals could, in principle, form the basis of a
silicon laser as they combine the advantages of silicon (effi-
cient excitation) and SiO2 (negligible thermal quenching of
luminescence), while avoiding their disadvantages (low exci-
tation efficiency of SiO2 and strong nonradiative processes
in bulk Si). In contrast, the dislocation engineered structures

are unlikely to prove suitable for the fabrication of a sili-
con laser, since they are likely to still suffer from the two
main problems encountered in bulk silicon which prevent
population inversion, for example, auger recombination and
free-carrier absorption [68].

2.9. Combined Si and C Implants
into Silicon Dioxide

González-Verona et al. [69] implanted both C and Si into
SiO2 layers. They implanted Si first at two energies in order
to obtain a rectangular implant profile, buried 100 nm–
300 nm from the surface, with a silicon excess of ∼30%.
They then implanted C so that the peak of the implant lay
at the center of the implanted silicon distribution, with the
peak C concentration 2 × 1022 C cm−3 being approximately
equal to that of Si in this region. Subsequent to implanta-
tion, the samples were annealed at 1100 �C for 4 h. Samples
implanted with just silicon showed a strong red lumines-
cence from silicon nanostructures, whereas those that had
also been implanted with carbon showed a strong white
emission. Photoluminescence analysis of this white emission
shows three distinct peaks at 1.45 eV (854 nm), 2.1 eV
(590 nm), and 2.8 eV (442 nm). These are thought to corre-
spond to silicon nanocrystals (∼4 nm in diameter), carbon
rich amorphous clusters, and 6H-SiC nanocrystals (∼7 nm in
diameter), respectively. These results demonstrate the ver-
satility of IBS and a potential method of tuning the emitted
light.

2.10. Blue Emission from Group IV
Implanted Silicon Dioxide

Germanium-doped silica glasses are known to exhibit a
strong absorption band at 5 eV. More recently, blue EL
has been observed from silicon implanted layers [54, 70,
71], violet EL from Ge-implanted layers [54–56, 72, 73],
and blue-violet EL from Sn-implanted SiO2 layers [51]. It
is thought that the light emission in these structures arises
from an oxygen deficiency center rather than the nano-
crystals themselves. However, a power efficiency of 0.5%
has been achieved for Ge-implanted silicon dioxide layers
and the first successfully integrated optocoupler has been
demonstrated [74].

2.11. Other Implants into Silicon Dioxide

Apart from the work mentioned above, a wide variety of
other compounds have been synthesized in silicon dioxide.
These include GaAs [75], ZnS [76], and ZnTe [77].

2.12. Smart Cut

High-dose ion implantation does not always lead to the
formation of compound layers or discrete elemental nano-
crystals. This section describes how high doses of inert
ions can be used as atomic scalpels to allow thin layers
of crystalline material to be placed on any kind of sub-
strate (dielectric, glass, plastic, quartz, amorphous silicon,
crystalline semiconductor, etc.). The Smart Cut™ process
developed in the LETI Laboratories, Grenoble, France,
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in 1991 involves the implantation of H+ ions into a tar-
get substrate (usually silicon). These hydrogen atoms then
form small bubbles and microcavities, the size and den-
sity of which is dependent on the implantation parameters.
These structures grow during implantation in a manner that
again depends on the implanted dose, implantation energy,
dose rate, implant temperature, and thermal history of the
implanted wafer. When the distance between cavities falls
below a certain threshold value, intercavity fractures occur
that propagate through a percolation-type process [78]. This
leads to a structure where all the microcavities are joined
and expressed on the surface of the wafer by the forma-
tion of a blister. The driving force behind the formation
of this blister is the gas pressure in the microcavities and
stresses within the layer. By bonding another substrate to
the implanted wafer, blister formation is suppressed and
instead, a homogeneous force exists throughout the surface
layer, enabling the surface layer to be split away from the
underlying material with relative ease. After this, the sam-
ple undergoes a high temperature anneal and surface polish.
Figure 9 shows a schematic of the Smart Cut™ process.

Smart Cut™ can be used in any material where
microcavities can be produced by hydrogen or inert gas
implantation. The fact that it uses implantation allows the
thickness of the Smart Cut™ layer to be tailored for each spe-
cific application. Smart Cut™ silicon on insulator substrates
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Figure 9. Schematic of Smart Cut™ process.

have been in commercial production since 1996, where
along with SIMOX they provide a route for the realiza-
tion of high speed, low-power consumption CMOS ICs.
Recently [79], Smart Cut™ has been used in crystalline SiC
structures which have enabled it to be bonded onto silicon
substrate. The process has been used successfully in GaAs
and InP [79–81].

3. OTHER APPLICATIONS
OF ION BEAM SYNTHESIS

3.1. Superconducting Nanocrystals
Synthesized by IBS

Another very recent application of ion beam synthesis is
in the fabrication of superconducting MgB2 nanocrystals.
Although superconductors based on the YBaCuO system
have been found with high superconducting transition tem-
peratures (Tc	, they cannot be readily deposited as thin films.
The superconductor that can readily be deposited as a thin
film is Nb, but this has a very low Tc of 5 K. The recent dis-
covery of a superconducting phase transition with a high Tc

value of 39 K in ceramic MgB2, has stimulated a new wave
of worldwide research into the superconducting properties
of this material and other related AlB2-type compounds [82,
83], since these have the potential of being grown as thin
films.

So far, various thin film preparation methods have been
explored for the fabrication of MgB2 in many different lab-
oratories with different substrates [84–87]. It is worth not-
ing here that the most important factor influencing the Tc

value appears to be related to the deposition method rather
than the substrate materials used. A survey of the available
literature reveals a number of major technical problems,
which stand in the way of realizing high Tc MgB2 thin films
using conventional growth techniques. These include pos-
sible MgO contamination, poor stoichiometry control, and
the need for a high temperature post-deposition anneal. The
annealing temperature normally employed for producing the
high Tc superconducting thin films is generally between 600�

and 1000 �C, suggesting that these growth methods involve
Mg diffusion into the solid B. As Mg starts to melt and
MgB2 starts to dissociate at temperatures around 620 �C
[88, 89], such a high annealing temperature are obviously
undesirable for superconductor fabrication.

In order to avoid the unwanted high temperature step
while still maintaining favorable MgB2 formation conditions,
IBS has been used [90]. This involved the implantation of
11B into a solid Mg target. Peng et al. [80] have shown that
MgB2 thin films can be successfully fabricated by high dose
11B implantation into commercial Mg ribbon followed by a
relatively low temperature anneal at 500 �C. Figure 10 shows
a XTEM image of a Mg sample implanted with 1×1018 cm−2

11B at 80 keV and annealed at 500 �C for 15 min in flow-
ing Ar gas. Figure 10 shows a buried layer containing small
nano-precipitates of MgB2. Magnetic susceptibility measure-
ments on these samples reveal both the low temperature
superconducting transition at 15 K and the high temperature
transition at 36 K. Preliminary studies on these structures
also indicate that the size of the MgB2 nano-precipitates play
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100 nm

Figure 10. XTEM image of IBS MgB2.

a crucial role in determining the magnitude of the higher
temperature transition temperature.

All of the work discussed thus far uses relatively high
doses of ions to form discrete nanostructures. The work dis-
cussed in the final section considers much lower doses and
looks at their impact in a wide diversity of areas.

3.2. Medical and Future Applications
of Ion Implantation

The smallest structures that can be envisaged are those
where only a single ion is implanted. This technique is
already being employed to target living cells in order to
better understand the way in which ionizing radiation inter-
acts with biological material [91]. Such research has impor-
tant implications both for the development of radiation
treatment strategies for cancer [92, 93] and for identifying
potential risks from low-level radiation. By targeting cells
individually, using submicron ion beams that deliver a pre-
cise number of ions to each cell (usually 1), it is possible
to address a number of important radiobiological questions
not easily studied by other methods. There are three areas
where this technique excels:

• the ability to irradiate selected targets within individual
cells;

• the ability to selectively target one or more cells within
a population of cells;

• the ability to deliver exact low doses of particles to one
or more cells, or to a whole population of cells.

The recent application of microbeam techniques to
radiobiology is already yielding important information
regarding the effect of ionizing radiations on cells and
tissues, particularly at low doses relevant to risk. The
microbeam provides an elegant method for accurately deliv-
ering single particles to cellular and subcellular targets
in vitro, which experimentally mimics what happens with

environmental exposure to �-particle emitting radionuclides
(i.e., from radon, which represents the largest single con-
tribution to our overall background dose). Microbeams will
also be an important tool in the development of improved
radiotherapy treatment strategies. The unique ability of a
microbeam to probe effects at the individual cell and sub-
cellular level will ultimately lead to a better understanding
of both the mechanisms involved in tumor cell killing by
radiations and those involved in cancer induction to nearby
healthy tissue from low doses outside the treatment field.

Of relevance to both clinical and risk related stud-
ies, is the role of so-called “nontargeted” effects where
cells respond indirectly to energy deposited by radiations.
One such effect is the occurrence of damage arising from
radiation-induced cell signaling, both intracellular (i.e., from
the cytoplasm to the nucleus) and intercellular (from cell
to cell and referred to as the “bystander effect”). In fact,
recent discoveries have revealed a number of radiobiolog-
ical effects that are known to cause significant deviations
from the assumed dose-effect relationship, particularly at
low doses. Such effects include the bystander effect, genomic
instability (where damage is revealed in cells several gen-
erations after the initial exposure), and low-dose hypersen-
sitivity. The ability of a microbeam to selectively irradiate
subcellular targets and individual cells, and give the ultimate
low dose of particles (i.e., just a single particle), make it ideal
for the study of these effects. As the understanding devel-
ops of the responses of subcellular targets to irradiation, so
potential targets for new drug development may emerge.

In addition to their applications in radiobiology, ion
microbeams and the new generation of nanobeams are likely
to play an increasingly important role in the future where
potential applications include:

• study of single event upsets in digital electronic devices;
• study of selective radiation damage and strain fields in

ultra-large scale integrated circuits;
• nano-lithography in polymers using precisely defined

single-ion tracks;
• surface modification of catalysts for improved chemical

reaction yields and selectivity;
• nano-implantation into semiconductors for direct writ-

ing of quantum dots and wires;
• quantum computing using the implantation of single

ions.

4. CONCLUSIONS
In this chapter, the history of the technique of ion beam syn-
thesis has been reviewed from the development of atomic
weapons to cancer therapy. It has been shown that IBS
structures have enabled high-speed, radiation-tolerant inte-
grated circuits to be developed and that this technology
will provide an important route for the realization of even
smaller devices for future generations of integrated circuits.
Ion implantated nanostructures may also play a key role
in the development of silicon-based optoelectronics, as they
provide routes for the fabrication of both laser and light-
emitting devices (LED) structures. In addition, IBS super-
conducting films are just beginning to be developed; these
may allow the full potential of commercial superconductivity
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to be realized and exploited. In the future, the development
of nano-beams offers a huge diversity of opportunities from
quantum computing to cancer therapy.

GLOSSARY
Å Angstrom = 10−10 m.
Amorphous Random arrangement of atoms.
CaF2 structure Cubic structure type with Ca coordination
number 8 and flourine coordination number 4.
Complementary metal oxide semiconductor (CMOS) Basic
building block of computer memory chips. Contains two
transistors of opposing polarities, when one is off the other
is on.
CZ Silicon grown by the Czochralski technique which
involves dipping a seed crystal into a crucible of molten sil-
icon and drawing out a single crystal silicon ingot.
Doping Introduction of impurities into a semiconductor
lattice to modify electrical conduction.
Electroluminescence Light is emitted in response to an
applied electric current.
Electron paramagnetic resonance (EPR) Technique which
involves flipping the spin of an electron associated with a
paramagnetic centre in a magnetic field.
eV Electron volt = 1�60218× 10−19 J = 23�053 kcal/mol.
Exciton Electron hole pair found in semiconductors and
insulators in an excited state. The hole behaves as a positive
charge and the electron is attracted to it, to form an exotic
atom state similar to a hydrogen atom.
Extended X-ray absorption fine structure (EXAFS)
Technique for probing the local structure around almost any
element in the periodic table (except the lightest). Gives
information about near neighbours and average interatomic
distances.
Interstitials Sites between crystal lattice planes where an
impurity or host atom can be located. These atoms are not
bonded to the crystal lattice.
Ion beam synthesis Synthesis of a compound layer within
a target substrate using ion implantation.
MeV Mega electron volt = 1 million eV.
Phonon Quantum of lattice vibration.
Photoluminescence light (PL) Directed onto a sample
where it is absorbed, and imparts excess energy to the mate-
rial via a process of photon excitation. One mechanism by
which this excess energy can be liberated is via the emission
of light (luminescence) if this process involves photoexcita-
tion the emitted light is termed photoluminescence.
Superconductivity is the ability for a material to conduct
electricity with practically zero resistance.
Ultra large scale integration (ULSI) Refers to how many
circuit elements can be placed on a single chip. Where
very large scale integration (VLSI) stops and ULSI starts
is unclear but it is generally thought that above 1 million
circuit elements on a chip is ULSI.
Vacancies Sites in a crystal lattice where an atom is missing.
Waveguide A material medial that guides and confines a
propagating electromagnetic wave.
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1. INTRODUCTION
In this chapter, we review the recent results on the modifi-
cation of surfaces (especially metal surfaces) induced by ion
sputtering. The method is very common in so-called surface
science since it provides a simple tool which can be used
for many different purposes, such as material deposition and
chemical analysis. Ion sputtering, which will be presented in
greater detail in the next paragraph, consists of the bom-
bardment of a target by ions (generally of noble gases like
argon, neon, and xenon) accelerated by an electric field, in
order to get typical kinetic energies in the range 0.1–10 keV
(1 eV = 1.6 · 10−19 J). Roughly speaking, when the ion hits
the target, it can penetrate for many nanometers in the solid,
causing the displacement of many thousands of atoms from
their original position and the ejection of few (typically less
than ten) other atoms in the vacuum.

In many cases, one may be interested to collect the ejected
atoms, for example, by inducing their deposition onto a sub-
strate: if so, we speak about “sputter deposition,” which rep-
resents a convenient tool to produce thin films also on a
large scale. On the other hand, performing an analysis of
the ejected atoms (for example, by means of a mass spec-
trometer, like in the SIMS) one can obtain the composition
of the target.

In many instances, one can use ion sputtering only to
clean a surface, removing the first layers, and then exposing
a fresh surface for other analysis or material deposition.

Within our scope, we are interested in the surface damage
induced by ion sputtering. We will show that this damage
can be “driven” to obtain morphologies characterized by a
long-range order and a characteristic size on the nanometer
scale. These nanopatterns can be used as substrates for sub-
sequent depositions, or to modify the chemical properties of
the target, or to produce electronic devices.

On these topics, many recent reviews have been published
in specialized scientific journals [1–3].

2. ION SPUTTERING
The process of ion sputtering may remind one of sandblast-
ing, the erosion of materials with a stream of abrasive parti-
cles: a projectile is accelerated in order to transfer its kinetic
energy to the atoms of the target. As a consequence of the
impact, atoms are removed from the target. In both meth-
ods, the erosion rate depends on the angle of incidence,
but the physical processes involved are quite different since
the average kinetic energy per atom in sandblasting (a few
millielectron volts) is much lower than that in sputtering
(electronvolts to several kiloelectronvolts). Unlike the abra-
sive particles, ions can penetrate deep into the target, and
energy and momentum transfer occur on a different scale.
An important experimental observation is that ion erosion
occurs even in the limit of a small flux, and the sputter yield
is independent of the flux. In other words, even a single ion
can remove target atoms.

The first explanation of the sputtering process came from
Stark [4]: ion bombardment leads to heating of the target,
and subsequent boiling of atoms from the surface region.
Actually, molecular dynamics simulations have shown that
thermal spikes do occur [5]. When crystalline materials are
bombarded with kiloelectronvolt ions, part of the material in
the path of the ions has the radial distribution function of a
liquid, consistent with local heating of the target. However,
the sputter yield from such heating is low due to the short-
lived nature of the spikes, typically a few picoseconds. There
just is not enough time for atoms to boil off from the target.

A better description has been developed by Sigmund [4,
6, 7] and Thompson [8] (transport theory): the incident ion
loses its energy to the target atoms through a series of colli-
sions, as schematically shown in Figure 1. The target atoms
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Ion+

Sputtering yield

adatoms
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Figure 1. Schematic drawing of the collision cascade induced in a crys-
tal by an energetic ion.

involved in these collisions, in turn, undergo further col-
lisions, thereby setting up collision cascades. Some atoms
near the surface receive a sufficient kick in these cascades to
leave the target. In order to understand what happens when
an ion impinges on a surface, we have to consider the way
in which an energetic ion loses its energy through collisions.
Two mechanisms must be considered: scattering with the
nuclei and with the electrons. This view is so correct that the
penetration range of the ions can be determined to a good
approximation by treating the nuclear stopping and the elec-
tronic stopping independently. For all except the light ions
(such as H+, He+), the nuclear energy loss dominates at low
(kiloelectronvolt) energies. The nuclear energy loss can be
calculated by modeling the interaction of the ion and the tar-
get nucleus with a (repulsive) screened Coulomb potential.
Lindhard, Scharff, and Schafer wrote a universal expression
for the nuclear stopping cross section (nuclear energy loss
per unit path length per unit atomic density), now called
the LSS expression, for any ion–target combination [9]. The
transport theory incorporates the ideas of the stopping the-
ory of Lindhard and co-workers. Being a continuum the-
ory, it applies best to amorphous and polycrystalline targets.

While the mathematical treatment of the ion transport is
sophisticated, the results take a simple form. The sputter
yield Y (i.e., the number of target atoms ejected per inci-
dent ion) has the expression Y ≈ �NS�E�/Eb, where N is
the atom density of the target, S�E� is the stopping power (a
function of the incident energy E), Eb is the binding energy
for a surface atom in the target, and � contains material and
geometric parameters.

The consequences of the transport theory have been ver-
ified with great accuracy in the past since it was a crucial
model for the development of the ion-implantation tech-
nique which is now commonly used in semiconductor tech-
nology. All of the results showed that this theory describes
the ion sputtering quite well.

Before concluding this paragraph, we want to remark that
the simulation of a collision cascade in a solid represented in
past years a challenge for the development of fast computer
codes and molecular dynamics techniques. Today, various
PC programs are very popular among researchers in the field
(the most famous is the TRIM code).

3. MORPHOLOGICAL MODIFICATIONS
INDUCED BY ION SPUTTERING
ON METALS

In the previous paragraph, we saw that, when an energetic
ion hits the target, it dissipates its kinetic energy by multi-
ple collisions with the atoms. As computer simulations show,
the dissipative process occurs in a few picoseconds (1 ps =
10−12 s). The final result is that many thousands of atoms are
moved from their original position, and a few are ejected
into vacuum. Of course, this atomic arrangement is out of
equilibrium, and then the system tends to recover an ener-
getically stable configuration. When the target is a metal,
the main mechanism by which the atoms try to find their
equilibrium is surface diffusion. From these simple consid-
erations, we can deduce some general rules about the effect
of ion sputtering on metals.

1. While the dissipation of the kinetic energy can be
considered temperature independent, the mechanism
for the equilibrium recovery is strongly temperature
dependent since it depends on surface diffusion. Sur-
face diffusion is a thermally activated process; gener-
ally speaking, an adatom (i.e., an atom on the surface)
can move in different ways, and each way has an energy
cost E. The rate v at which an adatom tries to follow
a particular diffusion path can be written

v = vo exp�−E/kT � (1)

where vo is on the order of 1013 s−1, k is the Boltzmann
constant, and T is the surface temperature.

From 1, it is clear that, at high enough temperatures,
the adatoms can follow many different paths to gain
an equilibrium position, and so the damage recovery is
very effective and fast. But lowering the temperature,
the contrary happens, and the damage recovery is slow.

In conclusion, the surface morphology is due to
a competition between the induced damage and the
recovery by surface diffusion.
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2. The surface morphology must depend on the rate
at which the ions arrive on the surface [ion flux �,
expressed in ions/(cm2 · s)]. In fact, since the damage
happens in a few picoseconds, if the ion flux is low, the
target has a sufficient time to recover, and the next ion
again sees a surface in equilibrium. With the typical
ion flux used in the laboratory, some milliseconds can
pass between two hits in the same area.

3. Also, the total number of ions hitting the surface (ion
dose D, expressed in ions/cm2) is a crucial parameter
to determine the surface morphology. In fact, if the
time delay between two ion hits is not long enough, the
damage cumulates, and the final morphology is deter-
mined by the history of the ion sputtering process.

In light of these preliminary considerations, we can start
to examine the experimental evidence. The recent studies
on the present topic have been done with essentially three
methods.

1. Surface microscopy: Since the typical spatial range
of the structures present on an ion-bombarded sur-
face is the nanometer, electron microscopy (SEM) and
scanning probe microscopy (STM, AFM) have been
extensively used. These techniques allow us to directly
visualize the effect of the ion sputtering, but generally,
they are applied in a nonreal-time mode: the sample
is first processed, and then imaged with the micro-
scope. Often, the time delay between the two stages
is so long that it is not guaranteed that the surface
morphology visualized by the microscope is really the
same produced at the end of the ion sputtering since
the smoothing mechanisms continue to act. Further,
if one is interested in the statistical properties of the
ion-bombarded surface (we will show that a statistical
approach can be very convenient to analyze the data),
many tens of images must be acquired, and the method
can become very time consuming

2. Electron diffractive methods: LEED and SPA–LEED
overcome some limitation of the previous techniques,
in particular, they allow us to analyze a relatively large
region of the sample, so it is an easy task to measure
the statistical properties of the surface. However, rarely
have these techniques been applied to real-time studies
since the technical difficulties are relevant.

3. X-ray diffractive methods: In the last few years, diffrac-
tion techniques based on the scattering of X-rays have
been successfully applied. The most interesting exper-
iments have been carried out at synchrotron radia-
tion facilities since the X-ray beam is characterized
by high brilliance and monochromaticity. By means of
these methods, it is possible to follow the evolution of
the surface morphology in real time, during the ion
sputtering.

3.1. Single Impacts

We begin our presentation of experimental results with the
direct observations done on the surface damage induced
by a single ion on a metallic surface. To perform this
kind of study, the ion flux is reduced to very low rates,

and the sputtering time is so short that it is possible to
image (with an appropriate microscopy, especially STM in
an ultrahigh-vacuum environment) the effect of a single
impact.

Figure 2 reports the result on an Ag(100) surface.
Ar+ ions, with an energy of 1 keV, are directed against
the surface. Each dark spot represents a vacancy island
corresponding to a single ion impact (the number of these
holes corresponds very well with the ion dose). Around the
hole, few islands are present (the bright spots in the figure).
The interpretation of this image is straightforward. An ion
impinging on the surface causes two kinds of defects: a
vacancy island and some adatom clusters around it. The
hole has a depth of one layer, and also the adatom clus-
ters generally have a thickness of one layer. Quite similar
results have been obtained by analyzing the single impacts
on Pt(111) [10] and Al(111) [11]. By means of a detailed
analysis of many images, and following the evolution of
the surface morphology with increasing temperature, the
authors showed that the adatom clusters come out from an
inner layer, a few atoms are ejected from the surface, and
many vacancies are frozen in subsurface layers.

From these results, we can deduce that such a mecha-
nism is quite general for metals, and it is different from
what happens in semiconductors, where a single ion impact
causes only the ejection of a few atoms and the creation of
a vacancy island, but not of adatom clusters (see Section 4).

This is the starting point for the interpretation of the
experiments shown in the next paragraph: increasing the ion
flux and dose, we induce many of these islands that inter-
act between them to form the final surface morphology. In
this sense, ion sputtering seems to be quite similar to the
deposition of adatom and vacancy clusters at the same time.

Figure 2. Top: typical surface morphology after single ion impact exper-
iment in Ag(100) at T = 115 K (scan area 40× 23 nm2).
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3.2. Submonolayer Regime

Increasing the ion dose, the surface defects created by a sin-
gle impact (adatoms and vacancies) begin to self-organize on
the surface. By carefully controlling the dose, it is possible to
observe how this self-organization happens. Figure 3 shows
the morphology of an Ag(110) surface bombarded with an
ion dose of about 0.2 ML (here and in the following, we
will use the monolayer (ML) as a unit, that is, a number of
ions or atoms per cm2 equal to the surface density of the
target). An array of holes, one layer deep, is visible. These
holes are oriented along the (1–10) direction, where the dif-
fusion of surface defects created by a single ion impact can
diffuse easily (for more details, see Section 3.4). No adatoms
are present on the surface, indicating that they diffuse faster
than vacancies, then attaching to atomic steps or falling into
the vacancy clusters. Of course, this particular morphology
can be created only in a restricted temperature range: at
lower temperatures, adatom clusters are also present, while
at higher temperatures, the surface has sufficient energy to
completely recover the damage.

Starting from a similar situation, it is possible to study
the diffusion mechanism of adatom and vacancy clusters,
as reported, for example, in [12–15]. In all of these exper-
iments, ion sputtering is used to form on a metal surface
a well-controlled distribution of holes, and then their time
evolution is followed by collecting STM images on the same
surface area. By the analysis of images, energetic barriers
for the movement of surface defects can be inferred.

3.3. Isotropic Surfaces

In this paragraph, we will analyze the results obtained on
isotropic surfaces. By this term, we mean metal surfaces
in which free adatoms and vacancies diffuse in all of the
allowed directions with the same probability. For example,

Figure 3. STM topography of Ag(110) surface after ion bombardment
at a dose of about 0.2 ML (T = 130 K, scan area 120× 120 nm2).

in a (111) surface of an fcc crystal, there are three equiva-
lent directions, due to threefold surface symmetry, while in
the (100) surface of an fcc crystal, the equivalent directions
are four. Of course, the diffusion probability is not the same
when the adatoms or vacancies are moving along a step since
the bonds between atoms are different.

The surface morphology induced by ion sputtering on
Pt(111) has been extensively studied in the past [16–19]. In
Figure 4, we present a collection of typical images taken
after different ion doses. They used Xe ions with an energy
of 1 keV and an ion density current of 0.3 �A/cm2. This
flux corresponds to an ion flux of 0.0013 ML/s. The tem-
perature was fixed at 600 K. In the first panel, the ion dose
was 0.093 ML, which corresponds to an eroded amount
of 0.26 ML. This value is equal to the ion flux times the
sputtering yield, which has been measured to be 2.8 in
this experimental condition. Many vacancy islands, but no
adatom clusters are present. With respect to the situation
reproduced in Figure 2, this means that the surface temper-
ature is high enough that adatom clusters are broken, and
their atoms are moved around until they are incorporated

(a) 0.26 ML, 810 A, 600 K (d) 17.4 ML, 1580 A, 600 K

(b) 1.9 ML, 810 A, 600 K (e) 66 ML, 1580 A, 600 K

(c) 6.2 ML, 810 A, 600 K (f) 333 ML, 1580 A, 600 K

Figure 4. STM topographies of Pt(111) after ion erosion at 600 K. Scan
area is 81 × 81 nm2 for (a)–(c) images and 156 × 156 nm2 for (d)–(f)
images. Inset in (a): higher magnification gray-scale topography. Inset in
(f): line scan through pit. Reprinted with permission from [16], M. Kalff
et al., Surf. Sci. 486, 103 (2001). © 2001, Elsevier Science.
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at steps or in the vacancy islands. These vacancy islands
are more or less equally spaced. Increasing the amount of
removed material, the holes become more and more deep,
but it is more important to observe that these holes have
the tendency to self-organize. After the removal of 333 ML,
the self-organization is well evident: the shape of the holes
reflects the surface symmetry, while the slope of each valley
is quite regular and fixed.

Also, sputtering on Ag(100) produces very similar results
[20]. Of course, now the holes are square since the sym-
metry of the surface is fourfold. In Figure 5, a series of
images is shown, taken after the same ion dose, but at differ-
ent temperatures. At low temperature, the surface appears
rough, without any evidence of self-organization. Increasing
T , holes and mounds appear, which become more and more
pronounced and well organized. At high temperature, the
surface is again flat.

From these images, we can calculate the average rough-
ness of the surface. Plotting this quantity versus tem-
perature, we obtain a characteristic bell-shaped behavior,
reported in Figure 6. This curve presents a marked max-
imum and a rapid decrease of the roughness at low and

(a) (b)

(c)

(d)

(e)

Figure 5. STM topographies of Ag(100) after ion erosion at different
temperatures: (a) T = 180 K, (b) T = 240 K, (c) T = 300 K, (d) T =
380 K, and (e) T = 440 K. For all images, ion energy 1 keV, ion flux
0.02 ML/s, and ion dose 36 ML. The bar corresponds to a length of 50
nm for images (a)–(b) and to 100 nm for images (c)–(e). Reprinted with
permission from [20], G. Costantini et al., Surf. Sci. 416, 245 (1998).
© 1998, Elsevier Science.
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Figure 6. Surface roughness W as a function of the sputtering temper-
ature Ts in the case of Ag(100). Reprinted with permission from [20],
G. Costantini et al., Surf. Sci. 416, 245 (1998). © 1998, Elsevier Science.

high temperature. A similar behavior has been reported for
other isotropic surfaces, like Cu(100) [21, 22].

From the experimental results presented in this section,
we can deduce several consequences.

1. The surface morphology modifications induced by ion
sputtering are not due to a random process, contrary to
what one would think at first sight: after a sufficiently
high dose, the surface self-organizes in structures of
typical dimensions of some nanometers. The shape of
these structures reflects the surface symmetry, suggest-
ing that the surface diffusion of adatoms and vacancies
must have a crucial role in the determination of the
final morphology.

2. Lowering the temperature, surface diffusion decreases,
and as a consequence, the recovery of the damage and
its reorganization are less effective; on the contrary, at
high temperature, diffusion is so fast that the surface
can recover the damage in a short time, and the surface
is also flat after high doses. When the balance between
the two processes (damage and diffusion) is correct,
the roughness increases, and large holes and mounds
appear.

3. As in growth experiments, increasing the ion flux has
the same effect as lowering the temperature since the
system has less time to recover the damage.

4. The average distance between holes or mounds
increases with dose. This means that ion sputtering
induces a relevant coarsening on the surface: small
islands coalesce to form large ones. Mass transport is
important both in-layer and intralayer.

5. The morphology depends weakly on the angle at which
the ions impinge on the surface, at least in some range
close to normal incidence, which depends on temper-
ature. This point will be developed later in greater
detail.

6. The morphology depends on the ion used since the
damage depends on the ratio between the masses of
the projectile and target. Also, ion energy can change
some details of the surface morphology, but not the
general trend.
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3.4. Anisotropic Surfaces

A typical example of an anisotropic surface is represented
by the (110) surface of an fcc crystal. In this surface, the
atoms are arranged in channel: they are more compact along
the �1–10� direction (the neighbor distance is a/

√
2, where

a is the lattice constant). Along this direction, often called
the “in-channel” direction as opposed to the “cross chan-
nel,” the adatom and vacancy diffusion is faster, so the mass
transport is strongly asymmetric.

The first systematic study of the morphology induced by
ion sputtering on such surfaces was done in 1997 by Rusponi
et al. [23]. The main result is reported in Figure 7, where the
morphology after the same dose, but at different temper-
atures is reported. The experimental conditions were: Ar+

ions, ion flux 0.03 ML/s, ion dose 27 ML, ion energy 1 keV.
The general behavior is quite similar to that reported in

Figure 5: at low T , the surface is rough, while at high T ,
the surface is flat. However, in the intermediate temperature
range, the situation is much more complicated. At 230 K, a
clear organization along the �100� is visible: we recall that,
along this direction, surface diffusion is slow. At 270 K,

x2

(b)(a)

(c) (d)

(e) (f)

<110> <1
00

>

Figure 7. Six STM topographies taken after normal sputtering of
Ag(110) by means of 1 keV Ar+; ion flux F = 0�03 ML/s, ion dose
27 ML. The sputtering temperatures are, respectively, (a) 160 K,
(b) 230 K, (c) 270 K, (d) 290 K, (e) 320 K, (f) 350 K. The scan size is
175× 175 nm2 for image (a) and 350× 350 nm2 for images (b)–(f).

rectangular mounds are present on the surface, while at
290 and 320 K, well-developed ripples are now present, but
aligned along the “in-channel” direction. The ripple struc-
ture rotates by 90
 passing from 230 to 320 K: this rotation
is characteristic of anisotropic surfaces since the two prin-
cipal directions are inequivalent for surface diffusion. We
observed a similar behavior on other anisotropic surfaces
like Cu(110) [24] and Rh(110), thus concluding that ripple
formation and rotation with temperature are general behav-
ior for these surfaces.

In order to explain this effect in terms of surface diffu-
sion, we need to introduce a more complicated model with
respect to the isotropic case. In fact, we could expect ripples
aligned along �1–10� since, in this direction, the atoms can
rearrange easily, but the observation of ripples along �100�
at 230 K seems to require a pronounced mass transport
along this direction. To solve this question, a more accurate
analysis of the surface diffusion barriers is required.

Up to now, we considered only the possibility for an
adatom (or vacancy) to move freely along one direction on a
large terrace; but in a real surface, the adatom can do many
other movements: for example, it can move along a step, or
detach from it, or try to descend a step. All of these pro-
cesses have the appropriate energetic barrier, and then at a
fixed temperature, the rate for each process can be more or
less high. It is the competition among all of these processes
which determines the shape and orientation of the nano-
structures induced by ion sputtering. In particular, kinetic
Monte Carlo simulations and other considerations suggest
that an important role is played by the so-called Ehrlich–
Scwoebel (ES) process: when an adatom tries to descend
from a step, it must overcome an extra barrier due to the
repulsion that the step takes against the atom. In other
words, the adatom must have more energy to descend the
step than to move on a terrace. In this way, the mass trans-
port between different layers is frustrated, at least until the
temperature is high enough to give sufficient energy to the
moving adatom to overcome the ES barrier. It is clear that,
if an adatom cannot descend from a step, it can continue
to move on a terrace, and when it hits another adatom on
the same terrace, a new condensation cluster is formed. In
this way, material is continuously accumulated in the upper
layers, and the mass transport is unbalanced: the growth of
mounds and ripples is favored.

Obviously, this scenario is also valid for isotropic surfaces,
but we present it in this section because it is most important
in the case of anisotropic surfaces.

In this light, we can sketch a model for the results pre-
sented in Figure 7.

1. At low temperature, the diffusion of adatoms and
vacancies is inhibited. The damage caused by an ion
cannot be recovered, and the morphology is only due
to the accumulation of the damage.

2. At 230 K, diffusion is fast enough along the in-channel
direction, favoring the motion of adatoms; a nonzero
probability exists that two adatoms running along two
neighboring channels stick together, forming an island
elongated in the cross-channel direction. These islands
form the condensation nuclei for the growing rip-
ples: when further material reaches the islands, it
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accumulates as the ES barrier along the in-channel
direction cannot be surpassed. Thus, the ripples grow
along the cross-channel direction. We call this phase
low-temperature ripple (LTR).

3. At 270 K, there is a balance between the rate at which
the adatom can surmount the ES barrier along the
in-channel direction and the probability to form islands
in the cross-channel direction. Thus, almost rectangu-
lar mounds appear on the surface. We call this phase
intermediate-temperature mounds (ITMs).

4. At 290 K, the bond between adatoms in adjacent chan-
nels is not more sufficient to stabilize the cross-channel
islands, and so the condensation nuclei are now formed
by islands elongated along the channel. The ES barrier
along �1–10� can be surpassed, and a relevant mass
transport sets in along the in-channel direction. Then
the original islands become more and more elongated,
but also increase in height. Ripples are now formed
along the easy diffusion direction. That is the high-
temperature ripple phase (HTR).

5. At higher temperatures, the adatoms have sufficient
energy to overcome the ES barrier along both direc-
tions: the recovery of the damage is now very effective,
and the surface becomes flat.

The model depicted briefly above has been tested by
means of kinetic Monte Carlo simulations [25] in a more
simple situation, when only adatoms are deposited on the
surface. The results are in good agreement with an experi-
ment done under similar conditions [26].

Up to now, we have established that ion bombard-
ment induces the formation of regular nanostructures on
anisotropic surfaces, and that these nanostructures can
assume different shapes, depending on temperature. How-
ever, the STM studies cannot answer the following question:
How do these structures grow, starting from a flat sur-
face? As mentioned in Section 3, the experiments based on
microscopy generally do not allow following in real time the
evolution of the surface morphology. For this reason, we
performed a series of experiments by using X-ray diffrac-
tion. These experiments were carried out at the European
Synchrotron Radiation Facility in Grenoble, France. We did
two different kinds of diffraction experiments: in the first,
the X-ray beam impinges on the sample at grazing angles
(about 1
 from the surface), and the scattered intensity is
taken again at very low angles. In this way, the scattering
of the photon holds in a few microns under the surface:
the out intensity is modulated by the surface morphology,
and collecting it as function of the exit angle, we can ana-
lyze the periodicity of the structures on the surface. This
method is called grazing incidence small-angle X-ray scat-
tering (GISAXS).

The second method consists of collecting the scattered
intensity around a Bragg peak: in this case, called a crystal
truncation rod (CTR) scan, the intensity is modulated by the
shape of the nanostructures. Both methods can be applied
during ion sputtering, so they allow following the growth of
the nanostructures in real time.

In Figure 8, we report the spatial periodicity as a func-
tion of the ion dose in the case of Cu(110). The experimen-
tal conditions were: Ar+ ions, ion flux 0.015 ML/s, and ion
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Figure 8. Ripple wavelength as a function of the ion dose in the case of
Cu(110) at different temperatures, as determined by X-ray diffraction.
(a) shows the slope of the facets along the �100� direction, and (b) the
slope of the facets along the �1–10� direction.

energy 1 keV. The spatial periodicity was measured along the
two principal surface axes, �1–10� and �100�. At 180 K, only
the periodicity along �100� can be observed: this situation
corresponds to the LTR phase described before. The wave-
length increases with the dose, following a simple power law
L ∼ Db, with b = 0�13. At other temperatures, periodicity
is seen along both directions, indicating that we were in the
ITM phase. Also in this case, the distance between features
increases with the dose, but with a different b. We notice
that, within the experimental time range, no saturation in
the wavelength has been observed.

The increase of the spatial periodicity with dose indicates
that, during sputtering, a coarsening of the ripples occurs.
We do not have any clear indication, but it seems that, at the
beginning, small ripples are formed, which coalesce and mix
in greater structures when sputtering proceeds. This result
is quite important since, in nonmetallic materials, as will be
shown in the next paragraph, the spatial periodicity does not
change with the dose, indicating that, in these two classes of
material, the formation of ripples or mounds has a common
origin, but a different time evolution. This has to do with
the much higher diffusivity on the metal surfaces.

In Figure 9, we report the evolution of facets slope
for Cu(110) as deduced from CTR scans acquired dur-
ing sputtering. Due to the particular geometry used in the
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Figure 9. Time evolution of the local slope in the case of Cu(110). In
the inset, the sputtering geometry is shown. The incident angle is 54


with respect to the flat surface.

experiment (see the inset in Fig. 9), the nanostructures
formed on the surface are asymmetric: the side in front of
the beam (illuminated I side) has a slope different from
the other (dark D) side. The results are quite interesting:
at 180 K, the I side is very steep at the beginning, while
the D side is almost flat. Increasing the dose, the system
evolves toward a more symmetric shape, gaining an equilib-
rium value after about 20 ML. At 230 K, the situation is

completely different: for the step along �100�, the slopes of
both sides change very slowly with the dose, and they have
almost the same value; also, for the steps along �1–10�, the
change is not too great, but the difference between the I
and D sides is more relevant. Increasing the temperature to
250 K, the situation changes again: now, the evolution of the
slopes along the two directions is quite high, with the dif-
ference that also, at this temperature, the steps along �100�
have the same slope, while there is a difference of about 5


in the other direction.
How can we interpret these results? First, it is clear that

the nanostructures evolve in time, not only in spatial period-
icity, but also in their shape. The system gains an equilibrium
only after about 20 ML. Moreover, this evolution depends
on the temperature, indicating again that are diffusion pro-
cesses which play a key role in the determination of the sur-
face morphology. Another important aspect to consider is
the nature of the ion impacts: as depicted in [16], the effect
of an ion hit is different, depending on the surroundings of
the impact point. If it is in a flat region (like a large surface
terrace), adatom and vacancy islands are created, and they
can move or coalesce, as explained before. But if the ion
impinges on a stepped region (i.e., a region in which the ter-
races have a size of a few atomic spaces), the defects created
by the impact are efficiently annihilated and incorporated at
steps, leaving the morphology unchanged (cf. [20, Fig. 6]).

We notice that, unfortunately, the simulations of the sput-
tering process are more complicated than the molecular
growth. First, two different time scales are involved: the
damage is completely determined in a few picoseconds,
while the diffusion of the surface defects (adatoms and
vacancies) occurs in milliseconds. This great difference in
time scale does not allow us to develop practical codes for
the simulations. Second, since the defects created by the
ions are mainly clusters, the number of possible atomistic
processes increases considerably (movement of the clusters,
detachment of atoms and vacancies from the clusters, coars-
ening, periphery diffusion), again hindering the development
of a suitable code.

GISAXS measurements, but also He beam scattering
and SPA–LEED experiments, have been applied to study
another important aspect of the ripple or mound morphol-
ogy: the decay in time of these nanostructures. In fact, in
metals, the nanostructures are unstable in time since the dif-
fusion processes tend to smoothen the surface in order to
obtain a lower free energy. Of course, this process depends
on temperature and on the particular material: for Cu and
Ag, room temperature is high enough to cause a smoothing
of the surface in few hours, while for Rh and Pt, it is neces-
sary to increase T up to about 600–700 K before observing
the disappearance of the nanostructures.

The decay of the nanostructures induced on metals can
prevent their use in applications like nanostamping or as
substrates to induce order in organic or nematic thin films
(see Section 6). In some cases, we can prevent the decay by
a simple oxidation procedure. The method has been tested
on Ag, Cu, and Al. In Cu(100) [27], the method allows us
to stabilize for several days nanostructures that would oth-
erwise decay in a few hours at room temperature.
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3.5. Erosive Regime

In the previous paragraphs, we summarized the results
obtained on simple metals, but in all of the experiments
reported, a common aspect must be emphasized: the angle
of incidence of the ions was always close to normal (say in
a cone of about 30
). In this condition, the damage induced
is well described as in Section 3.1, and the final morphol-
ogy is mainly due to the diffusion processes as reported
in Sections 3.2 and 3.3. We call this experimental condi-
tion a “diffusive regime.” The nanostructures do not depend
on the azimuthal angle, that is, nothing changes if the
ion impinges on the target along one surface direction or
another.

What happens if this condition is not fulfilled, that is, if
the ion impinges on the target at angles close to grazing
incidence? The answer to this question is the topic of the
present paragraph.

We have seen that the damage caused by a single ion
does not depend on temperature since the energy released is
much higher than the cohesive energy between atoms in the
target, but temperature is important to determine how this
damage can be removed. If the sputtering is done at grazing
incidence (angle � > 60
 from normal), nothing changes if
the temperature is high enough. The picture changes com-
pletely if the sputtering is done at grazing incidence and low
temperature: in this case, the defect diffusion is very slow,
and increasing the dose, a pile up of defects occurs. When
the roughness is high enough, the dominant effect becomes
the erosion caused by the impinging ion. The evolution of
this particular morphology is shown in Figure 10. Ag(100) is
bombarded with Ar+ ions (energy 1 keV) at a very low flux
(0.01 ML/s). The incidence angle is fixed at 70
. The white
arrow in the first image corresponds to the projection on the
surface of the ion beam. After 1 s, the single impact defects
are visible on the surface; they are completely equivalent to
that reported in Figure 2 (produced at normal incidence).
If we look at the spatial distribution of the adatom islands
around the ion crater, we do not recognize any elongation
along the beam direction, but only an isotropic distribution
around the impact point. This observation is very important:
the single impact induces the same kind of defects indepen-
dently on the impact angle at least in the range 0–70
. Then
the formation of ripples cannot be attributed to the shape
of the damage caused by a single ion.

After 30 s (D = 0.3 ML), we see that the damage is accu-
mulated on the surface, but there is still no evidence of
any self-organization. After 720 s (D = 7�2 ML), the self-
organization along the ion beam direction is evident. The
last image shows the autocorrelation function of the STM
image, which clearly evidences the orientation of the struc-
ture along the ion beam.

To distinguish this experimental condition from the ones
described in the previous paragraphs, we call it an “erosive
regime.” The surface diffusion still plays a role: in fact, if
the temperature is lowered enough, the time to observe rip-
ples increases substantially. Now, the ripple direction is not
related to any surface direction; it is only determined by
the ion beam, as clearly shown in Figure 11. In this exper-
iment on Cu(110) [24], we fixed T = 180 K, E = 1 keV,
F = 0�03 ML/s, and D = 27 ML. Only the incidence angle
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Figure 10. STM topographies of the initial stages of the nanostructur-
ization of Cu(110) in erosive regime (Ar+, ion energy 1 keV, ion flux
0.01 ML/s, T = 180 K). The (a) image has been acquired after 1 s (scan
size 90× 90 nm2), (b) after 30 s (scan size 200× 200 nm2), and (c) after
720 s (scan size 200× 200 nm2). In (d), the autocorrelation function of
the (c) image is reported.
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Figure 11. The role of the incidence angle � in the transition from the
diffusive to the erosive sputtering regime for Cu(110) at T = 180 K. The
white arrow shows the ion-beam scattering plane. For all images, Ar+

sputtering at Ei = 1 keV, ion flux 0.03 ML/s, ion dose 27 ML. Image
size 400× 400 nm2.
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is varied from 0 to 70
. At normal incidence, the surface
appears rough, while for � between 15 and 55
, the ripples
are aligned along the �100� direction: the system is in the
LTR phase depicted in Section 3.3. For � > 65
, the ripples
rotate along the ion beam projection, which in this experi-
ment was along the �1–10� direction. We emphasize that this
90
 rotation is quite different from the previously reported
(Section 3.2) as there, the temperature is fixed.

In the “erosive regime,” the surface symmetry direc-
tions play no role in determining the final ripple alignment:
we observed quite similar ripples on Ag(110), Ag(100),
Cu(100), and Cu(110) [28], independent of the direction
on which the ions hit the target. The spatial periodicity
increases with the dose, but more slowly than in the diffu-
sive regime. In this sputtering regime, mound formation has
never been observed. In many aspects, the ripples so created
are similar to those produced on nonmetallic materials (see
Section 4).

Before concluding this paragraph, we want to mention an
interesting work done by Poelsema and collaborators [29] on
Cu(100). They bombarded the surface at a very grazing inci-
dence (about 80
). Under these conditions, vacancy islands
one or two layers deep are formed, with a spatial periodicity
that can be changed by varying the temperature. Also in this
case, the elongation direction is independent of the surface
symmetry, but is parallel to the ion beam.

3.6. Sputtering and Growth

So far, we have investigated the effect of ion sputtering on
metal surfaces, showing that all of the observed morpholo-
gies are related to the damage from the ion impact and the
recovery of it via surface diffusion of defects. Since a sin-
gle impact causes the formation of a vacancy cluster and
few adatom clusters, it is a natural consequence to suggest
that ion sputtering is quite similar to the deposition process,
with the only difference being that, in the latter, only (sin-
gle) adatoms are deposited. This analogy is the topic of this
paragraph.

In a recent experiment, Buatier de Mongeot et al. [30]
deposited Ag on Ag(110) at different temperatures, follow-
ing the morphology with high-resolution electron diffraction
(SPA–LEED). Also in this case, the presence of regular
structures is evident: at 130 K, they observed elongated fea-
tures (ripples) oriented along the �001� direction, exactly
what happens on the sputtered surface at a low temper-
ature (LTR phase). Increasing T , the symmetry of the
diffraction pattern becomes fourfold, indicating that rectan-
gular mounds are now present (ITM phase). Finally, ripples
appear again at 210 K, but rotated by 90
 with respect to
those observed at low T (HTR phase).

However, the temperature at which the rotation sets in
is different between the two cases: about 170 K in growth
and about 270 K in sputtering. This difference is easily
explained since the movement of the clusters produced in
the ion impact requires a greater activation energy. The
observation that the morphologies created by the two meth-
ods (erosion and deposition) are quite similar, eventually
in a different temperature range, also has been done by
Busse et al. [11] on Al(111). They bombarded the surface
with different rare gas ions, and surprisingly, they did not

observe an “eroded” surface like on Pt(111) (cf. Fig. 4), but
an unexpected island and mound structure, typical of atomic
deposition.

Before we conclude this paragraph, we want to empha-
size another aspect of the analogy sputtering—deposition.
In many computer simulations, ion erosion has been seen as
a “vacancy deposition,” in which a beam of “vacancies” is
directed against a surface [31, 32]. This method allows us to
obtain results in agreement with experimental data, but can
be applied only if the sputtering temperature is high enough
[33].

4. OTHER MATERIALS
In 1956, Navez et al. [34], by bombarding a glass surface
with an ion beam of air, observed for the first time a curious
phenomenon: the bombardment produced a new morphol-
ogy depending mainly on the incidence angle � of the ion
beam. A clean glass surface was exposed for 6 h to the ion
beam at incidence angles ranging from 30 to 80
. The sur-
face was covered by wave-like structures (ripples) separated
by distances ranging from 30 (� = 80
) to 120 nm (� =
30
), which are stable under ambient conditions after the ion
bombardment is finished. For incident angles close to � =
0
, the ripples are perpendicular to the ion beam direction,
while they rotate by 90
 when the beam reaches the surface
at grazing incidence. In contrast, when the bombardment
is performed at normal incidence, one observes a regular
structure formed by elements of a diameter of about 40 nm.
The authors did not provide an accurate explanation at that
time, but simply tried to find analogies with macroscopic
phenomena such as the ripple structures formed by wind
over a sandbed. After this pioneering experiment, other
groups investigated the effects of ion bombardment on semi-
conductor and amorphous materials.

First, we examine the results of a single ion impact on
a semiconductor surface. At low energies (<5 keV), which
are of interest in this chapter, sputtering of atoms by direct
knock-on effects is observed [35, 36]: each ion causes the
ejection of one or a few atoms from the surface, but not the
growth of adatoms islands around the crater. Sometimes,
bumps have been observed, but they have been interpreted
as a mechanism to relax strain, induced in a subsurface
region by the collision cascade caused by the ion. Similar
effects also have been reported for HOPG.

These results represent the first important difference
between the sputtering on metal and nonmetal materials:
in the latter, the surface morphology is dominated only by
vacancies, and the internal damage is quite relevant, leading
to the amorphization of the near surface layers as sputtering
proceeds. Basing on this conclusion, we can foresee that the
accumulation of damage (i.e., for increasing doses) has quite
difference consequences in the two classes of materials.

Ripples produced by off-normal ion scattering have been
observed on SiO2 [37], HOPG surfaces with (0001) orien-
tation [38, 39], diamond [40], Si [41], GaAs [42], and Ge
[43].

The results obtained on nonmetal materials can be sum-
marized in the following way.

1. Ripples can be produced, but only at nonnormal angles
of incidence.
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2. A critical angle �c exists, for which, if � < �c, the rip-
ples are perpendicular to the ion beam, and if � > �c,
they are parallel. Thus, the ripple orientation is deter-
mined by the beam direction, and not by the crystal
symmetry.

3. The spatial periodicity does not change in time, but it
depends on ion flux and temperature.

4. The time evolution is much slower than in metals:
for comparable ion fluxes, ripples appear on nonmetal
material in a time which can be ten times greater. That
means that the mass transport on such materials is
quite reduced with respect to metals.

5. Mounds can be formed only if � = 0
.
6. Structures are stable in time up to elevated tempera-

tures.

It is evident from these considerations that nanopatterning
by ion sputtering leads to quite different results in the two
classes of materials. The closest results are found in the
“erosive regime” since, here also for metals, the surface sym-
metry does not influence the ripple morphology. However,
as we will show briefly in the next section, from a theoretical
point of view, the sputtering process can be described in a
quite general framework.

5. THEORETICAL MODELS
Starting from Sigmund’s theory of sputtering, Bradley and
Harper in 1988 [44] proposed the first model (in the follow-
ing, referred to as the BH model), which explains why ion
bombardment produces periodic height modulations on the
surface of amorphous solids.

The rate at which the material is sputtered from a point
O of a surface is proportional to the power dissipated there
by the random distribution of the incoming ions. They pen-
etrate the surface and transfer their kinetic energy to the
atoms of the substrate, which may start secondary collisions,
thereby generating other recoiling atoms. A small fraction of
the atoms is sputtered away, while some of them are perma-
nently removed from their sites, making the substrate locally
amorphous. In the limit of low energy of the incoming ions,
the average energy deposited at O because of an ion pene-
trating into the crystal follows the Gaussian law:

E�r ′� = �

�2��3/2� 2
exp!−�z′�2/2�2 − �x′ 2 + y′ 2�/2 2%

(2)

where a is the mean range of ion penetration, � is the lon-
gitudinal and  is the lateral straggling width, and � is the
total energy deposited; a, �, and  define the atomic colli-
sion cascade. The model calculates the normal component
of the velocity of erosion at a generic point O of the inter-
face when a uniform flux J hits the surface. The details are
reported in [44].

Here, we limit ourselves to reporting the most important
steps. For simplicity, let us reduce the model to a (1 + 1)-
dimensional one. The incoming beam direction forms an
angle ' with the direction normal to the surface Y . Y and
the trajectory of the incoming ion beam form a plane con-
taining the X axis. We point out that ' changes from point
to point along the surface. The radius of curvature at O

is RX (positive when the surface is concave, and negative
when the surface is convex). Let us define the velocity of
erosion v�'*RX) as the velocity at which the surface retracts
because the atom loosens. The sputtering yield Y�'� is
related to v�'*RX) by the following expression:

Y�'� = nv�'*RX�/J cos�'� (3)

where n is the number of atoms per unit volume in the
amorphous solid and J is the flux of the incoming ions.
Bradley and Harper showed that Eq. (3) in the limit
a/RX  1 can be approximated to the first order in a/RX ,
giving the following expression for the erosion velocity:

v�'*RX� =
J

n
Y0�'�!cos�'�− ,X�'�a/RX% (4)

In Eq. (4), Y0�'� corresponds to the sputtering yield of a flat
surface, and depends only on the parameters that define the
collision cascade (�* �*  ) and on the angle '. The expres-
sion Y0�'� deduced by Bradley and Harper is an increasing
function of ', and therefore limits the model to angles not
too close to grazing incidence, where the sputtering yield
starts to decrease with '. ,X(') is a function of ' and of the
parameters � and  . For a = � =  , that is, for a spherical
distribution of the deposited energy,

,X�'� = sin2�'� sin2�'/2�− cos2�'/2� (5)

The dependence of the erosion velocity on the curvature is
in the term ,X�'�a/RX . For instance, for normal ion inci-
dence, ,X (' = 0) is negative, while the curvature is positive
in the trough and negative in the crest; then the product
,X (' = 0) a/RX is negative in the trough and positive in
the crest. The velocity of erosion is therefore faster for the
trough than for the crest. The results are easily generalized
[44] to arbitrary surfaces:

v�'*RX*RY �=
J

n
Y0�'�!cos�'�−,X�'�a/RX−,Y �'�a/RY %

(6)

Until now, the above equations are written in a local frame,
referred to the impact point O. More useful expressions can
be expressed in the laboratory frame �x* h�, where h is the
normal to the initial flat surface. The ion beam forms with h
an angle �, while the plane containing h and the ion trajec-
tory identifies the x axis. The time evolution of the surface
is described by the height function h�x* t� measured from
the initial flat configuration and ' = �+ �/h//x�. � is a fixed
angle, while ' changes from point to point along the surface.
The equation of motion is obtained by writing the normal
component along h of the velocity of erosion, assuming that
the surface height varies slowly. Equation (3) becomes

/h

/t
= −J

n
Y0��� cos���+

J

n

/

/�
!Y0��� cos���%

/h

/x

+ Ja

n
Y0���

[
,x���

/2h

/x2

]
(7)

The first term is the rate of erosion of the unperturbed pla-
nar surface and the two other terms contain the dependence
of the sputtering yield on the local curvature. This is the
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fundamental equation in the BH model, written in (1 + 1)
dimensions.

It is easy to generalize it to an arbitrary surface h�x* y* t�
[44]. In Eq. (7), all terms concern the erosion of the surface
by ions, but Bradley and Harper recognized that a smooth-
ing mechanism is needed to explain the presence of ripples.
Then they added a term which takes into account the dif-
fusion of atoms on the surface. After some manipulation,
Eq. (7) becomes

/h

/t
=−v0���+

/v0���

/�

/h

/x
+vx���

/2h

/x2
+vy���

/2h

/y2

+K1 21 2h+2�x*y*t� (8)

where K is a coefficient which depends on the surface self-
diffusivity D, the free energy per unit area 3, and the num-
ber of atoms per unit area moving across the surface, and
2�x* y* t� is a Gaussian white noise with zero mean and vari-
ance proportional to the ion flux J , which takes into account
the stochastic arrival of the ions.

In this expression, the sputtering yield dependence on
local curvature is now in the terms vx���, vy���, which can
change sign as the angle of incidence of the ion is varied.

Bradley and Harper did a stability analysis of this equa-
tion, imposing a sinusoidal form for the function h�x* y* t�,
and looking for its time evolution. This approach is based
on the observation that any periodical corrugation, as rip-
ples are, can be expressed as a sum of sinusoidal ampli-
tudes. Applying this analysis to the BH model, it is possible
to demonstrate that a ripple with a defined wavelength can
grow during the sputtering process. Its spatial periodicity is
equal to

4i = 2�
√
2K/�vi� (9)

where i refers to the direction (x or y) along which the
associated �vi� is the largest. We point out that the direc-
tion x is along the ion beam, while y is perpendicular to
it. Since the coefficients vx���, vy��� change magnitude and
sign in dependence on the incidence angle, a critical value �c
exists so that, for � < �c, the ripple is perpendicular to the
ion beam, and for � > �c, it is parallel. Due to its intrinsic
approximations, the BH model works well at intermediate
ion doses, when erosion produces ripples with a small local
slope.

The consequences of the BH model have been verified in
many experiments on amorphous and semiconductor materi-
als. The ripple rotation at grazing incidence angles has been
verified in graphite, glass, SiO2, diamond, Si, GaAs, and Ge.

The dependence of the ripple structure on the ion energy
is in the erosive terms vx* y���: they depend on the way in
which the energy is released in the surface, and then they
are related to the penetration depth of the ion, which is a
function of energy. Then we expect that the ripple wave-
length is a function of the energy. More precisely, we expect
that

4x* y ∝ Ep (10)

Such a behavior has been verified on graphite [39] (p = 1),
Si [45] (p = 0�8), and diamond [40] (p = 1). However, the

BH model foresees a flux dependence of the ripple wave-
length (4 ∼ �1/2) which has been observed only in Si [41].

In the BH model, the behavior of the wavelength with
temperature is determined by the surface mobility of the
diffusing species. By writing the surface diffusivity D as

D = D0 exp
(
− Ea

kBT

)
(11)

where Ea is the activation energy for surface self-diffusion,
the coefficient K of Eq. (8) depends on the temperature as

K = D03
8

n2kBT
exp

(
− Ea

kBT

)
(12)

and on the wavelength as

4x* y ∝ T 1/2 exp
(
− Ea

2kBT

)
(13)

The effect of surface mobility during ion-beam treatment
has been studied experimentally on graphite. The experi-
ment shows that the ripple wavelength increases slowly with
temperature, from 70 to 110 nm between 300 and 450 K as
expected, due to the increase of the surface mobility. Com-
paring the results with the BH model, Habenicht obtained
an activation energy of Ea = 0�14 eV, which is rather small
compared to others. He ascribes this fact to radiation-
enhanced diffusion effects that should be taken into account.
However, the energy deposition of the ion beam into the
near surface region can affect several parameters of the sur-
face mobility, such as the density of diffusing species, the
surface free energy, and the activation energy for surface
diffusion.

The model cannot account for the formation of ripples
at low temperature since it considers only a thermal mech-
anism of smoothing. Additional mechanisms have been pro-
posed to explain the inadequacy of BH model. In particular,
Makeev and Barabasi [46] demonstrated that ion sputtering
could produce an effective surface diffusion (ESD) that does
not imply mass transport. The ESD explains the presence
of ripples at low temperatures where the surface diffusion
is not activated, and was predicted in the computer simula-
tion of the ripple formation on amorphous carbon [47] and
observed in the case of GaAs [48].

Besides its ability to explain most of the experimental
results, the BH model fails when the ion dose becomes
larger and larger. Cuerno and Barabasi [49] revisited the BH
model, introducing two new terms in the equation:

/h

/t
=−v0���+

/v0���

/�

/h

/x
+vx���

/2h

/x2
+vy���

/2h

/y2

+ 2x
2

(
/h

/x

)2

+ 2y

2

(
/h

/y

)2

+K1 21 2h+2�x*y*t� (14)

The coefficients 2x, 2y depend on parameters such as the
penetration depth and the angle of incidence. In this way,
the equation becomes nonlinear, and the temporal evolution
of the height h shows a transition from a periodic to a fractal
behavior, as found in the experiments.
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We have seen that the BH model (and its modifications)
is able to reproduce most of the experimental findings in
semiconductors and amorphous materials. But when we try
to apply it to the metal case, some difficulties arise. First,
the spatial periodicity increases in time, both in the diffusive
and erosive regime. This effect is out of the model. Second,
periodic patterns also appear at normal incidence, while in
the model, no regular pattern can grow if � = 0
. Finally,
the nanostructures on metals are crucially dependent on
temperature (in shape and periodicity). On the other hand,
many features have their behavior foreseen by the model:
the periodicity depends on the ion flux as �1/2, at grazing
incidence the ripples are always parallel to the ion beam,
and so on.

In order to explain these differences, we proposed to
modify the diffusion terms in Eq. (14) [24]. In fact, while
the erosive terms have an expression that is quite general,
which depends only on the parameters of the sputtering,
the diffusion terms are too simple, as they do not take into
account many aspects of the diffusion processes in metals:
the existence of different energetic barriers, the directional-
ity of the diffusion, and the existence of different diffusing
species. However, a detailed study of the equation and its
consequences is still in progress.

6. APPLICATIONS
In this section, we illustrate some applications of the ion
sputtering in different fields. The advantage of the method is
that it is very easy to perform, can be used to nanostructure
large samples (several cm2), and the results depend on eas-
ily controlled parameters, such as ion beam energy, inci-
dence angle, ion species, ion flux and dose, and substrate
temperature.

Ion erosion has interesting applications in chemistry. Cre-
ating and controlling the density of artificial defects may lead
to the growth of materials with unusual catalytic properties.
In fact, artificially created surface defects can enhance the
surface reactivity. One illuminating example of this possibil-
ity is the experiment of Costantini and co-workers [50, 51],
who recently demonstrated that the dissociation probability
of O2 on Ag(100) can be enhanced by orders of magnitude
after modification with ion sputtering. The most interest-
ing result is that the reactivity can be tuned by changing
the angle of sputtering. The dissociation probability of O2
molecules changes from less than 10−3 on the flat surface to
0.1 on the rippled surface. In perspective, this straightfor-
ward result opens up the possibility to control the chemical
properties of a surface by modifying in-situ its morphology,
that is, by creating different amounts and different kinds of
defects, like kinks at step edges, on which the reactivity of
the chemisorbed species can be enhanced. The recent obser-
vation of similar structures on Rh (110), which were investi-
gated by X ray diffraction, suggests possible applications in
catalysis.

The fabrication of quantum dots (QDs) is currently a
topic of great interest due to the potential applications in
optoelectronics. However, the methods available for their
fabrication are rather limited because the actual lithographic
techniques cannot produce QDs of appropriate size and
density for device applications. Facsko et al. gave the first

evidence of QD fabrication via ion erosion in the case of
GaSb (100) [52, 53]. They observed that ion erosion creates
dots remarkably well ordered and uniformly distributed. The
method of ion erosion may therefore open a new road for
nanofabricating large-area surfaces patterned at low cost.

But the potential applications are also in other fields of
material science. Using ion erosion, it was recently possi-
ble to fabricate magnetic wires structures in the case of a
Co film deposited on a Cu (100). The experiment shows a
remarkable change in the magnetization anisotropy of the
film after bombardment by ions. 5 ML of Co have been
deposited on a Cu (100) surface at T = 180 K. The sam-
ple has been successively bombarded with Ar+ ions at an
incident angle of 70
 (erosive regime), E = 1 keV; in this
condition, the ripples supported on Cu (100) are elongated
along the projection of the ion beam on the surface.

Finally, ion erosion can produce nanoscale patterned sub-
strates for deposition methods either on metallic substrate
or glasses [54]. Rippled glasses are also expected to be good
candidates as templates, for instance, for aligning liquid crys-
tals or organic molecules.

7. CONCLUSIONS
In this chapter, we reviewed the results on surface nano-
structuring by ion sputtering, mainly in the case of metal
surfaces. The surface morphology is found to be dependent
on surface symmetry if the temperature is high enough and
the incidence angle is close to zero (normal incidence). In
this diffusive regime, the diffusion of the surface defects
(adatom and vacancy clusters) created by the ion impact
determines the evolution of the morphology. On the con-
trary, in the erosive regime (low temperature and grazing
incidence), the ripples created are determined only by the
ion beam direction. The possibility to pattern metal surfaces
on a nanometer scale opens a new route to many applica-
tions in nanotechnology since the ion sputtering method can
be applied easily and also adapted to large-scale production.

GLOSSARY
Atomic force microscope (AFM) Microscope based on a
cantilever with a sharp tip, which is deflected by the forces
acting between the surface and the tip. An AFM can resolve
atoms on insulating materials.
Low energy electron diffraction (LEED) Instrument based
on the reflection of electrons from a surface. It gives infor-
mation on the simmetry of the surfaces.
Scanning tunneling microscopy (STM) Microscope based
on the tunneling effect, able to resolve atoms on a metallic
surface.
Secondary ions mass spectroscopy (SIMS) Analytical tech-
nique that uses ion sputtering to extract other ions from
the surface. These secondary ions are analyzed with a mass
spectrometer, in order to get information on the chemical
species present on the surface.
Spot profile analyzer–LEED (SPA–LEED) A variance of
normal LEED, used to observe symmetry on a larger scale.
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Electrolytes, as respects their insulating and conducting forces,
belong to the general category of bodies; and if they are in the
solid state (as nearly all can assume that state), they retain their
place presenting then no new phenomenon.

Michael Faraday On induction, in “Experimental Researches in
Electricity,” Volume 1, p. 1344, Series XII. Taylor and Francis,
London, 1839.

1. INTRODUCTION
Ceramics have been a part of human culture for thousands
of years. Ceramic objects, including bricks, tiles, and pot-
tery, can be traced back to the ancient civilizations of
Mesopotamia, Egypt, and Asia. From a materials scientist’s
point of view, ceramics can be defined as nonmetallic, dense,
polycrystalline solids that are prepared by shaping and high
temperature firing, typically around 1000 �C. A large part
of conventional ceramics is based on alumino-silicates, espe-
cially clay. From the 19th century on, the physical and
chemical properties of these ionocovalent materials were
investigated in earnest. It was then recognized that their
electrical properties were quite different from those of the
earlier investigated metallic solids.
As early as 1833, Michael Faraday reported experiments

on ionic conducting inorganic solids: “There is no other body
with which I am acquainted, that, like sulphuret of silver,
can compare with metals in conducting power for electric-
ity at low tension when hot, but which, unlike them, during

cooling, loses in power, whilst they, on the contrary, gain.
Probably, however, many others may, when sought for, be
found” [1]. The large enhancement of the electrical conduc-
tivity of silver sulfide Ag2S with increasing temperature was
difficult to interpret at that time, because it was in strong
contradiction to the behavior of metals.
The first major invention based on solid electrolytes was

an electric lightning device using the “Nernst mass,” a mix-
ture of zirconia with rare earth oxides, including the particu-
larly favorable composition 85% zirconia and 15% yttria [2].
Although the Nernst lamp was finally not used extensively
in practice—it was replaced in 1905 by the simpler tung-
sten filament lamp—this discovery gave a major impulse to
the development of solid state ionics. Around 1850, Gaugain
had already discovered the principle of solid electrolyte fuel
cells: “air and alcohol vapor separated by a glass enve-
lope and heated up to high temperature can form a couple
capable to develop electricity” [3]. Gaugain obtained sim-
ilar results with a porcelain tube and with other gaseous
fuels. Nearly one century later, after fruitless efforts with
liquid electrolytes, Baur and Preiss proposed a great number
of solid electrolytes for fuel cells, including glasses, porce-
lains, clays, and different oxide mixtures, and concluded that
“unsurpassed is the Nernst mass” [4], even if degradation
problems remained.
The role of temperature, doping, and stoichiometry vari-

ations influencing the electrical conductivity and ionic dif-
fusivity in solids, often described as “defect chemistry,”
was treated in pioneering papers in the 1920s and 1930s.
Joffé investigated the ionic conductivity of NaCl, SiO2, and
CaCO3 crystals [5]. Based on these observations, Frenkel
postulated the existence of point defects in order to under-
stand the diffusion properties of solids [6]. Wagner and
Schottky applied the methods of statistical thermodynamics
to the problem of disorder in an ordered binary compound
AB in 1930 [7]. Wagner also introduced the term excess elec-
tron and electron defect and comprehensively discussed the
consequences of electronic and ionic disorder on the elec-
trical conductivity of ionic solids [8]. He had already noticed
that these concepts could be used to deduce quantitatively
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the dependence of conductivity on the partial pressure of
the electronegative component.
The main conclusion of these researches is that the

electrical conductivity at moderate temperatures of many
ionocovalent solids is not due to electronic carriers only but
contains a more or less important contribution of mobile
ions. The discipline that deals with the preparation, char-
acterization, modeling, and applications of such solid mate-
rials supporting ionic motion is called “solid state ionics.”
Progress in solid state ionics is related to major technological
developments in the domains of energy storage and conver-
sion (batteries and fuel cells) and environmental monitoring
and control (chemical sensors).
The presence of interfaces, recognized 50 years ago to

play a key role in semiconductor science and microelec-
tronics, strongly impacts also the ionic conductivity. The
evaluation of multiphase materials, commonly designated
as “composites,” containing heterophase boundaries was
started after Liang discovered in 1973 an ionic conduc-
tion enhancement in a heterogeneous material: dispersion
of small alumina particles in a matrix of the moderate ionic
conductor LiI leads to 50 times higher ionic conductivity
as compared with pure LiI [9]. The conductivity enhance-
ment is a consequence of the formation of space charge
regions with enhanced ionic carrier concentration near the
interfaces. Similar effects, although somewhat smaller, are
expected in polycrystalline materials, where grain bound-
aries are present. Logically, the enhancement should be par-
ticularly significant in systems with a high density of grain
or phase boundaries, like in nanocrystalline ceramics and
thin films or in nanocomposites. The objective of this chap-
ter is to present the current knowledge on this topic and to
review different classes of nanomaterials where an impor-
tant ionic conductivity has been reported. But before that
and for those not familiar with the subject, let us summarize
the essential concepts on ionic conduction in the bulk and
at, or near, interfaces.

2. THEORY OF IONIC CONDUCTION
IN THE BULK

The total electrical conductivity � of a solid at a given tem-
perature is the sum of the partial conductivities of ionic and
electronic charge carriers:

� =∑
i

qi�ici (1)

In this equation, qi is the charge, �i is the mobility, and
ci is the concentration of the charge carrier i. It is thus
apparent that two parameters can be modified in order to
increase the conductivity of a solid: the carrier concentration
and/or mobility.
The concentration of ionic defects may be increased in

one of several ways, as shown in Figure 1 for the case of
silver chloride AgCl.

(1) Deviation from stoichiometry (Fig. 1a and b): a reduc-
tion or oxidation of the compound produces simulta-
neously electronic species and point defects, thereby
leading to mixed conduction.

Figure 1. Defect chemistry in the bulk of AgCl. From top to bottom:
(a) charge carrier concentration as function of compound stoichiometry,
(b) “phase diagram”: composition range of the homogeneous com-
pound, (c) influence of doping by Cd2+ ions, (d) Arrhenius diagram
of silver vacancy concentration. The Kröger–Vink nomenclature is
explained in Section 2. Reprinted with permission from [48], J. Maier,
Nanoionics and soft materials science, in “Nanocrystalline Metals
and Oxides—Selected Properties and Applications” (P. Knauth and
J. Schoonman, Eds.), p. 84. Kluwer Academic, Boston, 2002. © 2002,
Kluwer Academic Publishers.

(2) Doping (Fig. 1c): the addition of aliovalent impurities
requires the generation of ionic defects with opposite
charge in order to maintain electrical neutrality.

(3) Intrinsically disordered solids: many solids pass
through an order–disorder transition as the temper-
ature is increased (e.g., point 4 in Fig. 1d or the
�–� transition in AgI, three-dimensional disorder).
In other cases, the disorder is limited to disordered
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planes (intercalation compounds, e.g., Na-�-alumina)
or one-dimensional channels (tunnel compounds).
Likewise, amorphous phases (inorganic glasses and
polymers) present a high intrinsic disorder and, in cer-
tain cases, also exhibit ionic conductivity.

(4) Formation of space charge regions in the vicinity of
interfaces: the space charge forms in response to a
plane of opposite charge adsorbed on the surface or
segregated at a grain boundary. This phenomenon will
be discussed in some detail.

The ionic mobility depends on a number of factors. The
most important is the height of the potential barrier that the
ion must overcome in order to pass from one well to an adja-
cent well. In general, the barrier height depends on a num-
ber of factors, including the strain energy that needs to be
expended for the ion to “squeeze” through the bottleneck,
the polarizability of the lattice, and the electrostatic inter-
actions between the ion and its surroundings. Perhaps the
easiest to visualize is the strain energy and one is therefore
tempted to assume that solids or interfaces with the highest
free volume should exhibit the highest mobility. While this
is often the case, as in short circuit diffusion at extended
defects (e.g., grain boundaries and dislocations), there are
many examples where solids with smaller channels support
higher mobilities than those with larger channels, due to
polarization effects.

2.1. Defect Chemistry: Kröger–Vink
Nomenclature

Let us introduce now the commonly used nomenclature for
the description of defect chemical reactions, proposed in
1956 by Kröger and Vink [10]. The point defects are con-
sidered as dilute species and the solid plays the role of the
solvent. Several analogies can be found between intrinsic
defect formation and self-dissociation of water.

(1) A pair of charged defects is formed, which is respon-
sible for electrical conduction.

(2) Defect formation is thermally activated. A mass
action law constant using defect activities (or con-
centrations for dilute species) describes the defect
equilibrium.

(3) An acidity–basicity concept can be introduced [11].

In the Kröger–Vink notation, the subscript shows the site of
a defect; the subscript i stands for an interstitial site. The
effective defect charge is written as a superscript, relative to
the ideal lattice: a dot ��	 stands for a positive and a prime �′	
for a negative charge. The vacancy is written V. For example,
O′′

i represents a doubly charged oxygen interstitial ion, V
��

O
is a doubly charged oxygen vacancy. Bulk defect chemical
reactions must obey:

(1) mass balance,
(2) balance of lattice sites,
(3) charge balance (global electrical neutrality).

The electrical neutrality condition is, however, not respected
near interfaces, where deviations can occur.
In a binary ionic compound M+X−, four types of intrinsic

ionic disorder can be generated by permutation of the ele-
mentary defects, ion vacancies, and interstitial ions, but only

three types are experimentally observed. The predominant
disorder type depends mainly on the solid’s crystal structure.
(1) Cation Frenkel disorder corresponds to the formation

of a cation interstitial plus a cation vacancy:

MM +Vi =M�

i +V′
M (2)

KFr is the Frenkel equilibrium constant:

KFr = c�M�

i	c�V
′
M	 = exp�−�FrG

�/kT	 (3)

�FrG
� is the standard Gibbs free energy of the Frenkel

reaction. Obviously, interstitial formation is easier for small
ions and/or in relatively open lattices. Therefore, cationic
Frenkel disorder is more often found then the correspond-
ing anionic Frenkel disorder (also called anti-Frenkel type),
because anions are generally larger. The anion Frenkel reac-
tion can be written

XX +Vi = X′
i +V�

X (4)

Due to the small radii of silver and copper ions, silver
halides (such as AgCl, see Fig. 1) and copper halides belong
to this group, but also certain anion conductors with the
relatively open fluorite-type lattice (e.g., ceria or zirconia).
(2) Schottky disorder is due to the coupled formation of

cation and anion vacancies:

MM +XX = V′
M +V�

X +MX (5)

MX represents ions, which have been displaced to “new”
interfacial sites. KSch is the Schottky equilibrium constant:

KSch = c�V′
M	c�V�

X	 = exp�−�SchG
�/kT	 (6)

�SchG
� is the standard Gibbs free energy of the Schottky

reaction. One already imagines that this type of disorder will
be found mainly in dense crystal lattices. For example, close-
packed alkali halides (including NaCl) show Schottky-type
disorder. The fourth theoretically possible defect combina-
tion, a pair of cation and anion interstitials, is not found in
reality, because it is very difficult to create interstitials on
both sublattices.
(3) In addition to intrinsic ionic disorder by point defects,

one must take into account intrinsic electronic disorder by
creation of electron–hole pairs, which can be written

0 = h� + e′ (7)

This process can be thermally activated or due to photons.
The excess electrons are in the conduction band, whereas
electron holes are located in the valence band of the com-
pound. The temperature-dependent equilibrium constant of
this reaction is

Kel�T 	 = c�h�	c�e′	 = A exp�−Eg/kT	 (8)

The prefactor A contains the effective mass of hole and
electron; Eg is the bandgap energy of the compound.
Intrinsic electron–hole pair formation and vacancy–

interstitial pair creation (Frenkel reaction) can both be rep-
resented in level diagrams, like those used in solid state
physics. Figure 2 shows this type of diagram for the case
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Figure 2. Level diagrams of ionic and electronic disorder in AgCl. The
electrochemical potentials �i of silver ions and electrons are connected
via the chemical potential of silver �Ag, in other words the exact stoi-
chiometry of the compound. The indicated prevailing n-type semicon-
ductivity corresponds to a slight Ag excess in AgCl. Reprinted with
permission from [48], J. Maier, Nanoionics and soft materials science
in “Nanocrystalline Metals and Oxides—Selected Properties and Appli-
cations” (P. Knauth and J. Schoonman, Eds.), p. 82. Kluwer Academic,
Boston, 2002. © 2002. Kluwer Academic Publishers.

of AgCl. If equilibrium is established, the electrochemical
potentials of electrons [��e−	, i.e., the Fermi level] and ions
[�(Ag+)] are connected via the chemical potential of one of
the components, here Ag [�(Ag)] (i.e., by the exact com-
pound stoichiometry):

Ag = Ag+ + e− (9)

��Ag	 = ��Ag+	 + ��e−	 (10)

(4) “Antisite” disorder describes the interchange of ions
between two sublattices. While such exchange between
cation and anion sites is not observed in binary ionic sys-
tems due to trivial electrostatic reasons, “antisite” disorder
can be observed in ternary and higher order compounds in
which cations disorder between two different cation sublat-
tices: this is common, for example, in solids with the spinel
structure [12].
(5) As one can easily verify in Eqs. (2), (4), and (5), the

intrinsic defect reactions do not modify the composition of
the exactly stoichiometric solid (the “Daltonide”). In addi-
tion to these intrinsic disorder types, one can also observe
“extrinsic” disorder due to composition changes of the solid,
be it the presence of foreign ions (impurities or dopants) or
a nonstoichiometry. The latter is induced by chemical poten-
tial changes of one of the components, for example oxygen
in the case of oxides. Oxidation or reduction of the material
results in deviations from stoichiometry (corresponding to
a “Berthollide”) and the formation of both ionic and elec-
tronic charge carriers. For example, electron holes and oxy-
gen interstitials are created in a Frenkel-disordered oxide by
the oxidation reaction

1
2
O2�g	 +Vi = O′′

i + 2h� (11)

Kox = c�O′′
i 	c�h

�	2P�O2	
−1/2 = exp�−�oxG

�/kT	 (12)

Kox is the equilibrium constant and �oxG
� is the standard

Gibbs free energy of the oxidation reaction. Excess electrons
and oxygen vacancies are formed in the reduction reaction

OO = 1
2
O2�g	 +V��

O + 2e′ (13)

Kred = c�V��

O	c�e′	2P�O2	
1/2 = exp�−�redG

�/kT	 (14)

Kred is the equilibrium constant and �redG
� is the standard

Gibbs free energy of the reduction reaction.
As a consequence, the p-type or n-type conductivity

increases together with the deviation from stoichiometry.
At reduced temperature, impurities (or dopants) will dom-
inate near stoichiometry, while under reducing or oxidiz-
ing conditions, defects associated with nonstoichiometry will
control the electrical properties of the material. The electri-
cal properties eventually become intrinsic when the temper-
ature increases to sufficiently high values. Kröger and Vink
discussed various aspects of stoichiometry deviations in inor-
ganic compounds and developed diagrams that show defect
concentrations as a function of the chemical potential of the
components. These diagrams can be much simplified under
the assumption of only two majority defects, according to
the so-called Brouwer approximation [13]. A general discus-
sion of these phenomena is outside the scope of this chapter
but can be found in many standard texts [14].

2.2. Ionic Conduction in the Bulk:
Hopping Model

Ionic conduction in solids [15] is due to thermally activated
ion hopping [16, 17]. Assuming Boltzmann statistics, the dif-
fusion coefficient Di is a function of the jump distance a, the
characteristic attempt frequency �0 (typically ≈1013 s−1	 and
the free energy of migration �migrG = �migrH − T�migrS:

Di = �a2�0 exp�−�migrG/kT	 (15)

The factor � takes into account geometrical and so-called
correlation effects. For example, the backward jump has a
slightly higher probability than the forward jump, but, on the
other hand, cooperative motion can lead to higher diffusion
coefficients than isolated jumps. The Nernst–Einstein equa-
tion relates the ionic mobility �i to the diffusion coefficient
(k is Boltzmann’s constant):

�i = Diqi/kT (16)

Using Eqs. (1), (15), and (16), the ionic conductivity can be
expressed as

�ion = �q2i /kT	ci�a2�0 exp��migrS/k	exp�−�migrH/kT	
(17)

A general equation representing the ionic conductivity can
thus be written with a prefactor �0:

�ion = �0/T exp�−�actH/kT	 (18)

Most crystalline and amorphous fast ion conductors (the
latter below their glass transition temperature) satisfy this
equation. For crystalline fast cation conductors (such as
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�-AgI), the activation enthalpy �actH is typically below
0.5 eV; for anion conductors, it is normally larger
(0.5–1.0 eV). The activation enthalpy can contain different
contributions.

(1) If the concentration of the mobile ionic defects is
fixed by charged background impurities and dopants,
as in the case of Y-stabilized ZrO2  2c�V��

O	 = c�Y′
Zr	!,

the activation enthalpy �actH represents only the
defect migration enthalpy �migrH (cf. curve 2 in
Fig. 1d).

(2) Assuming a thermally activated defect creation, the
carrier concentration ci has a temperature depen-
dence such as Eq. (3) or (6):

ci = ci0 exp�−�formH �/2kT	 (19)

In this “intrinsic” case, �Hact is the sum of the
defect migration and formation enthalpies (�actH =
�migrH + �formH �/2; cf. curve 1 in Fig. 1d).

(3) If deviations from stoichiometry are observed, the
activation enthalpy can be related to reaction enthalp-
ies, such as the oxidation enthalpy for metal deficient
oxides, cf. Eq. (12), or the reduction enthalpy for oxy-
gen deficient oxides, cf. Eq. (14).

(4) At low temperatures, defect association phenomena
can be observed. These issues were discussed early on
by Lidiard [18]. Dreyfus and Nowick investigated such
point defect association phenomena in doped sodium
chloride [19]. In the case of NaCl, doping with diva-
lent cations requires the formation of sodium vacan-
cies for charge compensation:

MCl2 + 2NaNa =M�

Na +V′
Na + 2NaCl (20)

At low temperature, defect association due to
Coulomb interactions between the oppositely charged
defects begins to predominate:

M�

Na +V′
Na = �M�

Na"V
′
Na	 (21)

(M�

Na,V
′
Na) refers to a bound dopant–vacancy pair. In

the temperature domain in which association occurs,
the conductivity has an effective activation enthalpy
(�actH = �migrH + �assH/2, where �assH is the asso-
ciation enthalpy; cf. curve 3 in Fig. 1d). There
are other important experimental consequences from
such association:

(1) The formation of vacancy–dopant pairs leads to a
weaker overall enhancement of conductivity.

(2) The pairs act as dipoles and contribute to dielec-
tric relaxation processes. Haven established the
presence of loss peaks due to defect pairing in
1953 [20].

(3) The dopant ion being in the immediate vicinity
of a vacancy, it can be expected to diffuse faster
than the host cation.

In addition to the formation of defect pairs, Lidiard showed
that long-range defect interactions also play a role and
adapted the Debye–Hückel theory of aqueous electrolytes

to the case of ionic crystals [18]. The resulting activity varia-
tions can often be described by a cube root law of the defect
concentrations [21]. The electrostatic interactions are also
the origin of the frequency dependence of the ionic conduc-
tivity and dielectric permittivity of structurally disordered
solid electrolytes (cf. the “universal dielectric response”)
[22, 23].

3. IONIC CONDUCTION
AT AND NEAR INTERFACES

An interface is a two-dimensional region separating two
parts of a system. The word interface is used in the following
synonymous with the term boundary. One can differentiate
two main types:

(1) Phase boundaries separate two phases with differ-
ent chemical composition and/or structure; they are
found in polyphase materials, also called composites.

(2) Grain boundaries separate two grains of identical
composition and structure; they are found in polycrys-
talline materials.

At reduced temperature, boundaries can significantly
enhance the ionic conductivity of polycrystalline or compos-
ite materials and thin films as compared with single crys-
tals of identical composition. However, boundaries can also
block ionic charge carriers and reduce the ionic conductivity
of a material.
To understand this behavior, one has to take into account

the anisotropy of boundary properties: transport might be
facilitated along an interface or blocked across the interface
(parallel and perpendicular effects). For microcrystalline
materials, study of bulk and interface effects is experimen-
tally possible by impedance spectroscopy, because the differ-
ent electrical properties of bulk and interface regions usually
lead to a significant difference of the time constants # :

# = $/� (22)

In this equation, $ is the dielectric permittivity and � is the
electrical conductivity of the respective region. Therefore,
bulk and boundary responses can often be clearly separated
in the complex impedance plane as function of the signal fre-
quency. For nanocrystalline materials, the overall electrical
response is, however, more complex and the theoretical dis-
cussion of impedance spectra is not trivial [24]. For a general
discussion of impedance spectra of solid ionic conductors,
the reader can consult a standard textbook [25].
Let us now review the atomic mechanisms involved in the

enhanced ionic conductivity at and near interfaces: one can
distinguish enhanced boundary core diffusion and equilib-
rium (and out-of-equilibrium) space charge layer effects.

3.1. Boundary Core Diffusion

High resolution electron micrographs of grain boundaries in
oxides (e.g., NiO) show that the disordered region between
grains is typically only a few atomic layers thick, not unlike
the “grain boundary width” postulated for the interpretation
of grain boundary diffusion data in metals (0.5 nm) [26].
The defects create a new periodic interface structure with
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regularly repeating structural units. Ordinary boundaries are
formed by portions of such special boundaries.
The boundary core is a fast diffusion path and can act

as a short-circuiting pathway for diffusion at reduced tem-
perature. This mechanism has been known in metallurgy for
quite a long time but applies obviously also in ionic materi-
als. The enhancement of the oxygen ion diffusion coefficient,
due to surface and grain boundary diffusion, was already
recognized in 1960 by comparison of single crystalline and
polycrystalline Al2O3 [27]. More recently, Atkinson showed
that the grain boundary diffusion coefficient in nickel oxide
NiO is as much as six orders of magnitude larger than the
bulk one [28].
Accelerated diffusion in the boundary core can be exp-

ected for two reasons:

(1) the large defect concentration at interface sites (high
percentage of displaced atoms), corresponding to a
low defect formation energy,

(2) the large excess free volume, which enhances the
defect mobility, corresponding to a low defect migra-
tion energy.

The activation energy for interfacial diffusion is therefore
significantly lower than for bulk diffusion, because defect
formation and migration need less energy at interface sites.
This is the origin of the fast boundary diffusion at low tem-
perature. In the “neutral core model,” the interface core is
also held responsible for an ionic conductivity enhancement
(see Section 4 for more details).
In usual microcrystalline materials, the cross-sectional

area of grain boundaries is, however, very small: using an
elementary brick layer model, the ratio of cross-sectional
areas of grain boundaries (gb) of width d and cubic grains
of size L is

A�gb	/A�bulk	 = 2d/L (23)

The general conclusion from these considerations is that
grain boundary diffusion is the main diffusion contribution
at low temperature. It leads to a significant enhancement
of mass transport in comparison with single crystals, if the
grain size is sufficiently small.

3.2. Space Charge Layer Models

Boundary core diffusion is, however, not the only and gen-
erally not the most important origin for an ionic conductiv-
ity enhancement, but space charge effects are. Space charge
regions are formed near interfaces in ionic materials to com-
pensate charged defects and dopants, which segregate to
surfaces and grain and phase boundaries. Two segregation
modes are commonly recognized: one is segregation of over-
or undersized dopants to the boundary core, due to elastic
relaxation, and the second is segregation of charged defects
in the space charge regions, due to electrostatic interactions.
Space charge effects have been known to be important in

colloid systems for some time: Verwey and Overbeek estab-
lished the electrostatic theory applicable to these systems in
1948 [29]. Grimley and Mott discussed boundary conditions
at Ag/AgBr and AgBr/liquid electrolyte interfaces in 1947
[30]. Lehovec calculated the distribution of lattice defects

and the space charge potential at the surface of ionic crys-
tals following a statistical thermodynamic approach in 1952
and already mentioned the implications for ionic conduc-
tion [31]. Kliewer and Koehler applied these concepts to the
case of NaCl in 1965 [32]. Poeppel and Blakely extended this
treatment by taking the density of surface sites into account
[33]. Wagner used the space charge layer concept in 1972 to
explain conductivity effects in two-phase materials, such as
metallic inclusions in a semiconducting oxide or mixtures of
two semiconducting oxides [34]. Space charge segregation of
dopants was studied in a number of systems, for example, in
TiO2 and CeO2 by Chiang and co-workers [35–37].
The first evidence for the importance of space charge

effects in solid state ionics was the experimental work of
Liang published in 1973. The ionic conductivity of the mod-
erate Li+ ion conductor LiI was enhanced by a factor of
almost 50 by dispersing small alumina particles in the ion
conductor matrix. A large number of papers confirmed this
“heterogeneous doping” effect on other ionic conductor
composites, with a major contribution by the group of Saki
and Wagner [38]. Similar enhancement effects can be pre-
dicted if dislocations are present. However, the number of
experimental studies is smaller, given their difficulty: Now-
ick studied the conductivity of plastically deformed NaCl
crystals [39]. Dudney investigated the enhancement of con-
ductivity due to dislocations and stress effects in AgCl
composites [40].
The space charge layer theory of ionic conductor systems

was largely developed by Maier since 1984 [41]. The funda-
mental idea is that ionic defects (or dopants) can be trapped
at an interface. This corresponds to an interfacial segrega-
tion process that can modify the excess (positive or nega-
tive) interface core charge ' and the interface potential (.
All species with an opposite charge are enriched in the adja-
cent space charge region (accumulation layer), whereas the
species with the same charge are depleted (depletion layer):

qi )ci/)' < 0 (24)

A so-called “inversion” layer is observed for a species that
is the majority carrier in the bulk but a minority carrier in
the space charge region [42].
Space charge effects are relevant for different ionic con-

ducting materials, including ionic conductor–insulator com-
posites, thin films, and polycrystalline solids; the higher the
interfacial area in these materials, the higher the expected
conductivity effect.

(1) Composites: The driving force for trapping can be
the presence of a second phase with chemical affinity
for a mobile ion. For example, “basic” oxides present
many nucleophilic hydroxide surface groups, which
can attract and fix cations. The space charge regions
are then enriched in mobile cation vacancies, which
are often majority ionic charge carriers at low tem-
perature. The space charge layers represent then high
conductivity regions that can short-circuit the bulk, if
they percolate [43]. An optimized effect is expected
when the two phases have a nanometric size.

(2) Thin films: The interaction with a gas phase can also
lead to a space charge effect, particularly if the solid
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ionic conductor is in thin-film form [44]. For exam-
ple, ammonia is known to form strong complexes
with copper ions in aqueous solution. Copper ions
can also be trapped at the surface of a solid copper
ion conductor in contact with a gas phase contain-
ing ammonia. This effect can be used for ammonia
gas detection [45]. Large conductivity effects are also
expected in ionic conductor heterolayers with small
periodicity (cf. Section 4.4).

(3) Polycrystalline materials: Ions can be trapped at the
grain boundary core, which has a larger free volume
than the bulk [46]. Obviously, the trapping effects
can be particularly important in nanocrystalline solids,
which present a very large grain boundary density.

Space charge effects on conductivity depend on whether one
considers:

(1) transport along or across a boundary,
(2) accumulation, depletion, or inversion layers,
(3) “Gouy–Chapman” or “Mott–Schottky” situations.

However, the impact of space charge layers on conductivity
can always be expressed by the relation

) ln�i�x	/)�(�x	/kT	 = −qi (25)

(�x	 is the space charge potential relative to the bulk, mod-
ifying the charge carrier concentration in the space charge
region. Let us consider now the assumptions and detailed
relations for the two cases of complete and partial charge
carrier equilibrium.

3.2.1. Complete Equilibrium:
“Gouy–Chapman” Model

If all defects are in local thermodynamic equilibrium, the
boundary can be described by a model similar to the classical
electrochemical model of the electrode–electrolyte interface,
outlined around 1910 by Gouy and Chapman [47]. The for-
mation of space charge layers is a consequence of local ther-
modynamic defect equilibrium: since the boundary core has
its own defect chemistry, a defect redistribution between
bulk and boundary core leads to space charge layers adja-
cent to the core. For a Frenkel disordered material M+X−,
the defect reaction can be written:

MM +VS =M�

S +V′
M (26)

Here, VS and M
�

S are respectively an empty interface site
and a metal ion trapped at this site. The metal vacancies
V′
M are distributed in the region adjacent to the interface,
which becomes electrically charged (space charge region).
It is assumed that the bulk defect thermodynamic prop-
erties, such as the standard chemical potential �� or the
Frenkel equilibrium constant [cf. Eq. (3)] and also the bulk
defect mobility remain unchanged inside the space charge
region, up to the boundary core. This is certainly an over-
simplification, because it is known that the local structure
changes more gradually and not in a steplike manner. How-
ever, a similar assumption is made in semiconductor physics
and the conclusions obtained by the space charge model are
validated by experiments in a number of cases, including

composite and nanocrystalline ionic conductors, as we will
see later.
At equilibrium, the electrochemical potentials �i of

charged species are constant across the interface, but the
chemical potentials �i change (( is the internal electrical
potential):

d�i = d�i + qi d( = 0 (27)

Using the relation between the chemical potential of the
species i and its thermodynamic activity ai, it follows that

kTd ln ai = −qi d( (28)

For small defect concentrations, the activity can be replaced
by the concentration and the defect concentration profile in
the space charge region can be formulated as function of
the bulk carrier concentration ci�:

ci�x	/ci� = exp −qi�(�x	 − (�	/kT! = exp −qi(�x	/kT!
(29)

The local concentration in the space charge region ci�x	
depends on the difference between the local and the bulk
electrical potential, (�x	 and (�, which is in the follow-
ing consistently taken as (� = 0 to simplify the equations.
For positive values of (�x	, the concentrations of all nega-
tive defects are raised by the exponential factor, while those
of the positive defects are reduced by the same factor and
vice versa for negative values (Fig. 3a). The divergence of
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Figure 3. Defect concentration profiles near an interface (at x = 0) with
a positive interface charge [positive interface potential (�0	]. The upper
part (a) represents the Gouy–Chapman situation, where complete
defect equilibrium is established. The defect profiles of depleted silver
interstitials and accumulated silver vacancies are observed inside the
space charge layer width 2,, where , is the Debye length [cf. Eq. (30)].
The lower part (b) represents the Mott–Schottky case, where the defect
equilibrium is only partially established. Here, the acceptor dopant
(A′) is assumed to be immobile at the temperature of the experiment:
its concentration is constant up to the interface. The defect profiles
of depleted oxygen vacancies and accumulated electrons are observed
inside the space charge zone ,∗ [cf. Eq. (39)]. The depicted situation
corresponds to an inversion layer.
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defect profiles is observed over a distance proportional to
the Debye length , that is conveniently defined, as in semi-
conductor and liquid electrolyte theory, with respect to the
bulk concentration ci� of the majority defect ($ is the dielec-
tric permittivity):

,2 = $kT/�2q2i ci�	 (30)

From this relation, one recognizes immediately that an
enhancement of the bulk carrier concentration, by appro-
priate doping or temperature increase, reduces the Debye
length and thus the space charge layer width. Space charge
effects are thus low temperature effects and can have a
considerable influence on the electrical properties of ionic
conductor ceramics with reduced charge carrier concentra-
tions, because the space charge layer width (approximately
twice the Debye length) can be orders of magnitude larger
than the typical grain boundary core width of a few atomic
distances.
Let us calculate now the conductivity along a boundary

for charge carrier accumulation. This requires integration of
the concentration profile of the accumulated carrier, called
1, from the boundary (x = 0) to the bulk:

�
		
1 = 1/L

∫ L

0
�

		
1 �x	 dx = q1�1/L

∫ L

0
c1�x	 dx (31)

It is assumed that the defect mobility �1 takes the bulk value
also in the space charge region. This total conductivity �

		
1

can be separated into the bulk conductivity �� and the space
charge layer conductivity �

		
1sc. For large accumulation of car-

rier 1, one obtains, using Eq. (30), a square-root concen-
tration dependence for the space charge layer conductivity
[48]:

�
		
1sc = q1�1�2,	�c10c1�	1/2/L = �2$kTc10	

1/2�1/L (32)

c10 is the concentration in the first layer adjacent to the
boundary core �x = 0	. The effective concentration of the
species 1 is the geometrical mean of bulk and “interface”
concentration; the effective thickness of the space charge
region is 2,.
The Gouy–Chapman model permits a quantitative inter-

pretation of conductivity measurements where complete
charge carrier equilibrium is established, for example on
composite materials with a matrix of a low temperature ion
conductor, such as AgCl [43]. Here, the silver vacancy con-
centration is enhanced in the space charge region (accu-
mulation layer), due to Ag+ adsorption on the second
phase nanoparticles. The simplified distribution topology of
the two phases is expressed by geometrical factors [41].
An equation of type (32) can also be used to estimate
the conductivity of CaF2/BaF2 heterolayers [49], as long as
the space charge regions can be considered semi-infinite, in
other words as long as they do not overlap.

3.2.2. Mesoscopic Effects (Thin Films
and Nanostructured Materials)

Interfaces in systems with very small lateral dimensions
(e.g., extremely thin films, nanocrystalline, or nanocomposite
materials) can be expected to have a more important effect

on ionic conduction. Apart from the ionic conductivity
enhancement due to the increased interface area, which can
easily be extrapolated, an additional conductivity increase
can be observed when the Debye length becomes compara-
ble to the grain size. In that case, the space charge regions
overlap; in other words, the defect density no longer reaches
the “normal” bulk value, even at the center of the par-
ticles (Fig. 4). Mathematically; the model of semi-infinite
space charge layers breaks down. In the limit of very small
grains, local charge neutrality is nowhere satisfied and a full
depletion (or accumulation) of charge carriers can occur
with major consequences for ionic and electronic conduc-
tivity. This is equivalent to a flat-band situation, where the
conductivity is homogeneous over the whole nanocrystallite,
and corresponds to a change of the standard electrochemi-
cal potential. The defect thermodynamic [50], electrical, and
mass transport properties then cannot be extrapolated from
conventional size scaling laws and become truly grain-size
dependent.
In this case, the ionic conductivity should not depend lin-

early on the grain size L. The supplementary enhancement
can be estimated introducing a “nanosize” factor g that can
be obtained from [48]

g = �4,/L	 �c10 − c∗
1	/c10!

1/2 (33)

c∗
1 is the defect concentration in the grain center. For a large
effect (c10 
 c∗

1), g = 4,/L, and with a grain size L = 0-4,,
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Figure 4. Left: Defect concentration profiles as function of the parti-
cle size L. . is the normalized defect concentration (i.e., divided by
the bulk concentration). The two top figures show the macroscopic sit-
uation, when the grain size L is much larger than the Debye length
, [cf. Eq. (30)]. Separate space charge regions are observed. Bottom:
mesoscopic situation of very small particles: L ≈ ,. The space charge
regions overlap: the “normal” bulk defect concentration is not reached.
Right: Parallel conductances for thin films of various thickness �L3 �
L2 � L1	. Reprinted wit permission from [48], J. Maier, Nanoionics
and soft materials science, in “Nanocrystalline Metals and Oxides—
Selected Properties and Applications” (P. Knauth and J. Schoonman,
Eds.), p. 96. Kluwer Academic, Boston, 2002. © 2002, Kluwer Academic
Publishers.
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the conductivity would be enhanced by a supplementary
order of magnitude. A major objective of experiments is to
check the validity of this prediction by studying systems with
small grain size and/or low bulk carrier concentration. Meso-
scopic effects due to overlapping space charge regions have
for example been observed in very thin heterolayers [49].

3.2.3. Partial Equilibrium:
“Mott–Schottky” Model

The Mott–Schottky model corresponds to the case found
in doped silicon at ambient temperature: if a dopant is
assumed to be immobile (frozen-in) at the temperature of
the experiment, the bulk dopant concentration cD is con-
stant up to the boundary (Fig. 3b). In that case, Poisson’s
equation must be integrated with a constant charge density
related to the dopant density and the charge of the ion-
ized dopant (' = cDqD), in the one-dimensional case for an
acceptor:

d2(�x	/dx2 = −'/$ = cDqD/$ (34)

The required two boundary conditions for this second-order
differential equation are determined by the potential in the
bulk and the absence of electric field outside the depletion
layer:

( = 0 and d(/dx = 0 for x > ,∗ (35)

A solution of Poisson’s equation gives the potential profile
in the depletion region [51, 52] �x ≤ ,∗	:

(�x	 = �,∗ − x	2cDqD/2$ (36)

The interface potential at x = 0 is
(�0	 = ,∗2cDqD/2$ (37)

One can easily show that the relation between the two
potentials is

(�x	 = (�0	�1− x/,∗	2 (38)

Given that equilibrium is only partially established, the inter-
face potential (�0	 is not determined by the thermodynamic
boundary conditions alone but can be modified externally,
for example, by applying a voltage. This corresponds to
so-called Mott–Schottky experiments in liquid electrolyte or
to Mott–Schottky semiconductor–metal contacts. The width
of the space charge region ,∗ depends on the interface
potential (�0	 and is not exclusively determined by the bulk
carrier concentration, from Eqs. (37) and (30):

,∗ =  2$(�0	/cDqD!1/2 = 2,�qD(�0	/kT	1/2 (39)

Even in heavily doped situations, where the Debye length ,
is very small, ,∗ can be perceptible if the boundary poten-
tial (�0	 is large. Inserting Eq. (36) into Eq. (29) and using
Eq. (39), it is easy to calculate, this time for a depleted
species called 2, a Gaussian-type concentration profile:

c2�x	/c2� = exp −�q2/qD	 �x − ,∗	/2,!2! (40)

c2� is the bulk carrier concentration of the depleted species.

The resistivity across a boundary 0⊥
2 can be obtained

by integration of the concentration profile of the depleted
species 2 in the space charge region, using Eqs. (39) and
(40):

0⊥
2 =��⊥

2 	−1=1/L
∫ L

0
��2�x		−1dx=1/�Lq2�2	

∫ L

0
dx/c2�x	

(41)

One can notice that

,∗ = 2,�q2(�0	/kT	1/2 = 2, ln�c2�/c20	!
1/2 (42)

c20 is the concentration in the first layer adjacent to the
boundary core (x = 0). The separation into the bulk resistiv-
ity 0bulk and the grain boundary resistivity 0⊥

gb leads to [48]

0bulk = 1/�q2�2c2�	 = 1/ q2�2c20 exp�q2(�0	/kT	! (43)

0⊥
gb = ,∗ Lq2�22c20 ln�c2�/c20	!

= ,∗/ Lq2�22c20�q2(�0	/kT	! (44)

The effective thickness of the space charge layer is ,∗ and
the effective concentration [2c20 ln�c2�/c20	].
Two electric properties can be used to estimate the inter-

face potential (�0	, which is the main parameter influencing
the defect chemistry in the space charge region.

(1) The grain boundary capacitance (A: sample cross-
sectional area) is related to the effective grain bound-
ary thickness. By insertion of Eq. (30) into Eq. (39),
one easily gets

C/A = $/,∗ =  $q2c2�/�2(�0		!1/2 (45)

This equation is related to the well-known Mott–
Schottky equation that allows determination of a
dopant density in semiconductors from interfacial
capacitance measurements [53].

(2) Using Eqs. (43) and (44), one gets easily the ratio of
grain boundary resistivity 0gb and bulk resistivity 0bulk:

0gb/0bulk = exp�q2(�0	/kT	/ 2q2(�0	/kT! (46)

At the reduced measurement temperature generally used for
nanocrystalline materials, one can often reasonably assume
that dopants are immobile, so that the Mott–Schottky model
will be useful for a quantitative interpretation of conductiv-
ity measurements on nanoceramics, including the model sys-
tem of pure and acceptor-doped ceria discussed in Section 4.
Furthermore, the Mott–Schottky model was used to inter-
pret the grain boundary resistivity of highly pure zirco-
nia ceramics. In this refractory compound, dopants can
still be considered immobile at quite high measurement
temperatures [54].
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3.3. Percolation Models
for Composites

Although analytical equations, such as Eq. (32), are in
good agreement with experimental conductivity data for
many ionic conductor composites, these expressions cannot
describe the behavior near critical points. Two thresholds
exist in ionic conductor/insulator composites. For a small
concentration of insulator, the space charge regions around
the phase boundaries are isolated in the matrix of the ionic
conductor and do not effectively contribute to ionic conduc-
tivity enhancement. There exists a first critical concentra-
tion, where a continuous network of highly conducting paths
extends through the whole sample. With further increase
of insulator concentration, the conductivity increases dras-
tically: this is the domain where the analytical equations
describe the experimental data satisfactorily. At large vol-
ume fractions of insulator, a second critical concentration is
attained, where conduction paths become disrupted, because
continuous layers of insulator grains are formed (conductor–
insulator transition). The conductivity drops sharply after
this second threshold.
Effective medium theories are unable to describe the

behavior near critical points, because property fluctuations
are important here. Critical phenomena can, however, be
described in the framework of percolation theory, first
applied to the problem of ionic conductor/insulator compos-
ites by Bunde et al. [55]. However, the assumptions made
in their model (i.e., randomly distributed ionic conductor
and insulator particles having identical sizes) do not cor-
respond to the experimental evidence. In the experiments,
ionic conductor and insulator have usually a different mean
grain size and the interfacial interactions lead to the for-
mation of continuous layers of insulator around the ionic
conductor grains. Both experimental facts were taken into
account in an improved percolative transport model [56, 57].
A particularly important conductivity enhancement is pre-
dicted when both phases have nanosized grains: percola-
tion theory was applied to discuss the ionic conductivity of
nanocrystalline Li2O:B2O3 composites [58]. The percolation
models are complementary to the analytical approach; in
both cases the physical model is based on the space charge
layer concept.

4. NANOCRYSTALLINE CERAMICS
AND THIN FILMS

The synthesis, processing, and characterization of nano-
crystalline ceramics (“nanoceramics”) and thin films belong
to the emerging and rapidly growing field called nano-
technology. Substantial progress has been achieved in the
last decades in the preparation of ultrafine grained precur-
sor materials [59, 60]. Nanoceramics (i.e., three-dimensional
solids composed of crystallites with a mean size below
100 nm [61]) can be prepared from precursor nanopowders
by hot-pressing, where shaping and sintering are performed
during a unique procedure, typically around 600 �C under
several thousand bars [62].
Nanocrystalline ceramics can present improved mechani-

cal properties, hardness combined with ductility [63], which

are outside the scope of this chapter. There seems to be con-
vincing evidence now that the crystallites in nanoceramics
present few extended lattice imperfections. Structural inves-
tigations of nanocrystalline oxides showed crystallites with a
high degree of perfection, separated by sharp grain bound-
aries without indication of amorphous regions [64]. The high
order in the grain interior can be understood by the exis-
tence of a large number of grain boundaries, which can act
as defect sinks, in atomic proximity. Extended X-ray fine
structure studies of nanocrystalline oxides showed that the
grain boundary structure appears to be essentially similar
to that in conventional microcrystalline materials [65, 66].
The gaslike or glasslike grain boundary structure sometimes
postulated in the early literature was not confirmed.
Solute segregation at grain boundaries and surfaces in

nanocrystalline solids can lead to an apparent solubility
enhancement for solutes with low bulk solubility: the large
increase of the apparent copper solubility in nanocrystalline
CeO2 was attributed to interfacial segregation and corre-
lated with the mean grain size of the ceria particles [67, 68].
The dopant segregation can tune the activity of nano-
structured catalysts [69].
Let us review now major studies on ionic conduction in

nanocrystalline ceramics and thin films, with emphasis on
model investigations. The domain of “nanoionics” is cur-
rently expanding at a fast pace, like the whole sector of
nanoscience and nanotechnology. A few recent reviews on
this topic can be found in [70–76].

4.1. A Model System: Pure
and Doped CeO2

Ceria is the most studied nanocrystalline oxide so far,
given its importance as solid electrolyte [77] and for oxy-
gen storage [78], when appropriately doped, and for catal-
ysis. Nominally undoped CeO2 nanoceramics [64] remain
n-type semiconducting even at high oxygen partial pressure,
in contrast to conventional microcrystalline samples that are
ionically conducting, due to acceptor doping, and become
mixed conducting only under reducing conditions. The large
increase of the electronic conductivity, the decrease of
ionic conductivity, and reduction enthalpy as compared with
microcrystalline samples are striking results, confirmed by
several experimental investigations [79, 80]. Similar results
were also obtained for CeO2 thin films [81–83]. Grain-
size dependent conductivity data of various authors are
reported in Figure 5. Two competing models can be used
for interpretation:

(1) the neutral boundary core model, where charge
effects are neglected,

(2) the space charge concept, where charge effects are
paramount.

4.1.1. Neutral Boundary Core Model
In the “neutral core model,” the enhancement of conductiv-
ity is explained by the high disorder in the boundary core,
due to a significantly lower standard reduction enthalpy
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Society.

�redH
�′ at interface sites, making the reduction reaction

much easier:

OO = V��

O + 2e′ + 1
2
O2�g	 (13)

One can write the equilibrium constant of the reduction
reaction at interface sites [cf. Eq. (14)] as

Kred′ = c�V��

O	c�e′	2P�O2	
1/2 = A exp�−�redH

�′/kT	 (47)

In order to obtain the experimentally observed slope −1/6
in the ln� vs lnP�O2	 dependence, one has to assume an
electrical neutrality relation:

2c�V��

O	 = c�e′	 (48)

In other words, the defect concentrations due to the reduc-
tion reaction are assumed so high that doping can be
neglected, so that the vacancy concentration is not fixed by
acceptor impurities, like in conventional samples. One then
obtains

c�e′	3 = 2A exp�−�redH
�′/kT	P�O2	

−1/2 (49)

Using Eq. (1), one gets finally the experimentally observed
power law:

ln� = ln e�e�2A	1/3! − 1/6 lnP�O2	

− ��hopH + �redH
�′/3	kT (50)

�hopH is the small polaron hopping enthalpy (around 0.4 eV
in ceria [84]). Using the data of [64], the standard reduc-
tion enthalpy is strikingly lower (�redH �′ ≈ 2 eV) than in
conventional CeO2 (4.7 eV [85]). This implies a correspond-
ing enhancement of the oxygen deficiency to values of the
order 10−6–10−5, in comparison with typically 10−9 for micro-
crystalline samples. This is not unrealistic: the fraction of
reduced interface oxygen sites can be estimated from the

interface-to-volume ratio and for a 10 nm mean grain size,
only one out of 10,000 grain boundary sites needs to be
reduced to dominate the defect and transport behavior of
the nanoceramics [64]. Even larger oxygen deficiencies, up
to values of 10−3, were actually measured on nanocrystalline
CeO2, using coulometric titration with oxygen solid elec-
trolyte cells [86].
An exceptionally high oxygen deficiency was also deter-

mined in nanocrystalline ceria–praseodymia solid solutions
with high Pr content: x > 0-1 in Pr0-7Ce0-3O2−x at 640 �C
[87]. In this system, two factors contribute to the high
nonstoichiometry:

(1) the easy valence change of praseodymium ions
(Pr4+/Pr3+	,

(2) the high interface density.

Large deviations from stoichiometry can significantly imp-
rove the oxygen storage capacity of nanocrystalline oxides.
The existence of many interfaces improves also the oxygen

exchange kinetics and the oxygen diffusivity. Coulometric
titration experiments using oxygen concentration cells gave
high chemical diffusion coefficients (around 10−6 cm2/s at
600 �C) with an exceptionally low activation energy (0.3 eV).
These results are also suspected to reflect the presence of a
large density of fast diffusion pathways with reduced defect
migration energy [88] and can be interpreted in the frame-
work of a “neutral core model.” This conclusion remains,
however, to be validated for other solid solutions and by
different techniques.
In conclusion, the “neutral core model” treats changes

of defect thermodynamic and transport properties as solely
related to the boundary core and neglects charge effects, so
that an electrical neutrality condition, such as Eq. (48), can
still be applied.

4.1.2. Space Charge Layer Model
Mason and Hwang [89] found a reduced ionic conductiv-
ity and an enhanced activation energy for ionic conduction
in CeO2 nanoceramics (1.6 eV, about twice the value for
microcrystalline CeO2) that cannot be understood in the
“neutral core model,” because the ionic conductivity should
also be enhanced in the boundary core. Tschöpe first pro-
posed a consistent model, where the increase of electronic
conductivity and the decrease of ionic conductivity in nano-
crystalline ceria is explained by the existence of space charge
regions [90]. Kim and Maier checked the consistency of this
model using defect thermodynamic considerations [91]. If
the bulk defect thermodynamic properties are unchanged
inside the space charge zone, the defect concentrations are
subjected to the following consistency condition, cf. mass-
action law (47):

c0�V
��

O	c0�e
′	2 = c��V��

O	c��e′	2

= A exp�−�redH
�/kT	P�O2	

−1/2 (51)

c0 is the concentration in the first layer adjacent to the
boundary core; c� is the bulk concentration. Concerning the
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P�O2	 and T dependencies, one sees easily that the follow-
ing equations should be observed locally:

) lnc0�V
��

O	/) lnP�O2	+2) lnc0�e
′	/) lnP�O2	=−1/2 (52)

) lnc0�V
��

O	/)�1/T 	+2) lnc0�e
′	/)�1/T 	=−�redH

�/k (53)

The excellent fulfillment of these consistency criteria,
demonstrated in [91], and the quantitative interpretation of
P�O2	 exponents and activation energies for ionic and elec-
tronic conduction are very strong arguments for the space
charge model in the case of pure and doped ceria.
Very recently, Tschöpe [92] succeeded in determining the

grain size dependence of the electrical conductivity of ceria
from micro- to nanometer range in excellent agreement with
the experiment, as shown in Figure 5, using analytical equa-
tions for large grain sizes and numerical calculations for
the smallest ones, where analytical equations break down.
The large set of experimental investigations and the detailed
theoretical analysis permit one to draw already a few general
conclusions:

(1) A positive boundary charge is observed in ceria,
probably due to boundary reduction. Space charge
potentials between 0.3 [91] and 0.7 V [93] have been
calculated; they depend only weakly on temperature
and oxygen partial pressure. This leads to severe
depletion of oxygen vacancies and strong accumula-
tion of electrons in the space charge regions.

(2) The electron accumulation strongly enhances the
electronic conductivity of the nanoceramics, which
becomes dominant in nominally undoped ceria.

(3) The transition from predominantly ionic to electronic
conductivity upon grain size reduction has been con-
firmed by measurements of the grain-size dependent
thermopower [93, 94].

(4) Experiments on very small particle sizes, to inves-
tigate quantitatively nontrivial size effects by space
charge overlap, remain to be done.

The oxygen vacancy depleted space charge regions should be
an obstacle to oxygen ion transport across grain boundaries,
enhancing the grain boundary resistivity of nanoceramics
compared with conventional samples. Experimentally, the
opposite is observed: the specific grain boundary resistiv-
ity of fully dense CeO2 nanoceramics [64, 95] is orders of
magnitude lower as compared with microcrystalline samples.
However, it is well known that in most cases, grain bound-
ary blocking is actually due to segregated impurities. One
can assume that the dilution of segregants, given the larger
grain boundary area in nanoceramics, is the origin of the
enhancement of the conductivity across the grain boundary.
For a more detailed study of the grain boundary blocking
effect, let us turn now to the case of doped zirconia.

4.2. Doped ZrO2

Ca- or Y-doped zirconia is the most prominent crys-
talline oxygen ion conductor, with paramount importance
for potentiometric oxygen sensors and solid oxide fuel cells.
The grain boundary resistance in this compound was stud-
ied several times. In conventional stabilized ZrO2, Ca and Si

segregation has been correlated with variations of the block-
ing grain-boundary conductivity. A significant enhancement
of the blocking grain boundary conductivity was observed at
grain sizes below 2 �m, because the grain boundary coverage
by segregated solutes obviously decreased with decreasing
grain size [95].
In nanocrystalline materials, solute segregation occurs on

a large grain boundary area and the mean grain bound-
ary concentration of segregated solutes is much lower than
in microcrystalline materials with the same solute content.
This should further enhance the conductivity across a grain
boundary in nanoceramics. Indeed, nanocrystalline tetrago-
nal Y-doped ZrO2 presents a grain boundary conductivity
one to two orders of magnitude higher than comparable
microcrystalline samples, with a low, grain-size independent
activation energy [96]. Both results can be attributed to a
reduced grain-boundary concentration of Si, in other words
a “dilution” of segregated impurities over the very large
grain boundary area.
In highly pure Y-doped zirconia, where no siliceous inter-

granular phases leading to flux constriction are observed,
there is now sufficient evidence that the blocking grain
boundary resistance is related to oxygen vacancy deple-
tion layers, consecutive to boundary reduction. The
oxygen-vacancy depletion layers can be described in the
framework of the Schottky–Mott model (see Section 3.2.3),
as shown recently [97]. The space charge potential and oxy-
gen vacancy profiles can be calculated quantitatively using
interfacial capacitance and resistance data [cf. Eq. (45) and
(46)], obtained from impedance spectroscopy. The results
are in good agreement although a discrepancy remains con-
cerning the widths of the space charge layers.
A particular effort has been devoted to the prepara-

tion and study of phase-pure nanocrystalline zirconia sam-
ples with tetragonal or monoclinic structure. Nanocrystalline
tetragonal ZrO2 was successfully prepared using electro-
static spray deposition [98] and the grain size effect on
the tetragonal–monoclinic phase transition was studied by
Raman spectroscopy and X-ray diffraction [99–101]. The
dopant-size effect on the transport properties was also inves-
tigated [102]. In tetragonal Y-doped ZrO2 nanoceramics,
the ionic conductivity was similar to that of microcrystalline
samples [96]. 18O diffusion profiles in nominally undoped
fully dense nanocrystalline ZrO2 with monoclinic struc-
ture showed grain boundary diffusion at deeper penetra-
tion [103]. Within the entire temperature range between 450
and 950 �C, the grain boundary diffusion coefficient was
three to four orders of magnitude higher than the bulk dif-
fusion coefficient, the latter being similar to earlier results
on monoclinic samples. The grain boundary diffusion coef-
ficient remained, however, below the diffusion coefficient in
coarse-grained cubic Ca- or Y-stabilized zirconia, which is
related to a high bulk vacancy concentration [103]. A com-
plete analysis applying the space charge models is certainly
worthwhile.

4.3. TiO2: Anatase and Rutile

Titanium dioxide is an oxide of uttermost importance for
applications in dye-sensitized solar cells, for photocataly-
sis or in resistive oxygen sensors, especially in metastable



Ionic Conduction in Nanostructured Materials 321

anatase modification. Furthermore, TiO2 is a model mixed
conductor that can be doped with acceptor or donor ions
and can present departures from stoichiometry and domains
of ionic or electronic conductivity. The energetics of nano-
crystalline TiO2 modifications, rutile, anatase, brookite, were
recently reviewed [104]; the electrical properties are only
partially investigated.
Nanocrystalline anatase TiO2 ceramics show a conduct-

ivity plateau at high oxygen partial pressures, indicating an
uncommon domain of ionic conductivity at reduced temper-
ature (450–600 �C) with a plausible activation energy
(≈1 eV) [105]. Nanocrystalline rutile [106] ceramics, obta-
ined with the addition of about 1 mol% SnO2, show a similar
plateau with an identical activation energy (≈1 eV) [107].
Predominant ionic conduction in a rutile single crystal was
found at a significantly higher temperature (900 �C) and
with a higher activation energy (1.6 eV) [108]. The differ-
ent behavior can be attributed to the existence of a large
density of interfacial diffusion paths in the nanoceramics,
where ionic transport is enhanced with reduced migration
energy.
A steep increase of electronic conductivity with an unusu-

ally large partial pressure exponent (−1/2) is observed at
low P�O2	 [105]. The large pressure dependence is cer-
tainly of interest for sensor applications. The −1/2 exponent
can be interpreted in a neutral layer model by assuming
that the majority ionic defects are not completely ionized,
in other words that the concentrated ionic (titanium inter-
stitials) and electronic defects are partially associated. The
reduction reaction can for example be written with doubly
ionized titanium interstitials:

TiO2 = Ti��i + 2e′ +O2�g	 (54)

Kred =  Ti��i ! e
′!2P�O2	 = B exp�−�redH

�′/kT	 (55)

Given the large Na+ acceptor concentration in these samples
(>1000 ppm), which remains from the precipitation process
of the anatase precursor using sodium hydroxide [62], one
can assume that the interstitial concentration is fixed by the
acceptor impurity concentration �2 Ti��i ! =  A′

Ti!	. One then
gets the P�O2	 and T dependence of the conductivity:

ln� = ln�e�e�2B/ A′
Ti!	

1/2	 − 1/2 lnP�O2	 − �redH
�′/2kT
(56)

The calculated standard reduction enthalpy (�redH �′ =
7-8 eV) is well below the value in conventional microcrys-
talline TiO2 (≈10 eV), indicating a reduced defect formation
enthalpy at interface sites. One can notice that the estimated
Debye length, taking into account the large acceptor density,
is very small so that a “neutral layer model,” disregarding
space charge effects, might be sufficient to explain the exper-
imental data in this case. A more complete investigation of
nanocrystalline anatase is currently in progress.

4.4. CaF2 and Related Materials

Calcium fluoride is a well-known solid F− ion conductor.
In nanocrystalline CaF2 ceramics, a largely increased ionic
conductivity can be observed [109], as shown in Figure 6.
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Figure 6. Ionic conductivity of CaF2. (1) Microcrystalline CaF2: mean
grain size ∼0.2 �m. (2) Microcrystalline CaF2 activated with SbF5.
(3) Nanocrystalline CaF2: mean grain size ∼10 nm. Adapted with per-
mission from [48], J. Maier, Nanoionics and soft materials science, in
“Nanocrystalline Metals and Oxides—Selected Properties and Applica-
tions” (P. Knauth and J. Schoonman, Eds.), p. 91. Kluwer Academic,
Boston, 2002. © 2002, Kluwer Academic.

Conductivity values and activation energy suggest dominat-
ing transport in space charge layers. By simply scaling up
the space charge effects observed in microcrystalline sam-
ples according to the increased interface density, the cor-
rect order of magnitude of conductivity is obtained (Fig. 5).
A systematic deviation at higher measurement temperatures
is related to grain coarsening during the experiments. The
activation energy corresponds to the migration energy of flu-
oride vacancies and suggests an accumulation of F− vacan-
cies in the space charge regions. Given the Na background
concentration in the studied samples, the computed Debye
length (1 nm) is well below the grain size, so that an obser-
vation of mesoscopic space charge effects is not expected;
this requires highly pure nanocrystalline samples.
Sata et al. succeeded in growing multilayer structures of

BaF2/CaF2 by molecular beam epitaxy on alumina substrates
at 500 �C [110]. The multilayer period was varied between
16 and 430 nm with an overall thickness of 500 nm (Fig. 7).
At low temperature, the activation energy is dominated by
BaF2, in accordance with the larger vacancy mobility in this
compound, whereas the activation energy at higher temper-
ature seems to be determined by space charge layer con-
duction in CaF2. This indicates a transfer of F− ions from
BaF2 to CaF2 rather than phase boundary core segregation
of F− ions.
The conductivities along the phase boundaries increase

linearly with the number of heterojunctions provided that
the period is greater than 100 nm. Films with smaller periods
exhibit an anomalous conductivity increase. Calculation of
the Debye length (15 nm) revealed that this effect is related
to an overlap of space charge regions. Such heterostructures,
routinely prepared by the semiconductor community, open
up the possibility to measure properties reproducibly on a
scale normally inaccessible in solid state ionics and to design
devices which take advantage of the size and scale of such
structures.
Other papers on nanocrystalline inorganic ion conductors

can be found in [111, 112].
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Figure 7. Arrhenius plots of conductivity of BaF2/CaF2 heterolayers,
BaF2 (open triangles) and CaF2 (open squares) thin films. The numbers
indicate the BaF2/CaF2 period. The inset shows the thickness depen-
dence of conductivity at 320 �C. One observes an anomalous increase
of conductivity for thicknesses comparable to 4 ,, where , is the Debye
length. Reprinted with permission from [49], N. Sata et al., Solid State
Ionics 154–155, 497 (2002). © 2002, Elsevier Science.

5. NANOCOMPOSITES

5.1. Ceramic and Glass Nanocomposites

The development of ionic conducting ceramic and glass
nanocomposites started with the discovery by Liang of a con-
ductivity enhancement in a two-phase material and, in the
same period, of ionic conducting glasses.
Mesoscopic effects highlighting the importance of inter-

faces in nanocomposites are the stabilization of metastable
phases and the variation of phase transition temperatures
[113]. Interfacial interaction energies of the order of 0.5 eV
in composite materials with alumina are great enough to
cause phase transitions in a polymorphic compound, such
as AgI. Furthermore, Coulomb interactions at high defect
concentrations near interfaces can naturally lead to order–
disorder phase transitions. The considerable enhancement
of ionic conductivity observed in AgI–Al2O3 composites,
by more than three orders of magnitude [114], is outside
the range of conventional space charge effects but can be
explained by a nanosized ionic heterostructure �-AgI/�-AgI
with a layer thickness below the Debye length, so that meso-
scopic conductivity effects result from overlapping space
charge regions with considerable disorder in the Ag+ sub-
lattice. This kind of heterostructure can also be viewed as
a succession of stacking faults (Fig. 8). The total AgI exists
in the seven-layer polytype form if the alumina concentra-
tion exceeds 30 mol% [115]. This striking enhancement of
ionic conductivity may also be expected for other structures
in which structural units alternate with a typical distance
below the Debye length and efforts should be directed to
such ionic heterostructures. The study of ionic conductivity
in microporous materials, such as zeolites [116–118], that
contain tailored channels with nanometric dimensions might
become another future highlight.

Figure 8. Stacking fault arrangement at the Al2O3/AgI boundary,
which is equivalent to a sequence of subnanometer heterolayers of
�- and �-AgI, leading to pronounced disorder in the cation sublat-
tice. Reprinted with permission from [48], J. Maier, Nanoionics and
soft materials science, in “Nanocrystalline Metals and Oxides—Selected
Properties and Applications” (P. Knauth and J. Schoonman, Eds.),
p. 103. Kluwer Academic, Boston, 2002. © 2002, Kluwer Academic.

Glass ceramics, formed by crystalline inclusions inside a
glassy matrix, are often nanocomposites, because the size of
the crystallites is very small. Dispersed �-AgI nanocrystals
in AgI-based glass matrices of composition AgI–Ag2O–
MxOy (MxOy = B2O3, GeO2, WO3	 were discovered by
Tatsumisago et al. [119–121]. These glass ceramics exhibit
high ionic conductivities and low activation energies at room
temperature. The larger activation energies observed at
lower temperatures were attributed to a positional ordering
of Ag+ ions in the microcrystals. The pronounced conductiv-
ity increase observed during initial stages of devitrification
of some AgI–Ag2O–MxOy glasses depends on the interfacial
area between the glass and the low conductivity crystalline
inclusions. This suggests the existence of a highly conducting
interfacial region, possibly due to a mobility change close to
the interface [122]. In the AgI–Ag2O–V2O5 system [123], the
increase depends on the interfacial area between glass and
crystalline Ag8I4V2O7 inclusions. An interface related effect
is also responsible for the conductivity enhancement in par-
tially crystallized AgI–Ag2O–P2O5 glasses. The absence of
conductivity enhancement in the AgI–Ag2O–B2O3 system
was explained by formation of �-AgI microcrystals. When
the conductivity of the crystallites is higher than that of
the glassy matrix, the interface region is short-circuited. The
research activity on glass and ceramic composites slowed
down in recent years due to persisting mechanical problems
which are difficult to resolve.
Other papers on ceramic and glass nanocomposites can

be found in [124–138].
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5.2. Polymer Nanocomposites

Polymer electrolytes are actively developed as separator
material in solid lithium batteries and proton exchange
membrane fuel cells (PEMFCs). The search of polymer
nanocomposites with high ionic conductivity and good
mechanical properties has been pursued in the past decade
with the objective to provide flexible, compact solid mem-
branes free from leakage and available in variable geometry.
Most PEMFCs rely on the transport of protons through

hydrated regions of Nafion, which has become the indus-
try standard virtually by default, or other polymers contain-
ing sulfonate groups. Complications arise from the hydrated
nature of the polymer electrolytes, because humidification is
required to maintain ion conduction and prevent irreversible
dehydration damage. This excludes thermal excursions to
higher temperatures. However, nanocomposite Nafion +
SiO2 membranes can retain water at higher temperatures
[139–142] and were found able to operate at 130 �C or more.
Membranes with nanocrystalline TiO2 were also described
[143]. With too much water, on the other hand, degrada-
tion of the mechanical properties of the polymer is observed
due to swelling. This is the reason for investigations on
water-free systems, including polymer–ceramic composites
(e.g., Nafion + SiO2 membranes doped with heteropoly-
acids, such as phospho- or silicotungstic acid) [144–146].
An even larger effort has been devoted to polyethylene-

oxide (PEO) based systems for lithium ion batteries, which
include:

(1) The solid (PEO-LiX) type. It reaches practically use-
ful ionic conductivity values only at 60–80 �C. The
ionic conductivity is often enhanced in amorphous
polymer electrolytes, which behave as rubberlike “soft
solids.”

(2) The hybrid polymer electrolyte (gel type). It contains
organic molecules (“plasticisers”), such as ethylene or
propylene carbonate, and is gel-like, losing to some
extent the advantages of solid polymer electrolytes:
mechanical stability and processing flexibility.

(3) The inorganic filler-containing composite type. A sim-
ple strategy is to blend conventional polymer elec-
trolytes with dry ceramic powders [147], which can
improve ion conductivity and mechanical stability.

The polymer composites development started in the 1980s
initially to improve the elastic and tensile properties of
glasses and ceramics, which are often too hard and brit-
tle to be useful as solid electrolytes. Skaarup et al. [148]
made polymer-ceramic composites using a large percent-
age of Li3N in doped PEO and insulating polyethylene
matrices. Surprisingly, the latter, supposedly isolating, were
actually more conducting than the PEO composites. This
indicates that the polymer mainly holds the ceramic par-
ticles together but does not provide an ionic conduction
pathway. Mixtures of Nasicon with doped PEO showed
smaller dc conductivity than either the pure ceramic or
the pure polymer electrolyte. The considerably enhanced
interface resistance was probably due to a poor contact
between the two phases [149]. Mixtures of a Li-ion conduct-
ing Li1+xAlxTi2−x(PO4	3 ceramic with an amorphous copoly-
mer ethylene oxide-propylene oxide showed conductivities

approaching bulk ceramic values, but the importance of
pores was confirmed [150]. Tortet et al. presented a per-
colation model of proton-conducting composites made with
an inert polymer (PPS) and brushite (CaHPO42H2O) [151,
152].
Weston and Steele [153] first mixed PEO–LiClO4 com-

plexes with �-alumina powder in order to improve the
mechanical strength of the polymer electrolyte. A significant
ionic conductivity enhancement was obtained using �-Al2O3
as inorganic filler [154]. An important contribution was
made by Croce and co-workers, who first added �′′-alumina
or LiAlO2 to PEO electrolytes in order to improve the
mechanical properties of the polymer [155] and later suc-
ceeded in preparing a polymer composite with dispersed
TiO2 nanoparticles with a largely enhanced conductivity
[156, 157]. A significant increase of the ionic conductivity
and of the Li ion transference number and a decrease of
activation energy were observed in polyacrylonitrile compos-
ites with dispersed �-Al2O3 [158].
The discussion of the mechanism of the conductivity

enhancement and improvement of Li+ ion transport number
is far from being terminated and various explanations have
been given.

(1) It was attributed to hydroxide groups on the oxide
nanoparticle surface [159], providing an additional
route for fast Li+ ion transport, possibly involving a
space charge effect [160]. In principle, modifications
of local defect distribution are expected near any type
of interface, but they are more or less important,
depending on the chemical affinity between the two
phases.

(2) It was ascribed to interactions between Lewis acid
sites on the nanoparticle surface, probably OH
groups, and anions or PEO segments, which help
release more free Li+ ions and suppress crystalliza-
tion of amorphous regions [161–163].

(3) A recent study using differently heat-treated SnO2
nanoparticles as second phase concluded that oxy-
gen vacancies on the oxide surface act as Lewis acid
sites [164]. In this model, the oxygen vacancies are
assumed to compete with Li ions to coordinate with
PEO segments, preventing PEO crystallization on one
hand and releasing free Li+ ions on the other. Fur-
thermore, ClO−

4 ions are also bound to oxygen vacan-
cies, decreasing the tendency to ion association.

(4) Other structural factors, such as a change of the
glass transition temperature, have also been discussed
[165].

However, preparation problems, notably poor adhesion,
pores, and gaps at the phase boundaries, make the theo-
retical discussion of conductivity effects in polymer nano-
composites in the present status a difficult task. More
preparative and theoretical efforts are definitely needed to
better understand and further improve the properties of
polymer–ceramic nanocomposites. This is a major challenge
that should be met in the future.
Other papers on polymer nanocomposites can be found

in [166–183].
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6. CONCLUSIONS
After the first decade of research on ionic conduction in
nanostructured materials, a few general conclusions can
already be drawn.
Concerning nanocrystalline materials, the main conclu-

sion so far is that space charge theory seems to provide an
adequate interpretation of “bulk” conductivity at least for
the most studied model compound, CeO2. In this case, space
charge regions lead actually to a counterintuitive decrease
of ionic conductivity due to oxygen vacancy depletion. So
far, clear ionic conductivity enhancement has been found
in CaF2-based systems, either nanocrystalline ceramics or
heterolayer thin films with small periodicity. In the case
of the most prominent oxygen ion conductor, doped ZrO2,
the results are ambivalent. However, the effect of impu-
rity segregation and charge carrier depletion layers on the
grain boundary resistance seems now to be reasonably well
understood.
Concerning nanocomposites, especially polymer-based

systems, there is much greater uncertainty on mechanistic
details related to less mastered synthesis conditions. This
leads to a wide variety of interpretations for conductivity
changes, including microstructural effects, like amorphous
versus crystalline regions in the polymer, and defect chem-
ical ones, like the existence of cation–anion pairs or cation
adsorption on inorganic filler particles. A more careful sam-
ple preparation will be necessary before better understand-
ing and predictability of nanocomposite performance can be
achieved. Given the importance of polymer nanocomposites
in energy storage and conversion, continuing progress in this
field can safely be foreseen.

GLOSSARY
Interface (synonym: boundary) Two-dimensional transi-
tion region in a material separating (a) two phases (e.g. in
composites), also called phase boundary, (b) two crystallites
with different orientation (e.g. in ceramics), also called
grain boundary. The interface core has a width of a few
atomic layers only. The presence and density of interfaces
greatly influence many materials properties, including the
electrical conductivity.
Percolation Geometrical model used for the description of
disordered or random systems, introducing scaling laws with
universal parameters. Near a critical value, property fluctua-
tions become important: e.g. ionic conductor-insulator tran-
sitions in solid state ionics.
Solid ionic conductor Ionocovalent solid, in which the
electrical conduction is essentially due to mobile ions.
Space charge layer Region in proximity of extended
defects (such as interfaces or dislocations), where elec-
troneutrality is not observed due to the symmetry break.
The space charge compensates the interface core charge.
These regions can present very different electrical properties
than the bulk, due to enhanced or reduced charge carrier
concentrations.
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1. INTRODUCTION
The Kelvin probe technique has established itself as an
important tool in material characterization. Named after
Lord Kelvin, the technique was first demonstrated by him to
the Royal Society in 1897 [1]. In his experiment, he demon-
strated for the first time the use of a null method to quanti-
tatively measure the work function difference between two
dissimilar metals, such as copper and zinc. As the tech-
nique became more popular, modifications were made to
the original measurement apparatus as well as to the mea-
surement procedure. In 1932, Zisman [2] modified the mea-
surement procedure by mechanically vibrating one plate of
the condenser (consisting of two plates of dissimilar metals)
and nullifying the contact potential difference (CPD) by
an audiofrequency amplifier arrangement. Later, in 1976,
Besocke and Berger [3] replaced the mechanical drive and
feedthrough with a piezoelectric oscillator and used a lock-
in amplifier and feedback mechanism to nullify the CPD
automatically and continuously. A further modified version
of the ac Kelvin probe was demonstrated by Weaver and
Abraham in 1991 [4], in which an ac voltage was applied
to the probe tip in addition to a dc voltage that was used
to nullify the CPD (through measurement of force rather
than current as before). In the same year, Nonnenmacher,
O’Boyle, and Wickramasinghe reported on Kelvin probe
measurements performed in conjunction with atomic force

microscopy (AFM) [5]. With this technique the lateral res-
olution of the potential measurement could be improved
quite significantly (<50 nm), and simultaneous imaging of
the surface morphology and the surface potential was made
possible. In modern systems (e.g., those manufactured by
TMMicroscopes, Veeco Metrology Group) the Kelvin probe
measurements are usually performed in a scanning mode
together with the surface morphology imaging. This mode
of operation is called scanning Kelvin probe microscopy
(SKPM) and has become very popular for various materials
and semiconductor device characterization. Another com-
mon electrical characterization technique is called electro-
static force microscopy (EFM), which is based on the same
basic principles as SKPM and is performed in a similar way.
However, in EFM the output signal is the electrostatic force
between the tip and the sample, whereas in SKPM a feed-
back loop is used that generates a voltage (the output signal)
that is applied to the probe tip to nullify the force between
the tip and the sample. This feedback voltage is exactly equal
to the CPD if the electrostatic force can be totally nullified.
Thus with the Kelvin probe technique a direct and quantita-
tive measurement of the surface charge density, work func-
tion, and applied bias is possible.

Over the years, the Kelvin probe technique has become
quite popular, and much work has been done to character-
ize a wide variety of materials. In this article, we have dis-
cussed the underlying principles, experimental procedures,
and important practical applications of this method (as rel-
evant to nanotechnology). Not much coverage has been
provided to hardware and detection systems, detailed treat-
ment of which can be found elsewhere [6]. Freedom has
been exercised in treating different topics at different depths
as found necessary. Efforts have been made to make this
review more practically oriented without being superficial in
discussing the underlying physical principles. Since modern
instruments available today perform simultaneous imaging
of surface potential (by SKPM) and surface morphology
(by AFM), we have discussed the various aspects of Kelvin
probe measurement from that viewpoint. We start with a
discussion of the basic concepts involved with this technique
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in Section 2. The different origins of the electrostatic force
between the probe tip and the sample have been discussed,
and the basic equations governing the Kelvin probe oper-
ation have been developed in this section. Section 3 is
devoted to the experimental procedures pertaining to this
technique. Here we discuss the basic components of this sys-
tem and the possible modes of operation. An overview of the
different forces acting on the tip is also presented. The ver-
satility of this technique leads to a host of important applica-
tions, which are discussed in Section 4. A general discussion
of the applications of this technique to the characteriza-
tion of materials important to nanotechnology (such as insu-
lators and semiconductors) is presented first, followed by
the applications specific to nanotechnology. Applications to
surface photovoltage (SPV) measurements and devices and
integrated circuits have been treated separately as deemed
necessary. Additionally, the limitations of this technique and
possible sources of inaccuracies have been pointed out. We
conclude this chapter with a summary of this technique and
some pertinent remarks in Section 5.

2. KELVIN PROBE TECHNIQUE:
BASIC CONCEPTS

2.1. Origins of the Electrostatic Force

The Kelvin probe measurement technique, in its present
form, is based on the detection of the electrostatic force
between the tip and the sample. This electrostatic force can
originate from a number of different factors, such as (i) the
electrochemical potential difference between the tip and the
sample, (ii) an external electrical bias applied to the sample,
and (iii) uncompensated charges on an insulating sample.
The total force acting on the tip can be, in general, a sum
of the individual forces arising from the factors mentioned
above. However, in most cases the situation can be simpli-
fied and useful insight can be obtained by eliminating one
or two of the above factors. The total electrostatic force
on the tip depends on the three factors described above,
as well as on the capacitance gradient of the system con-
sisting of the sample and the tip-cantilever assembly. So, to
obtain information about those three factors, through mea-
surement of the electrostatic force, the capacitance gradient
has to be determined. In general, because of the complicated
and often unknown geometry of the tip, the theoretical com-
putation of this capacitance gradient is extremely difficult
and unreliable. The other way is to measure it directly with
a lock-in amplifier, as will be discussed later. However, in
the Kelvin probe technique, there is no need to compute or
measure the capacitance gradient because the desired infor-
mation can easily be obtained by nullifying the electrostatic
force between the tip and the sample with the use of a feed-
back loop. This is discussed in detail later in this section,
where a quantitative formulation is developed. Each of the
individual factors responsible for the electrostatic force is
briefly discussed.

2.1.1. Contact Potential Difference
In general, any two dissimilar materials will have different
electrochemical potentials. So, when two different materi-
als are brought into intimate contact, they equilibrate via

transfer of electrons from one to the other (see Fig. 1a and
b). For example, if two metals, Zn and Cu, are brought into
intimate contact, then electrons will flow from Zn to Cu
because of the higher work function of Cu. Thus Cu will be
negatively charged and Zn will be positively charged. The
electrostatic potential difference arising from such a transfer
of charges is called the contact potential difference (CPD).
Since the electrons will continue to flow until the electro-
chemical potentials of the two materials are the same, the
CPD is given by

Vcon = ��Cu − �Zn�/q (1)

where �Cu and �Zn are the work functions of Cu and
Zn, respectively. In an actual measurement, the probe
tip and the sample, when connected externally, exchange
charges and equilibrate to give rise to the CPD. This charge
exchange causes an electrostatic force of attraction between
the tip and the sample. Such an attractive force forms the
basis of measurement by the Kelvin probe technique (in its
modern form) and can be nullified by an externally applied
bias, leading to the measurement of CPD (Fig. 1c). The
knowledge of CPD is very important for the characterization
of materials, especially semiconductors.

2.1.2. Charges on the Surface
Charges present on the surface of a sample will induce
image charges (of opposite polarity) on the tip and there-
fore give rise to electrostatic forces between them. The
charges on the sample can be present naturally, like charged
domains in triglycine sulfate (TGS) [7], or can be deposited
by external means, such as the probe tip itself [8, 9]. For
charges to be deposited by the tip, and for the deposited
charges to stay for a sufficiently long time to be mea-
sured again by the tip, the surface of the sample should be
fairly insulating. Insulators such as polymethyl methacrylate
(PMMA) and SiO2 are well suited for such measurements
[8, 9]. Usually for the measurement of surface charge the
operating distance between the tip and the sample is kept
as small as possible for higher measurement accuracy [7].

2.1.3. Externally Applied Bias
When an external bias is applied to the sample the situa-
tion is quite similar to the cases discussed above. The only
difference is that in this case the charge separation is delib-
erately created between the tip and the sample by the exter-
nally applied bias. Measurement of such biases becomes very
important for the study of nanoscale devices and integrated
circuits (ICs). In such cases the SKPM probe tip can act as
a “nano-voltmeter” and can be used for troubleshooting and
reliability studies.

2.2. Quantitative Formulation

One of the principal advantages of the Kelvin probe tech-
nique is that it can be very accurate quantitatively. With
modern lock-in and feedback techniques, it is possible to
obtain a high degree of accuracy that is sufficient for most
practical purposes. Figure 2a shows the tip-sample configu-
ration during measurement along with the electrical biases,
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Figure 1. Schematic band diagrams showing the principles of operation
of the Kelvin probe technique. The Fermi levels (denoted by EF) and
the local vacuum levels (denoted by EV) are shown for two dissimilar
metals (a) before contact, (b) after they are brought into contact and
the Fermi levels reach equilibrium by transfer of charges creating an
electric field between them, and (c) after the electric field is nullified
by the application of an external potential Vcon.

and Figure 2b shows the schematic band diagrams for the
tip and the sample. Two different voltages are applied to the
tip, namely, a sinusoidal ac voltage at a certain reference
frequency, 	 (usually a few kHz), and a dc feedback volt-
age. Based on the discussions in the previous section, the
total electrostatic force of attraction between the tip and the
sample (the effect of the cantilever has been neglected for
simplicity and is dealt with in Section 4.3), Ftot, is given by
a capacitive component, Fcapa, and a coulombic component,
Fcoul. The capacitive component itself comprises two parts: a
part due to the difference in work function between the tip
and the sample, and another due to any externally applied
bias. The total force on the probe tip (at a distance z from
the sample) is therefore given by the expression [8, 10–12]

Ftot = Fcapa + Fcoul =
1
2
�C

�z
�Vapp − Vcon�

2 + QsQt

4��0�rz2
(2)

where Qt is the charge on the tip, Qs is the charge on the
surface, Vcon is the CPD (where qVcon is equal to the dif-
ference in work functions of the tip and the material to
be probed (�tip − �mat�), and �r is the dielectric constant

z

Sample 

Vac sin(ωt) + Vdc 
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Figure 2. (a) Schematic diagram illustrating the tip-sample configura-
tion and the electrical biases applied to the tip and the sample during
measurement. An external bias can also be applied to the sample, if
desired. (b) Schematic band diagram showing the Fermi levels and the
vacuum level for the tip and a semiconductor sample. A p+-doped Si
tip is shown here, for which the Fermi level will almost coincide with
the valence band. For a typical semiconductor, a surface band bend-
ing exists because of the presence of the surface space charge region.
The Kelvin probe technique can be used to measure the surface barrier
height �mat directly from the knowledge of Vcon if the electron affinity
of the semiconductor �mat is known.

of the medium between the tip and the sample (air here).
The capacitive term arises because of changes in the capac-
itive energy stored in the tip-sample capacitance (C), and
the Columbic term arises because of the interaction between
charges present on the surface and those on the tip. The
negative sign in the capacitive component has been absorbed
in the �C/�z term, which is a negative quantity. We have
Vapp = Vdc + Vac sin�	t�, and Qt is given by the sum of the
image charge on the tip, −Qs and Qe = CVapp. The total
force, Ftot, is then obtained after simplification of Eq. (2) as

Ftot =
1
4
�C

�z
V 2

ac +
1
2
�C

�z
�Vdc − Vcon�

2 − Qs�Qs − CVdc�

4��0�rz2

+
[
�C

�z
�Vdc − Vcon�+

CQs

4��0�rz2

]
Vac sin�	t�

− 1
4
�C

�z
V 2

ac cos�2	t�

= Fconst + F	 + F2	 (3)
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Thus the total force is a sum of three components: a con-
stant term, Fconst; one varying with frequency 	, F	; and
another varying with frequency 2	, F2	. From Eq. (3), F	 is
given by

F	 =
[
�C

�z
�Vdc − Vcon�+

CQs

4��0�rz2

]
Vac sin�	t� (4)

where Vdc is the dc feedback voltage generated by the feed-
back loop with respect to the sample bias (ground potential).
In feedback mode, Vdc applied to the probe tip nullifies F	.
Vdc is therefore given by simplification of Eq. (4) as

Vdc = Vcon −
CQs

4��0�rz2
(
�C
�z

) (5)

When operated in feedback mode at a distance sufficiently
far from the surface, it is possible to neglect the Columbic
term, and the dc feedback voltage Vdc becomes exactly equal
to the contact potential Vcon. The work function is then
given by

�mat = �tip − qVdc (6)

Equation (6) is of course valid if surface charges are alto-
gether absent. For semiconductors, often the bare surface
barrier height (BSBH), �mat, of the sample (see Fig. 2b)
is an important parameter to measure. From Eq. (6) and
Figure 2b, we obtain

�mat = �tip − �mat − qVdc (7)

where �mat is the electron affinity of the semiconductor sam-
ple. From Eq. (3) it can be observed that the expression of
F2	 explicitly contains the capacitance gradient of the tip-
sample configuration, �C/�z. Thus, from the measurement
of the magnitude of F2	, �C/�z can be obtained directly.
Knowledge of �C/�z can be quite important, as pointed out
in Section 4.3.

For electrostatic force microscopy, which is performed
without a feedback loop, Eqs. (2) and (3) are still valid, and
the surface work function, �mat, or the BSBH, �mat, can be
obtained by taking the ratio of F	 and F2	. In the absence of
any surface charge, we have from Eq. (3) after simplification

Vcon = Vext +
1
4
F	Vac

F2	
(8)

where Vext is the known external dc bias applied to the tip
instead of the feedback voltage Vdc. Therefore, �mat can be
obtained from Eq. (7) as

�mat = �tip − �mat − q
(
Vext +

1
4
F	Vac

F2	

)
(9)

The coulombic term in Eq. (2) was written simply as an
interaction between two point charges (on the sample and
on the tip). This is valid to an appreciable extent when the
diameter of the localized charged area to be measured is
less than or equal to the diameter of the tip. Such situa-
tions are possible when nanoparticles are being character-
ized [10]. However, in cases where extended areas of charges
are present on the surface, such as charged domains, it is

more convenient to use an alternative expression developed
by Hong et al. [7]. The coulombic component of the total
force in that case is given by the interaction between the
charge on the tip and the electric field created by the uni-
form charge density, �s, on the surface. Neglecting any effect
of contact potential for insulators, and assuming half the
field lines going outward from the surface toward the tip,1

we have F	 given by

F	 =
[
�C

�z
Vdc +

�sC

2�0�r

]
Vac sin�	t� (10)

When the feedback loop is employed to make F	 zero, we
get �s as

�s = −2�0�r
C

�C

�z
Vdc (11)

Using the parallel plate approximation, we have

�s =
2�0�r
z

Vdc (12)

As discussed earlier, an external electrical bias applied
to the sample can be measured in the same way as the
work function difference. Therefore, if a dc bias, Vext, is
applied to the sample, then to make the electrostatic force
between the tip and the sample go to zero, the feedback
voltage applied to the tip has to be incremented by the exact
amount, Vext. Using Eq. (5), and assuming an absence of any
surface charge, the feedback voltage is then given by

Vdc = Vext + Vcon (13)

Incidentally, a quick way to verify that proper feedback
mode operation of the SKPM has been achieved is to check
whether Vdc changes appropriately with a change in dc sam-
ple bias. If the change in Vdc equals the change in the sam-
ple bias, then proper feedback has been established. Any
external dc bias applied to the sample can be measured eas-
ily and quite accurately if the area to which it is applied
is much larger than the projected area of the tip and the
cantilever (on the sample surface). However, for smaller fea-
tures where the applied bias varies rapidly within the pro-
jected area, such measurements are not always accurate,
because of the finite tip size and the effect of the cantilever.
These effects are discussed in Section 4.3. In addition, if the
externally applied bias varies rapidly with time (faster than
the feedback loop response), then the measurements will be
inaccurate and might be altogether impossible.

1 The charge on the surface of an insulating layer is usually modeled
as having the probe tip on one side, separated by the air gap, and a
conducting plane on the other, separated by the insulating layer (see
[68]).
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3. EXPERIMENTAL DETAILS

3.1. Components of the SKPM System

The primary components of the SKPM measurement setup
are the tip, the cantilever holding the tip, and the sample
that is to be probed. The configurations of each of these
components are important for proper measurement of the
surface potential. We discuss each of these individual com-
ponents in detail in what follows. Apart from these core
components, there are hardware and electronics that are
used for the measurements, which are mentioned briefly in
the discussion of the measurement procedure. We start with
the basic operational procedure to get an overview of the
measurement technique and then move on to discuss the
tip-cantilever assembly and the sample.

3.1.1. Basic Operational Procedure
As mentioned earlier, the SKPM is performed in conjunc-
tion with AFM (almost always in noncontact mode). This
is important because, apart from providing valuable surface
morphology information simultaneously, it helps maintain
a constant distance between the tip and the sample during
measurements, so that a clean and stable surface potential
signal is obtained. Therefore, two feedback loops are used
for the measurements, one for surface morphology, and the
other for surface potential [11]. The cantilever and the tip
are usually mounted on a ceramic holder, and the whole
assembly is made to oscillate at a particular frequency near
the resonance frequency, 	res, of the tip. Usually the nat-
ural frequency of oscillation of commercially available tips
ranges from a few tens to a few hundreds of kHz, depending
on the spring constant. A laser beam is directed toward the
tip, and the reflected light is sensed by an array of photosen-
sitive position detectors (PSPDs). The output of the PSPDs
is used by both the surface morphology loop and the surface
potential loop as the input signal. As the tip approaches the
surface, the van der Waals force field causes the resonance
frequency of the cantilever to shift. From the shift in reso-
nance frequency the surface morphology image is obtained
in noncontact mode. Detailed discussion of the principles of
AFM can be found elsewhere [6].2

For the measurement of surface potential, an ac signal,
Vac sin�	t�, is applied to the probe tip in addition to a dc
feedback voltage, Vdc, as discussed in Section 2.2. In the
surface potential loop, the output of the PSPDs is used as
an input to the lock-in amplifier, and the amplitude of the
signal varying at frequency 	 is obtained at the output of
the lock-in amplifier. That signal is used by the feedback
circuitry to eliminate the electrostatic force of attraction
between the tip and the sample, as described in detail in
Section 2.2. To keep the topography feedback loop from
interacting with the surface potential feedback loop, the
frequencies are usually chosen to be wide apart. However,
away from the resonance frequency the amplitude of oscil-
lation decreases, and therefore the sensitivity of the mea-
surement decreases. One remedy to this problem is to have
a tip that has two different resonance frequencies that are

2 Refer to Thermomicroscopes (Veeco metrology group) website at
www.tmmicro.com.
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Figure 3. (a) The geometrical configuration of the tip-cantilever assem-
bly and the sample during actual measurements. Note that the can-
tilever is slanted at an angle � with respect to the horizontal. (b) A
magnified image of the tip apex is shown, assuming a cone and a sphere
model, with the cone half-angle � and the sphere radius r .

widely separated. In that case the topography signal could
be obtained near one of the resonance frequencies while
the Kelvin probe signal could be obtained at another reso-
nance frequency [13, 14]. However, manufacturing such tips
is not easy, and usually, with a frequency sufficiently far
from the resonant frequency, reasonably good results can
be obtained. For resonance frequencies of ∼100 kHz, an ac
signal frequency of ∼17 kHz has been used to obtain good
results [10, 11, 15].

3.1.2. Tip and the Cantilever
The nature and geometry of the tip and the cantilever play
a very important role in the SKPM measurements. Dif-
ferent types of tips manufactured for AFM can also be
used for SKPM, with the requirement that the tip must
be electrically conducting so that it can interact with the
sample. Commercial tips available today are usually made
of n-doped or p-doped Si and are sometimes coated with
metals. A schematic diagram of the tip-cantilever assem-
bly is shown in Figure 3a, and a magnified view of the tip
(spherical apex with a truncated conical body) is shown in
Figure 3b. For commercially available Si tips, the radius r
usually varies from 10 to 20 nm, and the length L can vary
from a few to more than 10 �m. The cone half-angle � of
the tip apex is usually 10� to 20�. For special applications
such as imaging deep trenches with very steep sidewalls, 3-D
micro-optics, etc., very high-aspect-ratio tips fabricated with
a focused ion beam (FIB) technique can be used. These tips
can have a base diameter of ∼0.4 �m, an apex radius less
than 20nm, and a tip height greater than 4 �m.2 Another
type of high-aspect-ratio tip is made of high-density carbon
(HDC). High-density or amorphous carbon is very hard and
hydrophobic, and tips manufactured from it can have an
apex radius less than 10 nm, an apex half-angle less than 4�,
and a length that is easily up to 5 �m.3 Sometimes for spe-
cial purposes, such as for calibration, tips can be coated with
different metals. However, it has been found out that metal-
coated tips are usually much more unstable compared with

3 Refer to NanoTOOLS website at www.nano-tools.com.
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normal Si tips, as the metal coating can easily be destroyed
[16, 17]. In the past few years, carbon nanotube tips have
been used for AFM, yielding much superior results com-
pared with conventional tips [18]. Recently these tips have
also been used for EFM and SKPM [19–22]. These tips are
particularly suited for SKPM applications because they are
strong and less prone to surface contamination or electrical
conduction, and have a very high aspect ratio, minimizing
the finite tip size effect [19]. However, the manufacturing
process for carbon nanotube tips is quite complicated, time
consuming, and not very well controlled, which results in
their being very expensive at present. Nevertheless, it has
been demonstrated that these tips yield enhanced spatial
and voltage resolution [19, 21] and may be used more com-
monly once larger demand brings down their price. The
dimensions of the cantilever holding the tip can vary from
tens to hundreds of micrometers. As mentioned earlier, the
finite size of the tip and the cantilever reduces the measure-
ment accuracy for very small features at a surface poten-
tial different from that of their surroundings. This is due
to the fact that the tip and the cantilever “feel” the total
electrostatic force arising from all of the individual features,
rather than that arising from only the intended one. For
features with dimensions much larger than the tip diameter
but smaller than the projected area of the cantilever, only
the effect of the cantilever is relevant. However, for feature
sizes smaller than or comparable to the tip diameter, both
the tip and the cantilever will contribute to measurement
inaccuracies. It will be shown later that tips that are longer
and held by cantilevers that have a smaller projected area
will result in more accurate measurements. Alternatively, to
reduce the parasitic effects of the measurement probe, it can
be shielded from its surroundings by a guard electrode [23,
24]. More recently probes with fully integrated guard rings,
to probe nanostructures, were fabricated by Nabhan et al.,
which resulted in enhanced sensitivity and lateral resolution
[25]. The use of dielectric cantilevers, with a narrow conduc-
tive layer up to the tip apex, has also been suggested as a way
to reduce parasitic capacitances [26]. In their design, Nab-
han et al. used a tungsten probe on which they deposited a
thin layer of aluminum that was oxidized electrochemically.
On the aluminum oxide layer, they deposited a fresh layer
of aluminum that acted as the guard ring (kept grounded)
and prevented parasitic interaction between the cantilever
and the body of the tip with the sample. The method can be
easily modified for commercially available silicon tips [27].
In this technique, the tip-cantilever assembly is covered with
a thin layer of native oxide, and a metal film is deposited
to act as the guard ring. This process is currently under
development.

3.1.3. Sample
Characteristics of the sample are very important and influ-
ence the surface potential measurements to a significant
extent. Since the Kelvin probe feedback voltage applied to
the tip is with respect to the sample Fermi level, a good
ohmic contact must be made with the sample to keep the
sample Fermi level at a reference potential, usually ground.
The feedback voltage (and the ac signal) can also be applied
to the sample, which will then be equal in magnitude but

opposite in sign to the normal tip feedback voltage [28].
Samples stored in air can become covered with a thin film
of water, and some samples may form oxides etc. on their
surface. These layers can affect the surface barrier as well as
the electron affinity of the sample and reduce the accuracy
of the surface potential measurements. For surface potential
imaging over an extended area (especially by EFM), unwar-
ranted potential fluctuations can occur because of varia-
tions in oxide layer thickness, surface depletion depth, and
dielectric constant of the contaminant layers [15]. Addi-
tional variations may also be caused by charging of the con-
taminant layers and dust particles present on the surface.
Therefore, it is important to carefully prepare the sample
before surface potential measurements. The native oxide
layer on semiconductors can usually be etched away with
HF-based solvents. Organic contaminants on the surface can
be removed by ultrasonic cleaning with organic solvents to
yield good results [11, 28]. For semiconductor samples it has
been found that air-exposed samples (due to chemisorption
of O2) can have different electron affinities compared with
samples under high vacuum by as much as ∼0.6 eV [29].
Therefore, for accurate measurements of the surface barrier
it is advisable to conduct the measurements in an ultrahigh
vacuum. Reference samples (usually metals such as gold)
should also be used for good quantitative measurements.

3.2. Forces on the Tip

There can be several forces acting on the tip when it is in
close proximity to a surface. A detailed discussion of the
intermolecular and surface forces can be found elsewhere
[30]. For our purposes, the most important forces are the
van der Waals force and the electrostatic force. As men-
tioned before, the former is the basis for surface morphol-
ogy image, and the latter is the basis for a surface potential
image. These two forces will be discussed in some detail
below. Of the other forces, the capillary force can also
become significant. This arises because of the presence of a
thin layer of water on the surface and the tip and becomes
important only in a sufficiently humid environment [31].

3.2.1. Interatomic Forces
When the tip is sufficiently close to the sample the inter-
atomic forces become significant. Very close to the sample
surface (within a few Å) there is a repulsive interaction
between the tip and the sample as the electron clouds of the
respective atoms start to overlap. Farther from the sample
the force first becomes zero and then becomes attractive.
This is the van der Waals force regime arising from the dipo-
lar interaction between the atoms, which can exist up to hun-
dreds of angstroms from the sample surface. The repulsive
potential is usually given by one of several empirical forms,
such as A/z12 or Be−z/z0 , and the van der Waals potential
is of the form −C/z6, where A, B, C, and z0 are constants
and z is the tip-sample distance [32]. The total potential of
the tip-sample system can be obtained by integration over
the volume of the tip and the sample. The force can then
be obtained by simple differentiation [33]. The variation of
the force on the tip and its gradient (with its axis reversed
for easier comparison) with tip-sample distance is shown
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Figure 4. Variation of the total interatomic force on the tip and its gra-
dient with the tip-sample distance. The repulsive force is considered
positive. The force gradient axis has been reversed for easier compar-
ison of the force gradient curve with the force curve. The magnitude
of the force gradient (always positive in the noncontact region) deter-
mines the shift in noncontact mode oscillation frequency. At z0, the
force gradient is zero.

schematically in Figure 4. In contact-mode AFM the tip is
very close to the surface, so that it experiences a repulsive
force, whereas in the noncontact mode the tip is much far-
ther away and experiences an attractive force. The contact
and noncontact modes of operation, as relevant to SKPM,
will be discussed in detail later.

3.2.2. Electrostatic Force
As discussed before, the electrostatic force on the tip orig-
inates from (a) the contact potential difference between
the tip and the sample, (b) externally applied bias, and
(c) charges on the surface. Since electrostatic force is a long-
range force, at larger distances from the surface, that is,
in the noncontact force regime, it can easily dominate the
van der Waals force [33]. The respective force gradients can
also be comparable. This has important consequences in
the coupling of the morphology and surface potential feed-
back loops, as will be discussed in the next section. The
expression for the total electrostatic force with an ac voltage
applied to the tip was developed before (Eq. (3)). It depends
directly on the differential capacitance of the tip-sample sys-
tem. A theoretical calculation of the total electrostatic force
on the tip can be made, assuming a special shape of the tip,
usually as a truncated cone with a spherical apex, as shown
in Figure 3b. It can be shown that for z � r , the contribu-
tion of the spherical apex is dominant, whereas for z � r ,
the contribution of the conical part is dominant [33]. In gen-
eral, for noncontact mode operation where z is usually a few
times r , the forces arising from both the parts are important
and should be taken into consideration [33, 34].

3.3. Modes of Operation

During simultaneous measurements of surface morphology
and surface potential, two separate feedback loops are in
operation, as mentioned before. The morphology (usually

noncontact AFM) feedback loop is useful for surface mor-
phology imaging as well as maintenance of a constant tip-
sample distance for stable surface potential measurements.
In the process, however, the two feedback loops may inter-
fere and spurious signals may be obtained [7, 35, 36]. To
avoid such interference, contact-mode operation has been
proposed, with better isolation between the feedback loops
[7, 36]. Following we will discuss the operation of SKPM in
both contact and noncontact AFM modes.

3.3.1. Noncontact Mode
The noncontact-mode AFM is operated at a relatively larger
z of a few to a few tens of nanometers. The operating
regions for noncontact and contact modes are shown in
Figure 5. The noncontact mode operation is in the region
of the positive force gradient (refer also to Fig. 4 and note
that the axis for the force gradient is reversed). The force
on the tip is attractive, but its magnitude is much smaller in
comparison with the contact mode. Therefore, a very sensi-
tive detection technique, based on the shift in resonance fre-
quency of the cantilever (due to the presence of the positive
force gradient), is employed to get the surface morphology
image. However, in noncontact mode, if the surface poten-
tial feedback loop is not operating properly, the electrostatic
force gradient cannot be distinguished from the actual van
der Waals force gradient, and the morphology feedback loop
will pick up spurious signals. This can also happen the other
way around, especially at the edge of large morphology fea-
tures. Thus, there is always a chance of undesirable inter-
mixing of the two signals [7, 36]. Usually the morphology
signal becomes corrupted, as the force gradient associated
with the electrostatic forces can be quite large. A possible
way to avoid intermixing of the signals is to measure the sur-
face morphology first and then measure the surface potential
after the tip is lifted to a certain height from the sample sur-
face [9]. However, in that case a constant distance from the
sample surface is not guaranteed during surface potential
imaging and the measurement resolution may be reduced.

Non-contact  
mode region 

Contact mode 
region 

Distance 
   (a.u.) 

Force 
(a.u.) 

Figure 5. Contact and noncontact mode operation regions in the force
vs. distance curve.
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3.3.2. Contact Mode
In contact mode operation the tip is very close to the surface
(within a few angstroms) in the repulsive force regime (see
Fig. 5). Since the repulsive force is much larger in magnitude
compared with the van der Waals force, the morphology sig-
nal is obtained by detecting the cantilever deflection directly.
It has been shown that the intermixing of the surface mor-
phology and surface potential signals can be avoided by
operating SKPM with contact-mode AFM [7, 36]. This is
due to the fact that the morphology signal in this case is
obtained by monitoring the static deflection of the cantilever
caused by a large repulsive force instead of the resonance
frequency shift caused by a change in the force gradient.
The disadvantage of this technique is that it is not easy
to get sufficiently large oscillation amplitude of the tip in
contact mode to generate the surface potential signal. Fur-
thermore, since the tip is placed very close to the sample
surface, there can be a tunneling current between the tip
and the sample, which can alter their electrostatic config-
uration. Furthermore, the geometrical configuration of the
tip can change rather dramatically because of the enhanced
probability of crashing.

4. APPLICATIONS
The Kelvin probe measurement technique has numerous
applications in a large number of fields ranging from bio-
logical sciences to electrical engineering. Since this tech-
nique is noncontact, quantitative, and straightforward and
has nanoscale resolution (achieved through simultaneous
operation with AFM), it is very suitable for the character-
ization of a wide range of materials and devices. In this
review we will focus mainly on the applications that are
relevant to nanotechnology. First we will discuss the appli-
cations to materials important to nanotechnology, such as
insulators and semiconductors, and then move on to dis-
cuss applications that are specific to nanotechnology. Appli-
cations of this technique to SPV characterization and to
devices and integrated circuits will be treated in separate
subsections because of their importance. Since the EFM and
SKPM are based on the same principles and are performed
in almost the same way, we will discuss the applications of
both techniques.

4.1. Insulating Materials

Insulators form a class of materials in which charges can-
not move around freely. Therefore, if some charges are
deposited at a certain position, they are expected to remain
there for a long time. Characterization of insulators is
important for a variety of reasons, including their ability
to provide electrical isolation, passivate exposed surfaces of
semiconductors, and act as a dielectric layer between the
semiconductor and the gate of a device. Studies of charge
storage and decay in insulators are also important because of
their possible applications in memory devices. A large num-
ber of studies have been made on charging and discharging
of insulators. Charge exchange processes between the probe
tip and insulators (such as polycarbonate and PMMA) with
submicron resolution were studied by Terris et al. by EFM

[37]. Decay of charges deposited on Si3N4 film by thermionic
emission was studied by Schönenberger et al. by EFM [38],
where a single charge carrier resolution could be obtained.
Moreover, storage and decay of charges in Co nanoclusters
embedded in SiO2 were studied by Schaadt et al. [9], and
charging of self-assembled silicon quantum dots was stud-
ied by Shimizu et al. [39] by EFM and SKPM, respectively.
In all of the above cases the tip itself was used to deposit
charges by applying a suitable bias to it with respect to the
sample. An elegant demonstration of charge storage and
measurement with the SKPM technique was made by Jacobs
and Stemmer [40], in which an entire picture was imprinted
on SiO2 and subsequently read out. Studies have also been
reported on charging and discharging of electron beam resist
films [41], as well as of polyethylene samples obtained from
industrial cables [42]. Apart from intentionally deposited
charges on insulators, charged domains already present on
samples have also been characterized by SKPM [7].

4.2. Semiconductors

The Kelvin probe measurement technique has been widely
used to characterize several important properties of semi-
conductors, such as surface work function, surface barrier,
doping, diffusion length, and surface state density. The
Kelvin probe technique is a unique way to measure sur-
face work functions of semiconductors, which leads to an
estimation of surface barrier height if the electron affinity
of the semiconductor is known (refer to Section 2.2). The
other quantities, such as doping, diffusion length, and sur-
face state density, can be determined from the knowledge
of either the surface work function or the surface barrier
height. It is quite easy to make measurements on a homo-
geneous material, but measurements on a heterogeneous
material are more complicated, as several optimizations are
necessary. Of course, it is always advisable to standard-
ize these measurements against metal work functions that
can be measured easily and fairly accurately. It has been
observed that measurement of the surface work function
for a homogeneous sample can be made most accurately
more than a micrometer from the sample surface, as the van
der Waals and other short-range interactions can be com-
pletely avoided at such a distance [11]. Such techniques have
been fruitfully employed for the measurement of the surface
barrier height of GaN [11]. However, for nonhomogeneous
materials, the measurement resolution will be much reduced
at large distances from the sample surface. Therefore, for
characterization of such samples the tip has to be operated
very close to the surface. This might not be a problem for
most cases if only relative values are important. Tanimoto
and Vatel reported Kelvin probe measurements on Si p+-p,
p+-n junctions (with and without illumination) and cleaved
AlGaAs/GaAs multilayer structures with a lateral resolu-
tion of 40 nm [43], and Chavez-Pirson et al. measured the
band profile for a GaAs/AlGaAs n-i-p-i multiple quantum
well structure [44]. Measurements of cross-sectional poten-
tial distribution (and electric field from it) were made on a
cleaved n+-InP/InGaAs/p+-InP p-i-n laser diode [45], and
band profile changes under different illumination conditions
were studied for cleaved GaAs/GaInP layers [40]. Antiphase
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boundaries in GaAs film grown on Ge were also charac-
terized with the use of EFM [15]. Surface state density
and the corresponding energy level for GaN were found
by EFM measurements with tips coated with different met-
als [12]. The surface state density has also been calculated
from the measurement of surface barrier height of GaN
films with different doping [11]. Characterization of dislo-
cations in GaN and AlGaN/GaN heterostructures by SKPM
has also become quite popular [28, 46, 47] since the initial
demonstration [46]. There is considerable interest in dopant
profiling by the Kelvin probe technique; however, quanti-
tative measurement with high lateral resolution is not easy
[48]. In addition, the doping resolution that can be obtained
is not very satisfactory [49]. Further applications of this
technique to semiconductor materials are presented in Sec-
tion 4.4, where SPV effects are discussed. SPV studies are
very important and form a separate branch by themselves;
therefore they merit a separate discussion. In the studies
on heterogeneous materials, though qualitative agreements
with theoretical predictions could be achieved, it was found
to be difficult to obtain exact quantitative results. This is
because of the finite size of the tip and the cantilever con-
tributing to stray capacitance effects in the surface potential
measurements. This is discussed in detail in the following
section.

4.3. Devices and Integrated Circuits

The SKPM technique can be used very fruitfully to charac-
terize devices and ICs because of its nanoscale resolution.
The surface potential studies can provide rare insight into
actual device operation, as well as help in troubleshooting
and reliability studies. Since the morphology information is
available simultaneously with potential, the tip can be posi-
tioned virtually anywhere on the device or IC. Furthermore,
as the measurements are noncontact, there is no device
degradation due to the measurements, and even working
devices can be characterized. However, certain problems are
usually faced in the application of this technique to char-
acterize nanoscale devices or ICs. Perhaps the biggest chal-
lenge is to avoid the effect of stray (parasitic) capacitances
contributed by the finite tip size and the cantilever. This
leads to inaccurate measurements and reduced spatial reso-
lution, as mentioned in the previous section. If the area to
be measured is small compared with the area of the can-
tilever but much bigger than the tip diameter, then only the
cantilever will cause most of the inaccuracies. However, if
the area is smaller than or comparable to the tip diameter
(a few tens of nanometers), then even the tip (and its side-
walls) will contribute to the inaccuracies. However, it should
be noted that if the potential at the surface is homogeneous,
then there will not be any inaccuracy in the measurements
due to stray capacitances. In this section we will develop the
mathematical formulation highlighting the effect of the can-
tilever only, with the assumption that the tip measures an
accurate potential (of the region directly below the tip). In
this way the effect of the cantilever can be deconvoluted to
get more accurate results. The cases where the finite size of
the tip also contributes to the inaccuracies are not easy to
deconvolute without computer simulations.

Figure 6 shows a schematic diagram of the different
capacitances associated with the tip and the cantilever when
measurement is made over regions with different potentials.
The parasitic capacitances associated with the tip sidewalls
have been omitted for simplicity. Neglecting any fixed charge
on the surface of the sample, the total amplitude of the
	-component of the force F	� tot acting on the tip is given by
[11, 34]

F	� tot = Vac

[
�Ctip/�z�Vdc − Vcon − Vsurf�

+ �Ccanti/�z�Vdc − Vcon − �Vsurf	�
]

(14)

where Vcon = ��tip −�mat�/q, Vsurf is the electrostatic poten-
tial applied to the region of the sample directly below the tip
(the intended region of measurement), �Vsurf	 is the aver-
age potential measured by the cantilever (this is due to the
projection of the cantilever over regions with different elec-
trostatic bias), and ��Ctip/�z) and ��Ccanti/�z� are the capac-
itance gradients of the tip and the cantilever, respectively.
In feedback mode, the force on the tip F	� tot is made to go
to zero, and therefore from Eq. (1) after rearrangement, Vdc
is given by

Vdc = Vcon +
[
Vsurf + �Vsurf	R

]
/!1+R" (15)

where R = ��Ccanti/�z�/��Ctip/�z�. The estimate Vest of the
applied bias Vsurf is given by Vdc − Vcon. Vest tends to Vsurf
for very small tip-sample distance �R � 1� and to �Vsurf	
for large distances �R � 1�. However, if the whole sam-
ple surface has a single bias Vsurf everywhere, then �Vsurf	 =
Vsurf , and so Vest is equal to Vsurf , and there is no effect
of the cantilever on the measurements. For simplicity we
have assumed the same value of Vcon for all of the different
regions with different potentials. If Vcon differs significantly
for these regions, then an average Vcon should be used, which
can be clubbed together with �Vsurf	 in Eq. (14). The ratio R
can be obtained theoretically by calculating ��Ctip/�z� and
��Ccanti/�z�, assuming a particular geometry of the tip (see
Fig. 3b), and from the dimensions specified by the manufac-
turer [34]. Alternatively, and more realistically, ��Ccanti/�z�
can be measured at a large distance from the sample where

V1 

V2 
V3 

V 

C1 
C2 C3 

Ctip 

Cantilever 

Figure 6. Schematic diagram showing the main tip capacitance and the
parasitic capacitances associated with the cantilever when measurement
is made over regions with different surface potentials. As a result of
the parasitic capacitances the cantilever “senses” an average potential
(in addition to the correct potential V measured by the tip apex) and
reduces the measurement accuracy. The parasitic capacitances associ-
ated with the sidewalls of the tip are not included for simplicity.
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��Ctip/�z� will be negligible.4 Then ��Ctip/�z� at any z can be
obtained by simply subtracting ��Ccanti/�z� (modified appro-
priately to include the distance dependence of a slanted
plate capacitor [34]) from the total capacitance value at that
z. Thus from the knowledge of R and the average potential
measured by the cantilever, �Vsurf	, the deconvoluted value
of the surface potential, Vsurf , can be obtained from Eq. (15)
after rearrangement as

Vsurf = �Vdc − Vcon�+R�Vdc − Vcon − �Vsurf	�
= Vest +R�Vdc − Vcon − �Vsurf	� (16)

It follows from Eq. (16) that longer tip lengths and
smaller areas of cantilevers give more accurate results as R
decreases (refer also to Fig. 6). It should be noted that in
the above derivation it has been assumed that the sidewalls
of the tip do not contribute a significant capacitance gradi-
ent, and whatever it contributes can be mostly grouped with
that of the cantilever. This is true to a large extent since
the area of the sidewalls increases significantly only near
the base of the tip, which is much farther from the sample.
More accurate measurements can perhaps be made with tips
with integrated guard rings (see Section 3.1.2). However,
the effectiveness of such designs has yet to be adequately
studied.

Measurements on a saw device, where alternate fingers
were maintained at 0 and 5 V, have been made to illus-
trate the effect of the cantilever [34]. Back in 1991, mea-
surements on an operational amplifier IC were performed
by Weaver and Abraham [50]. Jacobs et al. reported mea-
surements on a test structure with different finger widths
[51] to study resolution, and on externally biased high elec-
tron mobility transistors (HEMTs) [40], and potentiometry
measurements on polymer field-effect transistors have been
reported by Bürgi et al. [52]. Mizutani et al. performed
detailed measurements of the two-dimensional potential
profile of a cleaved GaAs/AlGaAs/InGaAs/AlGaAs HEMT
in operation by SKPM [53]. Simultaneously obtained sur-
face potential and surface morphology images on a dc
biased AlGaN/GaN heterostructure field effect transistor
(HFET) are shown in Figure 7. As can be seen, the mea-
surement accuracy is about 80–85%. Work is under way
to automatically deconvolute the effect of the cantilever
for more accurate measurements. The ability to place the
tip at any position on the device has led to certain rare
insights into device degradation mechanisms. Simultaneous
measurements of drain current and surface potential near
the gate (on the drain side) of an AlGaN/GaN HFET device
after it is subjected to high stress has led to the conclu-
sion that charges (electrons) are injected from the gate into
the surface states. These electrons trapped at the surface
states can increase the surface depletion region near the
gate, causing the observed drain current degradation com-
monly associated with these devices [54]. Recently, Wang
et al. observed the movement of charges under applied drain

4 At any distance from the sample surface z, F2	 in Eq. (3) will be
given by − 1

4 ��Ctip/�z + �Ccanti/�z�V
2
ac cos�2	t� when the force on the

cantilever is also included in the total force. At a large distance from
the sample �Ctip/�z will be negligible and �Ccanti/�z can be obtained
from the magnitude of F2	.
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Figure 7. (a) Surface morphology and (b) surface potential images
obtained simultaneously for a dc biased AlGaN/GaN heterostructure
field effect transistor device. A drain bias of 2 V and a gate bias
of −1.5 V were applied for surface potential imaging. A potential offset
is applied by software to the surface potential image for better render-
ing and clarity.

bias in silicon nitride film deposited on an n-channel Si field
effect transistor under applied drain bias and calculated the
surface charge density [55]. Furthermore, measurements on
GaAs metal-semiconductor field effect transistors with and
without a low-temperature-grown GaAs cap layer have been
made by Matsunami et al. [56]. So far we have only dealt
with the measurements of dc potential applied to the sam-
ple. For applications to integrated circuits it is sometimes
useful to be able to measure the high-frequency ac peri-
odic signal applied at different points in the circuit. Such
measurements can be made with various techniques such as
heterodyne/nulling, pulse width modulation, and amplitude
modulation techniques [57–59].

4.4. SPV Measurements

SPV measurements form a separate field by themselves,
though they are commonly based on Kelvin probe measure-
ments. In the SPV technique, which has been exclusively
developed to study semiconductors, the sample is subjected
to super bandgap or sub-bandgap illumination, and the
change in surface barrier height is measured. From these
measurements, a large variety of semiconductor surface and
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bulk properties can be determined. Excellent in-depth treat-
ment of this technique is available elsewhere [60]. In this
section we will discuss only three of the most important mea-
surements that can be made with this technique, namely,
(a) minority carrier diffusion length, (b) surface band bend-
ing, and (c) surface state density. It is hoped that a discus-
sion of these applications will provide some flavor of the
usefulness and versatility of the SPV technique.

4.4.1. Measurement of Minority Carrier
Diffusion Length

The measurement of diffusion length is perhaps one of the
most important direct applications of the SPV technique.
We will discuss briefly the underlying principles for this mea-
surement. More detailed treatment can be found in [60]. For
front surface illumination, the generation rate as a function
of distance is given by

G�x� = %I exp�−%x� (17)

where I is the effective photon flux (incident photon
flux times the surface optical transmission and quantum
efficiency), and % is the absorption coefficient. Assuming
a low-level injection condition, the continuity equation for
electrons (assumed minority carriers here) is then given
by [61]

D
d2)n�x�

dx2
− )n�x�

*
+ %I exp�−%x� = 0 (18)

where * is the minority carrier lifetime and D is the diffusion
coefficient. With the boundary conditions )n�
� = 0 (at the
back surface of a thick sample), and Dd)n�x�

dx
�x=w = S )n�w�

(at the edge of the space charge region), and assuming w�
1/% and w� L, we have the excess minority carrier density
at the edge of the space charge region given by

)n�w� = %L

1+ %L · 1
S +D/LI (19)

Equation (19) forms the basis for measuring the minority
carrier diffusion length. Indeed, if at different wavelengths
the SPV is kept constant (see Fig. 8a for the measurement
setup), then )n�w� is also expected to remain constant and
Eq. (18) can be rearranged (showing explicit variations with
wavelength -) as

I�-� = C1

(
1

%�-�
+ Ln

)
(20)

where C1 is a constant. Thus, from the plot of I�-� vs.
%−1�-� we can find the diffusion length, Ln, from the inter-
cept on the negative x axis. This technique is very useful for
the solar cell community, as the minority carrier diffusion
length is one of the most important parameters controlling
the conversion efficiency of solar cells. Moreover, this tech-
nique can be used to monitor the presence of metallic impu-
rities such as iron in silicon and has become quite popular
in the silicon industry.

4.4.2. Measurement of Surface
Band Bending

Surface band bending for a semiconductor material is an
important parameter that can be measured with the SPV
technique. Figure 8a shows the general experimental setup,
and Figure 8b shows the steady-state band diagrams with
and without illumination. We can see from Figure 8b that
the surface band bending and the (Ec − EF� value in the
bulk together determine the surface barrier height. The sur-
face barrier height can also be calculated from the surface
work function if the electron affinity of the semiconductor
is known (see Section 2.2). However, the electron affinity of
a semiconductor may not always be known unambiguously.
The surface band bending is caused by trapping of charges
by the surface states present within the bandgap. These
trapped charges are compensated for by opposite charges in
the bulk forming a charge dipole near the surface. Under
super bandgap illumination electron-hole pairs are gener-
ated, which reduce the surface band bending (Fig. 8b). This
can happen in two ways [60]: (a) by the screening of the
built-in electric field at the surface by the excess carriers,
and (b) by preferential trapping of the charges of oppo-
site polarity at the surface, reducing the net surface charge.
Therefore, referring to Figure 8b, it is intuitively expected
that under illumination of high enough intensity, the sur-
face band bending will disappear. Thus, from the change
in surface potential (SPV) measured by the Kelvin probe,
the surface band bending can be determined, as well as
the surface barrier if the (Ec − EF) value in the bulk is
known. The way to check if a flat-band condition has been
achieved is to increase the illumination intensity and see
if the SPV saturates with increasing intensity. The value at
which the photovoltage saturates is the value of the surface
band bending (with opposite sign). This technique is not
applicable if the SPV does not saturate. In such cases other
techniques have to be adopted [60]. An interesting case has
been observed for AlGaN/GaN heterostructures, where the
photogenerated carriers under super bandgap illumination
become spatially separated and reduce the surface barrier
by screening the built-in electric field in the AlGaN layer.
However, after the illumination is turned off, the charge car-
riers cannot recombine immediately, and a long tail of the
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Figure 8. (a) Schematic diagram showing the surface photovoltage
measurement setup. (b) The surface barrier of the sample decreases
from �0 before illumination to �illu under illumination. With increasing
intensity of illumination the flat-band condition can be achieved, and
hence the surface band bending (before illumination) can be measured.
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surface potential recovery transient is observed (stretched
over a few days or even weeks!). This long decay transient
can be modeled by a thermionic emission process, and the
surface barrier before illumination can be calculated without
the photosaturation technique [62].

4.4.3. Measurement of Surface
State Density

Surface state density, �s, of a semiconductor is another
important material parameter that one often needs to know
for many reasons, including its effects on Schottky barrier
height. Surface state density can also be determined from
surface photovoltage measurements. The basic procedure
for this technique was described by Lam [63]. Though Lam
used a SiO2 dielectric for his metal-insulator-semiconductor
(MIS) structure, a contactless MIS structure can be used
with the air film as the dielectric between the “gate” and the
semiconductor. Through a change in the voltage Vg on the
metal “gate,” the surface charge density Qss and the bulk
compensating charge density Qsc can be altered. Naturally,
this will also alter the surface barrier �s. Using the charge
conservation law, dQg + dQss + dQsc = 0, where Qg is the
charge density on the “gate.” Moreover, from Kirchhoff’s
voltage law, we have dVg = dVins + d�s. From these equa-
tions, the surface state density, Nt, (=−�1/q�dQss/d�s� at
any surface barrier �s can be obtained as

qNt��s� = Cins

(
dVg

d�s
− 1

)
+ dQsc

d�s
(21)

where Cins is the capacitance of the air layer per unit area.
For a particular �s, the term dVg/d�s can be obtained
experimentally from the curve of gate voltage vs. surface bar-
rier (obtained with the photosaturation technique described
in Section 4.4.2 for each Vg�, and dQsc/d�s can be obtained
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Figure 9. Schematic chart showing different applications of Kelvin probe microscopy to nanotechnology.

from the standard relation that exists between Qsc and �s
for a known bulk doping level [61].

4.5. Applications to Nanotechnology

In the previous sections we discussed the important appli-
cations of the Kelvin probe technique in general. In this
section we discuss the applications that are specific to nano-
technology. As pointed out earlier, because of its inherent
nanoscale resolution, this technique is very suitable for char-
acterizing nanoscale devices and systems (through measure-
ment of electrical quantities such as surface charge, surface
work function, and applied bias). The applications of this
technique in different areas of nanotechnology are shown
in Figure 9. Following we will discuss each of these areas
of application, except for the nanoscale devices that have
already been treated in detail in Section 4.3.

Thin films, especially of semiconductors, are very impor-
tant for nanotechnology. This due to the fact that a vast
majority of nanoscale devices, such as transistors, emitters,
detectors, etc., are made of semiconductor thin films. The
electrical characterization of these thin films becomes espe-
cially critical for epitaxially grown layers (required for high-
speed and optoelectronic devices) because strict control of
the electronic properties of such layers is required for proper
device operation. This technique has been used to char-
acterize Langmuir-Blodgett (LB) films. LB films consisting
of a 1:1 molar mixture of arachidic acid and partially flu-
orinated carboxylic acid on a silicon (100) substrate were
studied by Yasutake et al. [64]. They measured a potential
difference of ∼50–60 mV between the two regions with an
improved version of SKPM capable of 1-mV voltage reso-
lution and 10-nm lateral resolution. Iwamoto and Itoh [65]
systematically studied the surface potential variation with
film thickness for LB films of polyimide and Cu-tetra-(tert-
butyl)-phthalocyanine deposited at different temperatures
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on Au-, Cu-, and Al-based electrodes. From the variation
of surface potential with thickness, the charge density in
the LB film could be obtained for each thickness corre-
sponding to each base electrode. O’Boyle et al. [66] applied
this technique to the study of Al/Cu intermetallic decorat-
ing Al/Cu lines (Cu 5%) deposited on silicon. Whereas the
intermetallic regions were not distinguishable in the regu-
lar topography image, they readily showed up in the surface
potential image, underlining the efficacy of this technique
in alloy surface studies. Using dynamic contact-mode EFM,
Hong et al. [7] characterized nanoscale charged domains in
single-crystal triglycine sulfate. They measured the charge
density in the domains as well as the domain charge dynam-
ics after the sample was heated above Curie temperature.
The semiconductor surface work function is strongly depen-
dent on the presence of surface layers, atomic arrangement,
and chemical composition. Therefore, to obtain informa-
tion about the surface contaminant layers the measurement
of the surface work function becomes very useful. Baikie
et al. [67] compared the variation of surface work func-
tion of silicon (111) with oxide layer thickness for a clean
Si surface and an Ar ion-bombarded Si surface. The Ar-
sputtered Si surface showed a dramatic reduction in the
magnitude of surface potential change due to oxygen incor-
poration at the surface. The variation at higher tempera-
ture was also correspondingly lower. They also studied Al
(lower work function than Ru) deposition on Ru (0001)
and found that with increasing Al deposition thickness the
work function decreases as the film growth progresses from
the initial island growth to flat island growth to monolayer
growth. Kitamura and Iwatsuki [68] studied a Si (111) sur-
face with Au deposited and observed a potential difference
of 0.5 eV between the 7 × 7 (higher) and 5 × 2 (lower)
phases. They also observed a potential difference of 20 mV
between the work function of the Ag islands (higher) com-
pared with the clusters. They demonstrated atomic-level
resolution for both noncontact AFM images and surface
potential images. The Kelvin probe technique has also been
used by DeVecchio and Bhusan [69] to study nanoscale wear
on Al, Au, Si, and alumina samples. Wear studies are impor-
tant to the magnetic recording industry, microelectrome-
chanical systems industry, and other nanoscale industries.
In their studies, the initial nanoscale wears were simulated
by abrading the samples in contact mode, which was fol-
lowed by tapping-mode morphology imaging and lift mode
(see Section 3.3.1) surface potential imaging. They observed
very significant changes in surface potential caused by the
nanoscale wears, and they attributed these to a combination
of chemical and structural changes in the sample surface.

A large number of defect studies of materials, especially
semiconductors, have used the Kelvin probe technique. This
is due to the fact that the defect sites usually become elec-
trically charged and can easily be studied by Kelvin probe
or EFM. Sommerhalter et al. [14] studied work function
variations on highly oriented pyrolytic graphite (HOPG),
n-GaAs, and p-WSe2. They could identify the positively and
negatively charged defects on p-WSe2 and measure the work
function difference between the stepped edges and flat sur-
faces for HOPG and n-GaAs. The work functions for dif-
ferent crystal facets of polycrystalline CuGaSe2 deposited
on ZnSe (100) and Mo/glass substrates were measured by

Sadewasser et al. [70] with a lateral resolution of 25 nm
and a voltage resolution of 5 mV. CuGaSe2 films are used
in making solar cells based on chalcopyrite materials. Con-
stant surface work functions were observed for different
well-defined faces of the nanosized crystals of the film grown
on ZnSe. For the film grown on Mo/glass the absolute val-
ues of the work functions for different faces were different
from the film on ZnSe, though the difference between any
two faces was almost the same. Xu and Hsu [15] studied
antiphase boundaries of GaAs grown on Ge by EFM and
found that the surface potential at the antiphase boundaries
(APBs) are consistently higher than the domains by about
30 mV because of Fermi-level pinning at the APBs closer
to the valence band that at the domains. They also observed
wedge-shaped depressions where the surface potential was
lower by about 25 mV compared with the surroundings,
indicating that the Fermi level shifted relatively closer to
the conduction band. The two positions of the Fermi level
for the two defect types can be attributed to the difference
in defect state densities (as a function of energy) in the
two cases. Recently studies have been made of electronic
characteristics of dislocations in GaN [28, 46, 47]. It has
been observed that dislocations in GaN and AlGaN/GaN
heterostructures are negatively charged, as indicated by the
upward bending of the conduction band at the dislocation
sites (by a few tenths of an eV). Although the exact mag-
nitude of the band bending is difficult to measure because
of the parasitic capacitance effects, the fact that dislocations
charge is nevertheless important, as they are widely believed
to scatter electrons during AlGaN/GaN HFET operation.

Because the Kelvin probe can measure the surface barrier
height there is considerable interest in using this technique
for dopant profiling of semiconductors. However, there are
several limitations to such use. The surface barrier obtained
gives only a relative estimate of the separation between the
conduction band and the Fermi level, and therefore quanti-
tative measurement is difficult. Frequently, for atmospheric
measurements, the electron affinity of the semiconductor
might change, giving rise to errors. Moreover, calibration
samples have to be used for better measurement accuracy.
Last, the spatial resolution is limited by parasitics, and the
voltage resolution (which controls the doping resolution that
can be achieved by this technique), by noises. In spite of the
above limitations, good qualitative characterization of the
doping profile is possible with this technique. Si and GaAs
p-n junctions have been studied by several groups [13, 43,
48] and the limitations have been pointed out [13, 48]. A
good review of the Kelvin probe technique in comparison
with other scanning probe microscopy techniques for the
measurement of doping has been made by De Wolf et al.
[49].

The Kelvin probe technique can also be used to “write”
potential images in insulating films as well as “read” them.
A Kelvin probe was used to measure charge storage effects
and effects of UV illumination in aluminum oxide films as
early as 1977 by Rageh et al. [71]. However, writing on insu-
lating films and reading them was first successfully demon-
strated by Stern et al. [72] and Terris et al. [8]. They used
a bias of 100 V for 25 ms to deposit the charges (writ-
ing) and obtained a lateral resolution of ∼1 �m in reading.
A positive or a negative charge on sufficiently insulating film
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can be deposited by applying a suitable bias to the probe tip
(placed very close to the surface) for a certain interval of
time. Schönenberger and Alvarado [38] studied the deposi-
tion (∼10 V dc for 10 ms) and subsequent decay of charge
in Si3N4 films. They found that the charge decay follows
a thermionic emission process and could obtain single-
electron resolution in their measurements. Usually the insu-
lators used for writing and reading charges are of four types:
polymers, silicon dioxide, nitride-oxide-silicon (NOS), and
oxide-nitride-oxide-silicon (ONOS), as discussed in detail by
Wright and Chetwynd [73]. They concluded that the NOS
and ONOS structures give the best lateral resolution, and
the charges persist for days or months. In 1999, Jacobs and
Stemmer [74] reported on the use of computer control to
write patterns on SiO2 film (2–4-nm native oxide on Si) with
pulses of selectable duration (2.5–400 �s) and magnitude
(10–30 V). With their technique they could even write a pho-
tograph on a SiO2 surface and successfully read it. They have
obtained a resolution of around 200 nm, and the patterns
stayed for at least 24 h. Recently, charge writing on fluo-
rocarbon polymer film has been demonstrated by Mesquida
et al. [75]. For writing they used pulses of 10-�s to 1-ms
duration with a magnitude varying from −60 to 60 V and
obtained a lateral resolution of 20 nm for fluorocarbon film
on Si. They also studied the influence of the film thick-
ness and the substrate on the measured potential and the
influence of the humidity and the substrate on the charge
decay time. Apart from the charge storage in films, storage
on nanoparticles has also been studied. Schaadt et al. [9]
reported on the charging of Co nanoclusters embedded in
SiO2 layer by applying ±12 V for 10 s. They estimated the
radius of the charged area to be 20 nm and showed that
one electron per Co nanocluster is added or removed under
the charging conditions they used. The advantage of writing
charges with the Kelvin probe technique is that charges and
patterns can be stored virtually without any processing steps,
and the bits can be a few tens of nanometers in diameter.
However, the disadvantage is that both reading and writing
have to be done serially and cannot be done too fast without
compromising the accuracy of the reading and writing steps.

A large number of measurements of heterostructures
and quantum wells made with the Kelvin probe technique
have been reported in the literature. These studies are
important, as they give an idea of the band profile along
the interface, which can be used to obtain the electric
field and in some cases the charge densities in the var-
ious layers. These data are very important for ensuring
proper operation of the devices, especially those consisting
of structures grown by epitaxial techniques. Early charac-
terization results of semiconductor devices and processes
were reported by Tanimoto and Vatel [43]. They measured
the surface potential profile on cleaved AlGaAs/GaAs het-
erostructures and cleaved Si p+-p, p+-n junctions with
and without illumination. They found that the potential
measurements (performed with <40-nm resolution) were
sensitive to the Al mole fraction and helped in the esti-
mation of band structures of the cleaved samples. In addi-
tion, they could determine the lateral impurity profile under
an ion implantation mask through calibration of the poten-
tial profile with the use of spreading resistance measure-
ments. Chavez-Pirson et al. [44] measured the potential

profile of a cleaved GaAs/AlGaAs n-i-p-i multiple quan-
tum well (MQW) structure with and without illumination.
They found that the measured potential profile was in good
agreement with the calculated profile, taking into account
the estimated surface band bending corresponding to the
doping level in the layers. Under illumination the poten-
tial modulations of the n-i-p-i layer decreased because of
screening of the built-in electric field by the photogen-
erated carriers. Similar cross-sectional potential measure-
ments on a cleaved n+-InP/InGaAs/p+-InP p-i-n laser diode
were made by Robin et al. [45]. The potential measure-
ments were corrected for tip convolution for comparison
with two-dimensional simulation with a commercially avail-
able package from Silvaco (Santa Clara, CA). Very good
agreement between the measurements and the simulation
could be obtained by taking into consideration partial ion-
ization of the n+-InP layer and the presence of surface
states. Similar measurements were also made on cleaved
GaAs/AlAs MQWs and InAlAs/InGaAs layered structures
with a resolution of 40 nm [76]. Breymesser et al. [77] mea-
sured cross-sectional potentials of cleaved Si p-i-n diodes
(solar cells) and obtained the charge density profile by
differentiating the potential profile twice. The potential
measurements led to the conclusion that a graded donor
like defect distribution and a constant boron concentra-
tion were present in the intrinsic layer. Ruzin et al. [78]
also applied this technique to the study of neutron implan-
tation effects in a silicon p-i-n particle detector. Weitz
et al. [79] applied the Kelvin probe technique (modified
for low-temperature applications) to investigate the 2DEG
under quantum Hall conditions with submicron resolution.
They succeeded in observing the sawtooth-like variation of
the chemical potential with increasing magnetic field result-
ing from the expected depopulation of the Landau levels. To
avoid the undesirable retarding effect of the high-frequency
signal used for minimizing force (in high resistive areas) and
to enhance the contributions of the tip-sample interactions,
they minimized the force gradient with the use of an ac sig-
nal with very low frequency (3.4 Hz) to measure the shift
in resonance frequency. They also developed a normalized
measurement technique and used it to measure the Hall-
potential profiles under an applied magnetic field.

Lower dimensional structures, like quantum wires and
nanotubes, have also been characterized with this technique.
Characterization of quantum wires grown by MBE on pat-
terned GaAs surfaces ((100) and (311)) was done by Yoh
and Takabayashi [80]. From EFM measurements they could
identify the amphoteric nature of the Si dopants (depending
on the facet orientation) and could clearly determine the
width of the quantum wire, which was not unambiguously
possible with AFM alone. Ono et al. [81] characterized InAs
nanowires grown on a GaAs (110) plane with a 3� offset
toward the (111) plane and found evidence of electron accu-
mulation in the nanowires. Carbon nanotubes have been
successfully characterized with EFM by Bachtold et al. [82].
They found that this technique can be used very fruitfully
to identify a break in the nanotube, which would be very
difficult to identify from the morphology image. Through
potential measurements on nanotubes they could also con-
clude that multiwalled carbon nanotubes (MWNTs) behave
as diffusive conductors (since they had a linear voltage drop



Kelvin Probe Technique for Nanotechnology 341

along their length), whereas single-walled carbon nanotubes
(SWNTs) support ballistic transport (since there was no volt-
age drop along their length). Using potential measurements,
they could also measure the nanotube resistance per unit
length, as well as the contact resistances between the car-
bon nanotube and the gold electrodes. Gekhtman et al. [83]
studied the thermodynamic density of states (TDOS) of Bi
quantum wires by measuring the electrostatic force gradient
as a function of diametrical (x� position, axial (z� position,
and bias voltage. From their measurements they could esti-
mate the L-point quasi-gap for various radii of the quantum
wires. They also found out that the TDOS increases toward
the wire boundaries compared with the center, and this dif-
ference increases with decreasing radius.

Quantum dots (QDs) and nanoparticles have been
characterized quite extensively with this technique. Silver
nanoparticles dispersed on graphite have been characterized
by NCAFM and EFM with a lateral resolution of 4–5 nm
[10]. It was found that the silver particles were positively
charged, as expected from the lower work function of sil-
ver with respect to the graphite basal plane. As discussed
before, cobalt nanoclusters embedded in SiO2 have been
charged and imaged with the use of EFM [9]. Krauss and
Brus [84] used EFM to study the dielectric constant and
electrostatic charges in CdSe nanocrystals. They found that
the dielectric constant was uniform; however, the charge per
nanocrystal was nonuniform. They also found that photoex-
citation with light of frequencies greater than the bandgap
of the nanocrystals resulted in their becoming positively
charged. There has been considerable interest in the study
of Si nanocrystals and nanostructures, especially for the fab-
rication of nonvolatile floating gate memory that can be
directly integrated into the baseline Si process. Shimizu et al.
[85] studied the charging (both positive and negative) of Si
QDs (average height 5.4 nm) formed on SiO2 and was able
to calculate the number of electrons added to or removed
from the QDs. Guillemot et al. [86] also studied charging

Table 1. Summary of the applications of Kelvin probe technique to nanotechnology.

Type of Quantity Significance of
application measured measurement Comments

Thin films Charge, potential Defects, electronic properties, sur-
face modification studies

Characterization very important
for thin film growth and depo-
sition

Quantum wells/heterostructures Charge, potential Study of conduction band profile,
electric field, defects, 2DEG

Quite important for characteriza-
tion, but lateral resolution lim-
ited by parasitics

Quantum wires/nanotubes Charge, potential Band profile, conduction, carrier
properties

Quite useful, but lateral resolution
limited by parasitics

Quantum dots/nanoparticles Charge, potential Study of charging and discharging Quite useful, but lateral resolution
limited by parasitics

Nanoscale devices Charge, potential,
applied bias

Potential profile, troubleshooting,
reliability studies

Quite useful for surface and cross-
sectional measurements; holds
good promise if parasitics can
be reduced

High-density memory Charge Memory write and read in insula-
tors and nanostructures

Slow and serial reading and writ-
ing; lateral resolution limited
by parasitics

Dopant profiling Potential Doping variation data Lateral resolution limited by para-
sitics; surface-related problems

of Si QDs embedded in SiO2 by phase-contrast EFM imag-
ing and calculated the charge present in each QD and the
charge decay time (30 min to 3 h). Shiota and Nakayama
[87] used NCAFM to create nanostructures on a Si (111)
7 × 7 surface that were higher by ∼1 Å and showed a sur-
face potential lower by ∼0.1 V compared with the surround-
ing regions. From SKPM and NCAFM measurements made
on quenched Si they concluded that the nanostructure was
indeed 1× 1 Si. Takahashi et al. [88] characterized the near-
surface band structure of InAs dots covering an n-GaAs
(100) surface with a lateral resolution better than 20 nm.
They found from the force images of 	 and 2	 that the sur-
face depletion is more suppressed under the dots, possibly
because of electron accumulation in the InAs dots. From the
above discussion it should be quite obvious that the Kelvin
probe technique (or the EFM) has been used extensively
by the scientific community to characterize nanostructures.
A summary of the different applications of this technique to
nanotechnology is given in Table 1. In spite of the extensive
use of this technique for nanocharacterization, its resolution
(lateral) and accuracy are limited by parasitics, as discussed
in Section 4.3. This problem will be discussed again in the
following section.

4.6. Miscellaneous Applications

In the previous sections we discussed the important appli-
cations of the Kelvin probe measurement technique to
nanotechnology and related materials. The versatility of this
technique allows itself to be used for many more applica-
tions than the ones discussed above. We will briefly men-
tion some of the other interesting applications in this section.
Biological applications of the Kelvin probe technique were
demonstrated by Baikie et al. [89] with the use of a mul-
titip setup, where they measured biopotentials developed
along a growing plant shoot (corn seedling). Measurements
of surface photovoltage on a semiconductor (p-InP (100))



342 Kelvin Probe Technique for Nanotechnology

immersed in different liquid etchants were made by Bastide
et al. [90]. Though only relative changes in surface poten-
tial could be measured with their setup, the validity of such
measurements was nevertheless established by comparison
with measurements performed directly on the InP sample.
Measurements of liquid “work functions” are also possible
and have been discussed in [91] and [92]. Development of a
special probe to carry out such measurements has also been
discussed [93]. This technique has also been widely used to
measure the modification of the work function and corrosion
of metals [94–97]. Examples of some other applications of
this method include studies of organic light-emitting diodes
[98, 99], the study of diamond work function variation [100],
and chemistry [101].

In spite of the versatility of the Kelvin probe measure-
ment technique, it has several limitations that should be
addressed. In addition, certain issues must be kept in mind
to ensure proper operation of the technique. Surface con-
tamination and consequent alteration of the contact poten-
tial can be an issue if the measurements are performed
in an atmosphere. However, contamination-related prob-
lems can be avoided to a large extent by proper cleaning
of the samples just before measurement, or best by per-
forming the measurements in a vacuum. Another possible
source of inaccuracy is the ac signal applied to the tip, which
has been shown to cause significant changes in the sur-
face potential [102]. However, if the ac signal magnitude is
kept low enough, such problems can be avoided [15]. The
Kelvin probe station itself must be isolated from the environ-
ment with a floating air table to avoid errors resulting from
mechanical vibrations. Measurement inaccuracies can also
be caused by the microphonic signals (ac electrical signals
produced by vibrating conductors and insulators) associated
with the vibration of the tip-cantilever assembly (in noncon-
tact mode). This can give rise to spurious distance variation
of the feedback signal. However, it has been shown that the
effects of microphonics can be minimized with the use of
coaxial cables together with vibration damping and isolation,
or by the introduction of a suitable dc offset in the feedback
loop [103]. As discussed before, simultaneous measurement
of surface potential and surface morphology in the scanning
mode can lead to a significant error in surface potential mea-
surements due to intermixing of signals (when the morphol-
ogy feedback cannot maintain a constant z�, especially if the
morphology features are big enough. Furthermore, changes
in the tip work function, especially if the tip is coated with a
metal film (due to peeling of the metal film), can contribute
to errors. In addition, stray charges on the surface can give
rise to irregularities in the potential scan.

Apart from the above causes of inaccuracies, there are
problems of spatial and potential resolution. The spatial res-
olution is limited by the stray capacitances associated with
the cantilever and the tip. Such stray capacitances depend
on the geometry of the tip-cantilever system, as well as
on the operating distance, z. Based on semiempirical tech-
niques, McMurray and Williams [104] obtained a relation-
ship between the probe diameter d and tip-sample distance
z, with the distance /L50 between the points correspond-
ing to 25% and 75% of the total change in Kelvin poten-
tial (measured across a step change in potential between
two regions with a straight line boundary) in the form

/L50 = K1z+K2d, where K1 and K2 are constants. They
found that /L50 (and hence the lateral resolution) is dom-
inated by d for smaller z, and by z itself at larger z. To
minimize parasitic effects it is important to use long tips and
cantilevers with the smallest possible areas and perform the
measurements as close to the sample as possible (see dis-
cussion in Section 4.3). In addition, a metal shield can be
fabricated around the tip cylindrical body and the cantilever
bottom face to avoid parasitic capacitance effects [25, 27].
Therefore, a shielded tip with a very small radius and high
aspect ratio (like a carbon nanotube) should be ideal for
obtaining the highest resolution. Alternatively, it has been
proposed that the resolution can be improved by using the
force gradient as the signal source [105, 106], because the
contribution of the tip apex to the total force gradient is
much greater than that of the cantilever and the tip sidewall
for small z (which is experimentally important).

The voltage resolution of the Kelvin probe technique is
limited by the electrical and thermal noise. These noises can
be generated by the electronics, the signal wires, the ac sig-
nal source for tip bias, the piezoelectric chip, the laser, and
the photodetectors [5, 6, 106, 107]. Usually, the combined
effect of all of these sources leads to a voltage resolution
of ∼1 mV to ∼10 mV. Moreover, since a lock-in amplifier
and feedback loop are used in the measurements, there is
an inherent reduction in the signal-to-noise ratio as the sig-
nal is minimized to achieve a null condition. To avoid such
a problem, a data acquisition-based off-null measurement
technique has been proposed by Baikie et al. [107]. One of
the significant drawbacks of the Kelvin probe technique is
that its temporal resolution is not good because of the large
time constant usually associated with the lock-in amplifier
to reduce noise. Usually the overall time constant of mea-
surement varies from a few tens to a few hundreds of mil-
liseconds. Therefore, it is not easy to measure time-varying
signals with this technique.

5. SUMMARY
In this chapter we have discussed the various aspects of
the Kelvin probe measurement technique in a fairly detailed
manner, covering the origins of the electrostatic force, the
components of the measurement system, the forces on the
tip, and the modes of operation. We have also discussed
the applications (with a particular focus on nanotechnol-
ogy) and the limitations of this technique. The technique
has been used for about a century, and it was not possible
to cover every aspect of this technique in the limited span
of this review. Instead, we have tried to explain the more
important aspects of this technique fairly rigorously (both in
words and by equations, wherever appropriate), keeping in
mind the broad spectrum of readers for whom this article
is intended. The Kelvin probe technique is rapidly evolving,
and newer applications are discovered every year. There-
fore, while writing this review we put a strong emphasis on
bringing out the general principles of the measurements,
without merely trying to list all of the experiments that have
been performed. Of course, special attention was paid to
covering as fully as possible the various applications of this
technique to nanoscience and nanotechnology. Today, the
Kelvin probe technique has wide-ranging applications in the
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fields of basic sciences, material science, and engineering.
Because of its inherent nanoscale resolution (made possible
by using it simultaneously with AFM), the technique is very
suitable for nanocharacterization, as has been stressed again
and again in the review. Kelvin probe measurements using
carbon nanotube tips are just becoming popular and hold
much promise for the future. The applications to integrated
circuits and biopotentiometry are also very promising. Addi-
tionally, unique applications of nanoscale charge storage and
readout for high-density memory are emerging. However, to
realize its full potential this technique must overcome the
limitations in spatial resolution and time constant. The spa-
tial resolution can be improved to a significant extent by
special tip design and force gradient detection technique.
Quantitative measurements of high-frequency periodic sig-
nals have also been made possible. Considering all of the
aspects of the Kelvin probe, it is indeed safe to say that this
is one of the most versatile nanocharacterization tools avail-
able today and should be found to be increasingly useful by
the researchers of the “nano-world.”

GLOSSARY
Contact potential difference (CPD) The potential differ-
ence that develops between two dissimilar materials (with
different work functions) through transfer of charges when
they are brought into contact.
Electrostatic force microscopy (EFM) Microscopy based
on electrostatic force between the probe and the sample. It
is different from SKPM in that no feedback loop is used to
null the electrostatic force.
Kelvin probe A probe that measures the difference in
work function between itself and the sample, with the use of
an electrostatic force nulling technique in a two-plate capac-
itor configuration.
Nanotechnology The technology involving the fabrication
and characterization of nanoscale devices and structures.
Scanning Kelvin probe microscopy (SKPM) The Kelvin
probe measurement performed in a scanning mode in
conjunction with atomic force microscopy.
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1. INTRODUCTION
Motility is a crucial feature of living matter existing in very
different forms. To maintain all the diverse processes of
motility on each single level of organization within a given
organism, nature has evolved both rotary motors, includ-
ing the flagellar motors of bacteria [1� 2] and the adeno-
sine triphosphate (ATP) synthase [3–5], and linear (forward
propulsive) motors, including ribonucleic acid (RNA) poly-
merases [6� 7] and cytoskeleton-associated motors.

Within the last two decades, it has been realized that cell
locomotion, muscle contraction, and the active intracellu-
lar transport of organelles and macromolecules are gener-
ally based on the functional activity of specialized proteins
called motor proteins or mechanochemical proteins. Motor
proteins are defined as proteins that convert the chemical
energy of adenosine triphosphate (ATP) into mechanical
energy to move along the surface of suited proteinaceous
filamentous rails constituting the complex cytoskeleton net-
work. The cytoskeletal motor proteins comprise different
types of myosins, dyneins, and kinesins, expressed ubiqui-
tously in eukaryotic organisms.

From a structural point of view, the motor proteins appear
as elongated (often long-stretched) molecules with charac-
teristic head domains that attach the motor to the cytoskele-
tal filament and generate force for the movement. The distal
end of these proteins is linked to membranous vesicles or
biomacromolecule complexes, which constitute the cargo to
be moved along the filament [8].

According to their cellular functions, cytoskeletal motors
can be divided into three subgroups:

1. Motors involved in intracellular transport processes
(kinesins, cytoplasmic dyneins, cytoplasmic myosins,
e.g., myosin V)

2. Motors responsible for cell locomotion and cell surface
transport (axonemal dynein, myosin I)

3. Motors for muscle contraction (sarcomeric myosin II)

Another classification made on the basis of the type of
cytoskeletal filament along which these motors move results
in the following two subgroups:

1. Microtubule-associated motors (kinesins, cytoplasmic
and axonemal dyneins)

2. Actin microfilament-associated motors (cytoplasmic
and muscle myosins)

The myosins (for reviews, see, e.g., [9� 10]), dyneins (for
reviews, see, e.g., [11� 12]), and kinesins constitute large pro-
tein families with a great number of functionally specialized,
different members. So far, nearly 150 kinesin isoforms and
related proteins from 31 species have been described for
animal and plant cells as well as for lower eukaryotic organ-
isms [13]. It seems that every kind of cellular cargo requires
its own motor to be transported. Besides a set of basic fea-
tures that all the kinesin isoforms share, single members of
the kinesin superfamily reveal specific properties, making
them favorite above the others with regard to their potential
usability for nanotechnological applications.

The present contribution is focused on conventional
kinesin, which belongs to the KHC protein family [13]. It
was first discovered in the axoplasm of the squid giant axon
[14] and is now one of the best characterized motor pro-
teins. This kinesin walks in discrete nanometer-sized steps
in a defined direction along the surface of microtubules.
Furthermore, it is known to be a highly processive motor
protein, moving over relatively long distances without being
released from its microtubule rail [15]. The energy required
for the movement is delivered by the kinesin itself, using
an intrinsic molecular power station hydrolyzing the ubiqui-
tously occurring biological fuel ATP in a specialized catalytic
center with ATPase activity. The microtubules do not only
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fulfill static but also regulatory functions: They determine
the direction the kinesin moves, and they are involved in the
regulation of the efficiency of energy transformation per-
formed by the kinesin. For these and some other reasons,
conventional kinesin appears to be well suited to be used to
develop novel linear motor microdevices.

2. KINESIN BIOCHEMISTRY
AND BIOPHYSICS

2.1. Molecular Structure of Kinesin

Conventional kinesin is a dimer [16] consisting of two iden-
tical 120- to 130-kDa chains, commonly known as heavy
chains. When kinesin is purified from brain homogenates,
two light chains (60–70 kDa) are found to be associated with
the dimers [17]. These light chains, which are involved in the
kinesin binding to organelles, are not essential for motility
generation [18] and seem to have regulatory functions [19].

In the electron microscope, the conventional kinesin
molecules appear to be rod shaped. The rods were found
to have a diameter of 2–4 nm and a length of approx-
imately 80–100 nm [20]. One end of each heavy chain
reveals a globular head, while the opposite end is fan shaped
[21]. Combining electron microscopic observations with data
from limited proteolytic digestion and sequence analyses,
the kinesin molecule can be divided into distinct structural
domains (Fig. 1): a N-terminal head (or motor) domain
comprising the amino acids 1 to 325, the neck region (up
to position 374), a long-stretched stalk (up to 800), and the
C-terminal tail domain (up to 963) [17].

The kinesin head domain, which is known to be a highly
conserved region characteristic of very different members
of the kinesin superfamily, contains both the microtubule-
binding domain and the ATP-hydrolyzing center [17]. It has
the shape of an arrowhead with dimensions of approxi-
mately 7.5 nm × 4�5 nm × 4�5 nm [23]. X-ray structural
analysis revealed a central, eight-stranded �-sheet with three
�-helices on either side [23� 24].

The neck domain, which is conserved within certain
kinesin classes [25], is believed to be essentially implied in

Figure 1. Domain structure of the conventional kinesin heavy-chain
dimer, showing the crystal structure of the catalytic domains and the
neck. The structure of the stalk and the tail are inferred from elec-
tron microscopic images and coiled-coil prediction analyses. Regions
predicted to form coiled coils (neck, coil 1, coil 2, coiled-coil tail) and
flexible regions (hinge, kink, stalk-tail linker) are indicated. Reprinted
with permission from [22], G. Woehlke and M. Schliwa, Nat. Rev. Mol.
Cell Biol. 1, 53 (2000). © 2000, Macmillan Magazines Ltd.

the dimerization of the kinesin heavy chains and in proces-
sive movement (see Section 2.4). Vale and co-workers [26]
reported that deleting the neck coiled coil decreases proces-
sivity 10-fold, whereas elongating it by seven residues results
in a threefold increase in processivity, indicating that the
structural features of the neck coiled coil can tune the effi-
ciency of the motor. It has been shown that the sequence
330–369 is mainly responsible for the formation of a two-
stranded �-helical coiled coil [27� 28]. Moreover, it was con-
cluded that the kinesin neck linker functions as a mechanical
amplifier for motion [29] and that directional bias of the
working stroke is dependent on interactions of the neck with
the motor core [30].

The stalk region is predominantly composed of an
�-helical coiled coil. The percentage of �-helix formation
depends on the temperature: At 4 �C up to 85–90% of the
stalk was found to be �-helices [31]. The poorly conserved
C-terminal globular tail domain is implicated presumably
together with the stalk in cargo binding. Unlike the head
region, which is nearly neutral and the stalk region which is
acidic, the tail is basic. This feature is highly relevant with
respect to the electrostatic interaction between the heavy
chain and the negatively charged surfaces of, for example,
glass coverslips and latex beads [32].

The activity of soluble kinesin has been found to be
repressible by an interaction between the N-terminal motor
and the C-terminal cargo-binding tail domains [33].

The actual molecular structure of the kinesin molecule
functionally depends on the state of the mechanochemical
cycle; that is, it is coupled to microtubule binding, ATP bind-
ing, ATP hydrolysis, and the release of the hydrolysis prod-
ucts adenosine diphosphate (ADP) and Pi [34� 35].

2.2. Molecular Structure of Microtubules

Microtubules are obligate proteinaceous macromolecule
complexes found in nearly all eukaryotic cells. In cooper-
ation with other components of the cytoskeleton, namely,
actin microfilaments and intermediate filaments, they con-
stitute a functional unit that is involved in diverse cell phys-
iological processes such as segregation of genetic material,
intracellular transport, maintenance of cell shape, position-
ing of cell organelles, extracellular cilia-supported transport,
and movement of cells by means of flagella and cilia. Irre-
versible elimination or functional inactivation of micro-
tubules causes cell death.

Microtubules are described as hollow cylinders with outer
and inner diameters of about 25 nm and 14 nm, respectively.
Their lengths vary from a few to some tens of microme-
ters. The main constituent of the microtubules is tubulin,
which is a globular protein existing in the native state as a
heterodimer of an � and a � form. Both monomers have
a molecular mass of approximately 50 kDa and a diam-
eter of about 4–5 nm. The longitudinal dimension of the
dimer, which is 8 nm, defines the unitary step size of kinesin
movement.

In the electron microscope, microtubules reveal char-
acteristic subfilaments (called protofilaments) formed by
longitudinal association of �- and �-tubulin dimers. In
mammalian neuronal cells, microtubules are composed of
13 protofilaments. In particular, the microtubules of lower
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eukaryotes show a greater tendency to deviate from the 13-
protofilament pattern. They were observed to have between
11 and 17 protofilaments [36]. Dependent on diverse factors,
the protofilament number of microtubules assembled from
purified tubulin under in vitro conditions varies from 8 to 18
[37]. It can be affected, for example, by a set of accessory
proteins (microtubule-associated proteins, MAPs) [37], ionic
strength [38], or special drugs like taxol [37� 39].

MAPs are known to inhibit kinesin attachment to micro-
tubules [40]. Therefore, to study kinesin-driven motility,
in vitro microtubules assembled from tubulin depleted of
MAPs were usually used, which were stabilized by the
addition of taxol (an anticancer drug obtained from the
yew tree). Such microtubules are typically composed of 12
protofilaments [37] known to be tilted with respect to the
tubule long axis, resulting in a right-handed helix with a
supertwist pitch of 3.4 �m [41]. The protofilaments of micro-
tubules with 14 protofilaments revealed a left-handed helix
with a 6.2-�m supertwist pitch [41]. In the case of micro-
tubules with a 13-protofilament pattern, the protofilaments
run nearly parallel to the tubule long axis [41]. The ori-
entation of protofilaments relative to the long axis defines
the track along which the kinesin molecule moves (see
Section 2.4).

Because of the dimeric character of the tubulin and the
strict alternation of � and �, one end of the protofilament
is terminated by an � subunit and the opposite one by a
� subunit. This provides the protofilament a certain kind
of polarity. The microtubule wall is composed of protofila-
ments laterally associated with the same polarity, which is
reflected in cryoelectron microscope images and in three-
dimensional reconstructions [42]. Consequently, one micro-
tubule end exposes � subunits (minus end) and the opposite
end � subunits (plus end) only [43]. When the steady state
of microtubule assembly is reached, at the plus end more
dimers are added than lost. Conversely, at the minus end
more dimers are released than new ones reassociate. This
means that the microtubule is growing at the plus end while
it is shrinking at the minus end. The direction the kinesin
moves along a microtubule is related to its structural and
kinetic polarity.

2.3. Conditions of In Vitro
Motility Generation

The molecular mechanisms of movement and transport can
be studied in a cell-free environment either by gliding of
taxol-stabilized microtubules across kinesin-coated glass sur-
faces [14� 44] or by translocation of kinesin-coated polymer
beads along immobilized microtubules [45]. The velocities of
motility generated by conventional neuronal kinesin are typ-
ically found to be between 0.4 and 0.9 �m/s [14� 46–48]. To
generate kinesin-mediated motility, ATP is required as an
energy source and Mg2+ ions as an obligate co-factor [49].

The application of ATP in the absence of Mg2+ or of
nonhydrolyzable ATP analogues results in stopping motil-
ity. The Mg2+ ions can be replaced by some other divalent
metal ions, among them Ca2+ and Mn2+ [50� 51]. Whereas
the velocities of kinesin movement in the presence of Ca2+

were only about one-fourth compared with Mg2+, the effi-
ciency of Mn2+ was similar to that of Mg2+.

Binding of the kinesin heads to a microtubule boosts the
ATPase activity by a factor of up to 1000 [52–54]. Cargo
binding also enhances the hydrolytic activity of kinesin
[55]. The kinesin–microtubule system can be regarded as
a self-regulating motor that utilizes its substrate resources
very economically. Nature seems to have phylogenetically
optimized the energy consumption of kinesin (as well as
other motor proteins). Only very small amounts of ATP are
hydrolyzed by kinesin in a nonactive state, that is, when it is
not linked to microtubules or a cargo.

The velocity of kinesin-driven microtubule motility is
fairly uniform from pH 6 to 9, with almost no motility out-
side this range [48� 56]. Kinesin was demonstrated to gener-
ate motility within the temperature interval from (at least)
5 to 45 �C [57]. Using temperature pulse microscopy, it has
recently been shown that under favorable conditions kinesin
can work for 30 min even at a temperature of 50 �C, where
its velocity reached 3.68 �m/s [58]. However, it has to be
mentioned that kinesin purified from porcine brain gradu-
ally exhibits denaturation at temperatures above 45 �C [57].

It is known that each tubulin dimer of a microtubule
is able to bind one kinesin head [59]. But Howard and
co-workers [60] demonstrated that one kinesin molecule
is sufficient to move a microtubule over micrometer dis-
tances. To support microtubule gliding, the density of kinesin
immobilized to a given surface might be as low as 3.4
and 17 molecules per square micrometer for microtubules
shorter and longer than 10 �m, respectively [61]. The glid-
ing velocity was found to be inversely proportional to the
number of kinesin molecules involved in motility generation
[48, 61].

2.4. Mechanism of Movement,
Processivity, and Duty Ratio

Each tubulin dimer of a microtubule is capable of binding
one kinesin motor domain. In the case of the two-headed
(dimeric) conventional kinesin, two consecutive binding sites
can be occupied on the microtubule [62], depending on the
phase in the mechanochemical cycle. Whereas the binding
to the microtubule was shown to be realized mainly via
the �-tubulin subunit [63� 64], recent studies demonstrated
that the two flanking �-monomers can also be involved [65].
Interaction of kinesin with �-tubulin appears to be mediated
mainly by electrostatic force [65]. For microtubule binding,
it does not matter whether there is an �- or a �-tubulin
monomer in the lateral neighborhood to the protofilament
track along which the kinesin is moving [64]. For the fast
fungal kinesin from Neurospora, an additional interaction
of the L11 structural part with the C-terminal region of the
�-tubulin of the adjacent protofilament has been suggested
[65].

Kinesin generates motility by walking step by step and
hand over hand along the outer surface of a given micro-
tubule protofilament [66]. As alternatives to the hand-over-
hand model for movement, recently an “inchworm” model
[67� 68] and a biased diffusion [67] model of processive
movement have been proposed. Contrary to the hand-over-
hand model, in the inchworm model the two heads do
not change their positions relative to the walking direction.
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This means that there is no net neck rotation during the
mechanochemical cycle [68].

During its movement, kinesin follows one and the same
protofilament [41� 64� 69]. Corresponding to this model,
microtubules with 12 and 14 protofilaments, which are heli-
cally oriented around the tubule long axis (see Section 2.2),
rotate as they glide across a kinesin-coated surface, depend-
ing on the pitch and the handedness of the supertwist.
In contrast, 13-protofilament microtubules, whose protofil-
aments run more or less parallel to the tubule axis, do
not rotate during gliding [41]. Interestingly, most of the
cytoplasmic microtubules of higher eukaryotic cells are
composed of 13 protofilaments [36]. Due to the different
protofilament arrangements, an organelle moving along a
13-protofilament microtubule should reach the microtubule
end in a shorter time than an organelle moving along a
12-protofilament microtubule of the same length. Obviously,
nature has favored the 13-protofilament microtubule pat-
tern for realizing efficient organelle transport with minimal
energy consumption.

The kinesin heads translocate by turns in 16-nm steps,
resulting in 8-nm center-of-mass shifts [34� 70]. Using an
assay that resolves nanometer displacements with microsec-
ond accuracy, Nishiyama and co-workers [71] demonstrated
that the 8-nm shifts of the kinesin can be resolved into fast
and slow substeps, each corresponding to a center-of-mass
displacement of approximately 4 nm.

Conventional kinesin is a highly processive molecular
motor that takes several hundred steps per encounter with
a microtubule without dissociating [72–74]. One of the
heads remains bound to the microtubule while the sec-
ond one moves [41� 75]. Kinesin processivity is based on
mechanical and chemical coordination between the ATP
hydrolysis cycles of the two heads [76], resulting in con-
formational changes and coordinated consecutive transloca-
tions. Recently, it has been shown that one-headed members
of the kinesin superfamily (e.g., KIF1A) can also realize
movement in a processive fashion. This was explained by
the existence of two microtubule-binding motifs in one
head [77].

In governing the run length, that is, the distance a single
motor protein travels per microtubule encounter, the neck
coiled-coil region of kinesin was shown to play an important
role. By adding positive charge to the neck coiled coil, Thorn
and co-workers [78] created ultraprocessive kinesin mutants
with fourfold longer run lengths than the wild-type motor,
but with normal ATPase activity and motor velocity. Con-
versely, the addition of negative charge to the neck coiled
coil resulted in a decrease in the run length. Furthermore,
processivity is suppressible by either proteolytic cleavage of
the negatively charged C-terminus of tubulin or an increase
in the ionic strength, suggesting that processivity modulation
by the neck coiled coil is based on an electrostatic binding
mechanism with the COOH terminus of tubulin [78].

Besides the ionic strength, the processivity of kinesin
can be also affected by other physicochemical parameters
adjusted in its microenvironment: For example, it has been
found that the average run length at around 50 �C was
approximately 9 �m, which significantly exceeds that at
20 �C [58]. Addition of ADP, released after ATP hydroly-
sis and competing for the ATP-binding site, was found to

decrease the run length even in the presence of saturating
ATP [79]. The greatest run lengths that have been mea-
sured in a single molecule assay performed with a GFP
kinesin construct containing the motor and a part of the
stalk domain of conventional kinesin were about 10 �m [40].

The question arises as to what limits processive move-
ment. According to Hackney [80], ATP hydrolysis at the first
head that is attached to the microtubule before the teth-
ered second head can release its ADP and become tightly
bound seems to be one cause of processivity limitation.
We suppose that the helical arrangement of the protofil-
aments within a microtubule (see Section 2.2) might also
decrease the kinesin run length, especially in cases where
the motor protein transports a cargo along a microtubule
immobilized to a substratum. Besides, restrictions of kinesin
run length might be due to irregularities in microtubule
structure, for example, incorrect dimer positioning, partially
denatured dimers with alterations in their kinesin recogni-
tion site, or any other discontinuities within the protofila-
ments that hinder the kinesin in finding the next binding
place on the microtubule.

In the context of possible nanotechnological applications
of the kinesin motor, methodological approaches have to be
developed that enable the transport of a cargo over distances
exceeding the run length of a single kinesin molecule (see
Section 3.8).

There is another relevant parameter that has to be con-
sidered in characterizing the mechanism of motor protein
movement along a filamentous track. This is the so-called
duty ratio, which is defined as the ratio of the time an
intermittently operating device is working to the total time
available [81]. In the case of motor proteins, the duty ratio
indicates the fraction of time that a motor domain remains
attached to the track during one full ATP hydrolysis cycle
[82]. Compared to skeletal muscle myosin [83� 84], conven-
tional kinesin has a high duty ratio, which is about 0.5
[18]. This means that a kinesin head is attached to the
microtubule track over half of a full mechanochemical cycle.
A high duty ratio seems to be the basis for the movement of
kinesin along a microtubule over micrometer distances [82].

2.5. Directionality and Forces Generated
by Conventional Kinesin

The direction of kinesin movement depends on both the
microtubule polarity and the intrinsic molecular structure of
kinesin [82� 85� 86].

Conventional kinesin is known to be a plus-end-directed
motor. There are a few other kinesin-like motors that move
to the minus end: Examples are the nonclaret disjunctional
protein ncd [87] and the yeast Kar3 [88], both required for
chromosome distribution, and KIFC3, involved in the apical
transport of renal tubular epithelial cells [89]. The direc-
tion in which the kinesin motor moves obviously depends
on the location of the motor domain. Dimeric constructs
with the motor domains either at the N- or the C-terminal
end of the heavy chain were shown to move toward micro-
tubule plus or minus ends, respectively [90]. The direction-
ality of kinesin seems to be also dependent on neck/motor
core interactions [30].
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Several approaches have been used to measure forces
generated by single kinesin molecules, including movement
against a viscous load [61], a centrifuge microscope–based
motility assay [91], optical trapping interferometry to track
movement [92� 93], and a bead assay in an optical micro-
scope equipped with optical tweezers [94]. Forces in the
range of 4–8 pN were determined. So far, we do not know
what forces are generated when more than one kinesin
molecule contributes cooperatively to the transport of a
cargo (see Fig. 2) and whether or not the kinesin molecules
are self-synchronizing in such a case.

2.6. Advantages of Kinesin
for Nanoactuatoric Systems

The movement of dimeric kinesin involves a highly coor-
dinated interaction between both heads of the kinesin
molecule and the microtubule rail. Both heads alternate in
their binding. When one of the heads is released from the
microtubule surface, the second one is bound, resulting in
a permanent attachment of the kinesin to the microtubule,
which is in contrast to, for example, myosin II [95]. Conse-
quently, the kinesin is able to walk over distances up to some
micrometers before being detached, which makes it suitable
for conveying a cargo steadily and reliably to its destination.

Besides dimeric kinesins, some myosins, namely, myosin
V [96] and myosin VI [97] as well as cytoplasmic dynein [98],

Figure 2. Principal schemes of kinesin-based nanoactuators realizing
the transport of a cargo: (a) elementary motor unit (a single kinesin
molecule), involving one microtubule in the transport; (b) serial align-
ment of motor units, involving more than one kinesin molecule moving
along one and the same microtubule rail; (c) serial and parallel (isopo-
lar) alignment of motor units (the transport is realized by different
kinesin molecules moving along different microtubule rails). C, cargo;
S, substratum; K, kinesin dimer; MT, microtubule with plus and minus
ends.

also reveal processivity. However, their usability in artificial
transport systems seems to be strongly limited for the fol-
lowing reasons:

• Myosins walk along the microfilaments. For microfila-
ments, a mean flexural rigidity of 7�3× 10−26 N m2 was
measured [99], which seems to be too low to form rigid
stable rails supporting a nearly straight-line movement
of the motor.

• Although cytoplasmic dynein also uses microtubules as
rails, its processivity seems to be a more complex mech-
anism, requiring the activity of additional regulator pro-
teins [98]. Processivity of the 22S subunit of axonemal
dynein has been shown to be induced at low ATP con-
centration [100] only. A diminished ATP supply, how-
ever, might decrease the lifetime of the motor system.

• While much progress has been made on the bio-
chemistry and mechanochemical cycles of conventional
kinesin and myosin II [101], significantly less is known
about cytoplasmic dynein. One main reason for this is
the high complexity of the dynein molecule, which con-
sists of two heavy chains and 8 to 11 diverse accessory
polypeptides [98].

On the contrary, kinesin has some striking advantages favor-
ing its use for nanoactuatoric systems:

• Kinesin is known to be a motor with high directional
stability. It moves along one and the same microtubule
protofilament [102]; that is, the lateral deviation from
the track line is within the limits of 5 nm (protofilament
diameter).

• The microtubules are believed to be more suitable for
forming a stable straight-line rail as they have a much
higher flexural rigidity (2�1× 10−23 N m2 [99]) than the
microfilaments.

• Kinesin has a relatively low torsional stiffness of
approximately 4 × 10−21 J, which allows for twisting a
kinesin molecule at room temperature through more
than 360� from its resting orientation [103]. This high
flexibility might explain how several motors can effi-
ciently work together even if they are randomly ori-
ented on the surface of a cargo or on the substratum
[103].

• Kinesin is able to utilize not only ATP as fuel but
also some other nucleoside triphosphates such as GTP.
If some kinesins with GTP specificity could be found
or created by molecular engineering, they could be
involved in a transport device together with other
motors requiring exclusively ATP, for example, together
with the oppositely directed cytoplasmic dynein, to get
shuttle systems with forward and backward movement.

There is another important argument related to the
present state of methodological know-how that makes the
kinesin force-generating system superior to other motors
for nanoactuatoric applications: This concerns the possibility
of preparing chemically stabilized arrays with microtubules
arranged in parallel and isopolar fashion. Such arrays were
demonstrated to be suitable rails for kinesin to transport a
cargo in a predetermined direction [104� 105].
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3. CONFIGURATION OF A KINESIN-BASED
TRANSPORT DEVICE

3.1. Basic Requirements

A kinesin molecule can be regarded as an engine mov-
ing with nanometer precision along fixed proteinaceous rails
(Fig. 2). Converting the chemical energy of the biofuel ATP
into mechanical energy, it conveys different kinds of nano-
and micrometer-sized cargoes to their destination points.

Within the last five years, great efforts have been made to
introduce the kinesin–microtubule machinery into the devel-
opment of miniaturized technical transport devices. How-
ever, before this biomotor can be really exploited, numerous
methodological and technical problems have to be solved.
Complex studies have to be performed to learn, for exam-
ple, to regulate the velocity and to increase the lifetime of
the kinesin motor, to find out technically relevant materi-
als enabling its work in a cell-free environment, to perform
transport events with nanometer precision, or to control the
direction of force generation.

Another problem concerns the lengths of the trans-
port tracks. In single-molecule experiments, the distance
a kinesin molecule can move was found to be limited to
its maximum run length of about 10 �m [40] and to the
lengths of the microtubules used as rails, which were on the
order of magnitude of some tens of micrometers. Some spe-
cial nanotechnological applications might require method-
ological approaches enabling the transport of a cargo over
distances greater than the kinesin run length and the micro-
tubule length.

Furthermore, the clearance allowing for kinesin force gen-
eration seems to be important to work out the basic config-
uration of a kinesin-driven motor device incorporated into
a spatially limited system (chambers or pipes with submi-
crometer heights or diameters, respectively). Interesting first
approaches have been published (see [106]), contributing to
the solution of these problems and being large steps on the
way to engineering complex nanoactuators and nanorobots
driven by biomotors.

3.2. Preparation of the Protein Constituents

Microtubules Microtubules are ubiquitous structures
found in eukaryotic cells. Neuronal tissue is known for its
high tubulin content. In rat brain, the percentage of tubu-
lin in the soluble protein fraction is about 33% at birth and
20% 15 days after birth, respectively [107]. Therefore, mam-
malian brain routinely serves as a source for microtubule
isolation.

Standard protocols, used in many laboratories throughout
the world for purification of microtubule protein especially
from brain tissue, are based on temperature-dependent
assembly–disassembly cycles in combination with ultracen-
trifugation [108]. It has to be mentioned that the protein
preparations obtained in this way contain a defined set of
accessory proteins called MAPs. The quantity and quality
of MAPs, including the high-molecular-weight MAP1 and
MAP2 (280–320 kDa) and the group of � proteins (65–
70 kDa), depend on details of the preparation protocol. The
amount of MAPs co-purified can be lowered, for example,

by adding glycerol or by increasing the ionic strength within
the buffer [109� 110]. Both high-molecular-weight MAPs and
� proteins are described to hinder kinesin binding to micro-
tubules [40]. Therefore, MAP-free microtubules have to be
used in kinesin motility assays. The MAPs can be separated
from tubulin by phosphocellulose column chromatography
[111]. Using the assembly–disassembly protocol of Shelanski
and co-workers [108] in combination with phosphocellulose
column chromatography, one obtains about 100 mg tubulin
from 1 kg porcine brain.

Recently, a protocol has been published that enables
tubulin synthesis in Escherichia coli [112]. The most crit-
ical point in recombinant tubulin preparation was to get
assembly-competent protein. Shah and co-workers employed
rabbit reticulocyte lysate, containing both the cytoplasmic
chaperonin CCT and its co-factors, to form �–�-tubulin
dimers that self-assemble into microtubules of normal mor-
phology [112]. This approach offers a good chance for large-
scale production of tubulin with reproducible quality. The
availability of recombinant tubulins is also a main goal
of pharmaceutical biotechnology, which needs standardized
tubulins for the sophisticated search of novel cancerostatic
drugs and for their evaluation.

The microtubules used in kinesin-based motility assays
can be formed by 20-min incubation of pure tubulin at 37 �C
with 1 mM GTP and 10 �M taxol as assembly promoter and
microtubule stabilizer. It is possible to store these micro-
tubules in a frozen state for some months.

To obtain a matrix of densely packed microtubules, about
40 ng tubulin per square millimeter or 40 mg per square
meter are required.

Kinesin To functionalize a 1-mm2 surface, approximately
2–4 ng kinesin are needed. Kinesin can be purified from
different organisms, tissues, and cells. Special protocols are
available for fungi (Neurospora) [47], HeLa cells [113], Dic-
tyostelium amoeba [114], and mammalian brain [52� 115].

Besides some others (see, e.g., [70]), a standard purifica-
tion procedure was published for brain tissue by Kuznetsov
and Gelfand [52� 115], which includes homogenization
and preparation of a high-speed supernate followed by
ion-exchange chromatography, tripolyphosphate-supported
microtubule affinity binding, and gel filtration. This proce-
dure yields about 2 mg kinesin from 1 kg brain with both
ATPase and motility-generating activity, which can be frozen
and stored in liquid nitrogen for several months.

Biochemical isolation of motor proteins from their natural
sources has some distinct advantages: First, the motor will
be properly folded and has normal posttranslational modifi-
cations. Second, the motor will carry with it a normal com-
plement of associated proteins. Studies of kinesin-associated
proteins will be important in learning how this motor accom-
plishes its tasks in vivo [116]. Today, it is well proved that
for motility generation in a cell-free environment kinesin
does not need any accessory proteins. Therefore, recombi-
nant kinesins are produced with constant quality in relatively
large amounts. Different expression systems for conven-
tional kinesins are described, for example, by Navone and
co-workers [117] and Niclas and co-workers [118]. More-
over, genetic engineering has proved its ability to sup-
ply numerous kinesin constructs with specialized properties,



Kinesin and Nanoactuators 351

for example, with improved processivity or higher velocity
[76� 119] (see also Section 2.3). Genetic engineering is also
expected to contribute to prolongation of kinesin lifetime.
Another task arising in connection with nanotechnologi-
cal requirements might be the addition of a specific cargo-
binding domain to the kinesin tail that recognizes different
kinds of materials.

3.3. Regulation of Transport Velocity

The velocities of microtubule gliding supported by conven-
tional kinesin, measured in a cell-free environment at Mg2+

and ATP concentrations both around 1 mM and at room
temperature, were about 0.4–0.9 �m/s. For comparison, a
conventional kinesin from the fungus Neurospora was found
to walk significantly faster (up to 3.8 �m/s [47]). In contrast,
the mitotic kinesin Eg5, which is another plus-end-directed
motor, moves only at about 0.06 �m/s [120].

Kinesin-driven microtubule gliding can be accelerated by
increasing the ratio of Mg2+ to ATP concentration [48� 74]
and by temperature elevation [57]. At high temperature (50–
60 �C), velocities up to 3.7 �m/s were measured for kinesin
purified from brain [58].

Howard and co-workers [60] demonstrated that micro-
tubule gliding still occurs at kinesin densities as low as
one molecule within an area of about 700 nm × 700 nm.
When the surface density of kinesin bound to the substra-
tum was increased, the velocity of microtubule movement
across kinesin-coated glass surfaces was found to be lowered
[48, 61].

It is known that under conditions of saturation each
kinesin dimer occupies two microtubule-binding sites, pro-
vided that there is a free one close by [62] and that
movement does not start before the next binding site at
the microtubule surface has become free. Consequently, the
higher the kinesin density, the higher should be the prob-
ability that the next binding site is occupied, resulting in a
decrease in the mean velocity of kinesin translocation.

Another explanation for the slowdown in kinesin move-
ment as a result of elevating kinesin surface density might
be the asynchronous work of single kinesin molecules col-
lectively contributing to the transport of a given cargo (see
Fig. 2). At high density, more than one kinesin molecule
might bind to one and the same protofilament of a gliding
microtubule. It seems to be even likely that in such a case
kinesin molecules binding to adjacent protofilaments con-
tribute to the movement of the microtubule. In this context,
the question of the self-synchronization of kinesin work has
to be discussed.

Further ways to throttle the velocity of kinesin move-
ment are the addition of polyhydroxy compounds [121], low-
ering the Mg2+/ATP ratio [48], or the replacement of the
Mg2+ ions by Ca2+ and other alkaline earth metal ions [50].
Alternatively, certain drugs might be applied to slow down
kinesin movement. In a single-molecule motility assay, local
anesthetics such as tetracaine and lidocaine reversibly inhib-
ited the motility of individual kinesin molecules in a dose-
dependent manner [122].

Regulation of the velocity is tightly correlated with the
problem of how to start or stop kinesin movement within the
shortest time intervals. The kinesin motor works with 8-nm

feed. This means that at velocities between 0.4 and 0.9 �m/s
each step takes about 9–20 ms (in the case of Neurospora
kinesin, even about 2 ms). To stop movement with nanome-
ter precision, the motor should be switched off in millisec-
ond ranges. By “chemical switching” such as the removal of
ATP or Mg2+ or the introduction of additives slowing down
kinesin movement, the motor can be started or stopped only
within a few tens of seconds. A first approach to cope with
this challenging task is the application of hexokinase and
1-(4,5-dimethoxy-2-nitrophenyl) ethyl–caged ATP instead of
the usual (noncaged) ATP [123], which is converted from an
inactive state into an active state during exposure to ultra-
violet (UV) light. This system enables one to switch kinesin
movement within some seconds.

3.4. Lifetime and Energy Supply

Kinesin-based motility generation can be maintained in a
cell-free environment at least over three hours when desic-
cation is avoided and ATP is available in sufficient quantity
[48]. Thereafter, the binding strength of kinesin to the glass
support and/or the microtubule rails was found to be low-
ered rapidly, obviously due to protein degradation.

Our own investigations indicated that chambers with
microtubules gliding across kinesin-coated surfaces can be
stored for some days in a frozen state. After rethawing, the
microtubules continued to move (not published).

ATP complexed with Mg2+ is commonly known to supply
the energy for kinesin motility. Other nucleoside triphos-
phates, including guanosine triphosphate (GTP) and uridine
triphosphate (UTP), can also be used as an energy source,
but the velocity of kinesin movement is remarkably lower in
these cases [56].

Both ATPase activity and kinesin-driven microtubule glid-
ing follow Michaelis–Menten kinetics with an apparent Km
value of approximately 60 �M [46� 48� 56]. Kinesin-driven
microtubule gliding as well as the translocation of kinesin-
coated beads is usually performed at an ATP concentra-
tion of 0.5 mM, corresponding to 0�3× 1015 ATP molecules
within a chamber of 1 �L volume. Each kinesin molecule
consumes one molecule ATP to translocate a 200-nm sil-
ica bead over a distance of 8 nm [124]. This means that
with 0�3 × 1015 ATP molecules a bead can be theoretically
moved over distances up to 2�4× 106 m. An alternative cal-
culation gives 4�8 × 109 beads that can be transported over
a track length of 5 mm. However, it should be mentioned
that the adenosine diphosphate (ADP) released during the
mechanochemical cycle of kinesin acts as a feedback effec-
tor with inhibiting activity. Whereas the kinesin run length
at zero-load condition was observed to be independent of
the ATP concentration from micromolar to millimolar con-
centrations, the addition of ADP in the presence of satu-
rating ATP decreased both the velocity and the run length.
At 2 mM ATP and 2 mM ADP, a 50% inhibition of the
kinesin run length and velocity was measured [79]. To get
over this problem especially in cases of high ATP turnover
rates, an ATP-regenerating enzymatic system was proposed
[106]. Such a system, however, comprises further more or
less sensitive proteins whose activities might be nonstable
in a cell-free environment. Alternatively, the ATP concen-
tration can be maintained on a nearly constant level by a
permanent exchange of the ATP-containing soluble phase.
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3.5. Cargo Materials
and Surface Requirements

The cargoes to be transported by kinesin or the supports
used to carry the biomolecular force-generating motor unit
can be made from a broad variety of materials, includ-
ing glass, quartz, carbon, gold, polystyrene, and the micro
technologically outstanding silicon [125]. The main trans-
port parameters (e.g., velocity, maximum distance the load
is transported, and lifetime) were found to be practically
independent of the kind of material used.

For functioning of the motor system, the quality of
the surface to which the kinesin binds seems to be of
great importance. One main requirement on which kinesin-
mediated motility generation crucially depends is a low
surface roughness and a minimum of contaminating surface-
bound particles. Silicon wafers with etched steps of defined
height and edge steepness were used to find out the critical
height difference kinesin-driven gliding microtubules toler-
ate. It was observed that such microtubules could overcome
steps upwards up to at least 280 nm at an edge angle of
60�–70� [104]. Under favorable conditions when the gliding
microtubule approaches the step at low angle, even steps
of 1 �m can be climbed up [123]. These observations sug-
gest that knolls and dells on the surface as well as dust
particles (provided that they are without any microtubule-
binding affinity) with dimensions up to 1 �m do not pre-
vent transport processes realized by kinesin-driven gliding
microtubules.

The requirements concerning surface purity and even-
ness seem to be remarkably higher for transport systems
where kinesin drives a bead along immobilized microtubules.
In this case, beads were often observed to stop when
they encounter a micrometer-sized obstacle on the micro-
tubule and/or the glass surface [105]. This problem might be
solved using arrays of densely packed isopolar microtubules
and loading the beads with a higher number of kinesin
molecules. Under such conditions, moving beads were seen
to go around the obstacle, obviously using adjacent micro-
tubule rails [105].

3.6. Critical Clearance

Concrete tasks in the development of kinesin-based machin-
ery might be the relative displacement of two thin plates
against each other or the transport of a cargo into or
through pipes with diameters in the nanometer range. In
this context, it is necessary to determine the minimal dis-
tance between the cover and the bottom surface (clearance),
which still allows kinesin-dependent force generation.

Stracke and co-workers [104] studied kinesin-driven
microtubule gliding in clefts of defined height to measure
the clearance the kinesin requires. Such clefts can be formed
by a slightly curved coverslip (made by thermal deforma-
tion under one-sided pressure), which was approximated
by a small vacuum chamber with convex side down to a
glass slide. Around the contact point between the coverslip
and the slide, Newton rings appear, enabling interferometric
determination of the distance between both glasses. Using
this approach, gliding was observed, in principle, down to
approximately 100 nm [104], which crudely corresponds to

the length of the kinesin molecule (80–100 nm) plus the
diameter of the microtubule rail (25 nm). When the height
of the gap was lowered to values below 100 nm, only in sin-
gle cases were microtubules observed to migrate and their
leading edges often stuck and the tails revealed a fishtailing-
like movement [104]. Thus, a height of 100 nm is pro-
posed to be the critical clearance for kinesin moving along
a microtubule.

It has to be mentioned, however, that the velocity of
gliding microtubules was significantly reduced in clefts with
heights just below 5 �m. This effect is at least partially
due to limitations in fuel supply and can be minimized by
increasing the ATP concentration [104].

3.7. Regulation of Transport Direction

A crucial point in the development of cell-free kinesin-based
machinery is the predetermination and control of the trans-
port direction. Both microtubules gliding across a kinesin-
coated surface and kinesin-coated beads translocating along
immobilized microtubules are experimental approaches in
which motility is generated in two-dimensional systems. The
first step on the way to control the transport direction is the
restriction of motility generation to one dimension, resulting
in shuttle systems with forward and backward movements.

In recent years, it has been shown that the kinesin-
dependent transport can be limited to one dimension
using different kinds of guiding channels: Wittmann and
Smith [126] described a shear deposition method by which
glass surfaces can be coated with thin polytetrafluorethylen
(Teflon) films, leaving parallel nanometer-deep grooves free
of the polymer. Whereas the Teflon does not bind pro-
teins, kinesin is attached to the polymer-free surface on
the bottom of the grooves. Dennis and co-workers [127]
demonstrated that such kinesin-coated grooves can serve
as channels to guide gliding microtubules in nearly straight
lines.

Turner and co-workers [128] prepared lithographically pat-
terned silane surfaces to which microtubules were attached
under the action of an external flow field. Under such
conditions, the microtubules adhered in parallel fashion,
retaining their ability to serve as rails for the transport of
kinesin-coated beads [128]. Limberis and Stewart succeeded
in moving even large kinesin-coated silicon microchips
(10 �m× 10 �m× 5 �m) along parallel microtubules immo-
bilized to trimethoxysilylpropyl-diethylenetriamine silane–
treated glass coverslips during flow field action [129].
Remarkably, the maximum velocity at which the microchips
moved (0.8 �m) was in the same range as determined for
microtubules gliding across a kinesin-coated surface (see
Section 2.3).

Another remarkable contribution toward guiding kinesin
movement was made by Hess and co-workers [130]. These
authors introduced a pinwheel pattern of tracks selectively
binding the motor protein and open 1-�m-deep and 2.5-
�m-wide guiding channels to realize the one-directional
sorting of kinesin-based shuttles. They suggested that a
Brownian ratchet mechanism is the basis of this kind of
sorting in the case when the pattern includes motor protein-
rich and motor protein-free surface regions and the direc-
tional change of the molecular shuttle is caused by Brownian
motion.



Kinesin and Nanoactuators 353

The approaches described above allow the kinesin to be
guided in linear parallel tracks. The transport direction is
unpredictable, however, so that the load can be moved for-
ward and backward, depending on the orientation of the
majority of microtubules contributing to the transport. To
guide the kinesin to a desired destination point, it is neces-
sary to align the microtubule rails not only in parallel fashion
but additionally with equal polarity. Otherwise, the elemen-
tary forces generated along adjacent microtubules act in a
different direction and may neutralize each other more or
less completely. Therefore, procedures in which the micro-
tubules are not aligned with the same polarity are not well
suited for efficient transport of large cargoes binding to
more than one microtubule and, consequently, can find only
a limited application in nanotechnology.

So far, three promising approaches were described to reg-
ulate the direction of kinesin-supported movement: Micro-
tubules were aligned in parallel and isopolar fashion during
gliding across kinesin-coated glass surfaces by application
of flow fields (Figs. 3 and 4) [104]. However, when the
flow was abolished the microtubules immediately started to
move again in a directionally uncontrolled manner. It is
known that microtubules treated by glutaraldehyde retained
their potency to serve as tracks for kinesin movement [131].
Using this protocol, the aligned microtubules can be immo-
bilized with isopolar orientation. When the microtubules
were applied at high density, the stable microtubule arrays
were formed able to transport kinesin-coated particles into
a predetermined direction in the absence of flow [105]. This
approach has the advantage that large areas of a given
substratum surface can be densely covered with isopolar
microtubules, along which the transport can be realized over

Figure 3. Mechanism of isopolar microtubule alignment in flow fields.
(a) Especially in cases of relatively low kinesin densities, the leading end
(minus end) of a microtubule gliding across a kinesin-coated substratum
is often observed lifting off from the surface and wobbling in the y
direction [104]. (b) When a transverse force (generated, e.g., by a flow
field) acts laterally on this end, it turns in the flow direction guiding the
whole microtubule in the flow direction. Blue arrow, direction of force
exerted by the flow field; black arrow, lifting off of the microtubule end
from the substratum; green arrow, wobbling of the microtubule end in
the y direction; red arrow, direction of the resulting force driving the
microtubule. The numbers indicate individual microtubules.

Figure 4. Flow field–induced isopolar orientation of microtubules glid-
ing across a kinesin-coated substratum, visualized by video-enhanced
differential interference contrast microscopy: (a) stochastic microtubule
gliding; (b) and (c) consecutive microtubule alignment after application
of a flow field. The leading (minus) end of the microtubules is turned
in the flow direction. The bars represent 5 �m.

distances exceeding the length of an individual microtubule
(see Section 3.8).

Another efficient approach to obtain isopolar microtubule
rails to direct kinesin-mediated transport in a desired direc-
tion has been published by Limberis and co-workers [132]
who attached a histidine-tagged anti-�-tubulin antibody to a
hydrophobic glass coverslip (Fig. 5). This antibody fixes the
microtubules selectively by their minus ends onto the glass.
When a fluid flow was applied, these one-point fixed micro-
tubules turned into the flow direction. As a result, about
90% of the microtubules were found to be oriented with
their minus ends pointing upstream. Reorientation of the
microtubules could be prevented by the addition of a 0.2%
solution of methyl cellulose [132].

Alternatively, Hiratsuka et al. [133] produced linear
microlithographic tracks on glass surfaces supplemented
with mechanical rectifiers of an arrowhead pattern (Fig. 6).
When the surface of such channel-like tracks was functional-
ized with kinesin, gliding microtubules were forced to move
preferentially in one direction. The efficiency of unidirec-
tional rectification of gliding microtubules correlated to the
arrowhead geometry. Using a surface on which the tracks
form a complex meander, a cargo bound to a microtubule
can be transported precisely from one point to another
within a two-dimensional system (Fig. 7). Microlithography
allows for the production of not only linear but also circular
tracks, enabling unidirectional rotational movement of the
microtubules (Fig. 8) [133].

Figure 5. Immobilization and polar alignment of microtubules.
A metal-chelating Pluronic surfactant is used to immobilize the minus
end of the microtubules on a hydrophobic microscope coverslip using a
histidine-tagged �-tubulin single-chain antibody. The microtubules are
polar aligned by fluid flow in a flow chamber. Reprinted with permis-
sion from [132], L. Limberis et al., Nano Lett. 1, 279 (2001). © 2001,
American Chemical Society.
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Figure 6. Arrowhead pattern functioning as a rectifier of microtubule
movements. A shows that a microtubule entering the arrowhead from
the correct direction (from the left-side entrance) passes through the
arrowhead pattern. B demonstrates schematically how a microtubule
entering the arrowhead from the wrong direction (from the right-side
entrance) makes a 180� turn and moves out in the correct direction.
C is the actual sequence of fluorescence images showing the turning
of a microtubule in an arrowhead pattern. Images were captured with
an SIT camera at a rate of 8 s per frame. Reprinted with permis-
sion from [133], Y. Hiratsuka et al., Biophys. J. 81, 1558 (2001). © 2001,
Biophysical Society.

3.8. Length of Transport Tracks

The parameter run length was introduced to characterize
the distance a single motor protein molecule walks along
its filament. The maximal run length of kinesin that has

Figure 7. Active transport between two pools of micrometer scales:
(A) transmission micrograph; (B) fluorescence image of rhodamine-
labeled microtubules taken before the addition of ATP; (C) taken 18
min after the addition of ATP. Scale bar, 30 mm. A movie of this
movement is available online at http://unit.aist.go.jp/genediscry/motility/
biophysj/moviedl.html. Reprinted with permission from [133], Y. Hirat-
suka et al., Biophys. J. 81, 1558 (2001). © 2001, Biophysical Society.

Figure 8. Unidirectional rotational movement of microtubules along
circular tracks. The photographs represent snapshots of the movement
of rhodamine-labeled microtubules taken at intervals of 72 s, 20 min
after the addition of ATP (B–F). A shows an image of the transmis-
sion microscopy. Selected filaments were colored to allow tracking of
groups of microtubules. Microtubules in the outer circle are moving
clockwise (red), whereas those in the inner circle are moving counter-
clockwise (green). Scale bar, 20 mm. A movie of this movement is avail-
able online at http://unit.aist.go.jp/ genediscry/motility/biophysj/moviedl.
html. Reprinted with permission from [133], Y. Hiratsuka et al., Bio-
phys. J. 81, 1557 (2001). © 2001, Biophysical Society.

been reported so far was near 10 �m [40]. This seems
to be the first limitation when a cargo has to be trans-
ported by the kinesin–microtubule machinery over longer
distances. The second one is related to the length of indi-
vidual microtubules used as transport rails. Taxol-stabilized
microtubules formed from MAP-free tubulin under labora-
tory conditions in a cell-free environment are usually about
5–40 �m long, depending on the tubulin concentration, the
speed of increasing temperature to start assembly, and the
time the microtubules were held at the assembly tempera-
ture (own observation).

Therefore, the question arises as to how to support the
cargo transport over distances significantly exceeding the
microtubule length. Howard [69] reported that, at high
kinesin density, microtubules gliding across a surface with
immobilized kinesin can cover distances much greater than
their length. This can be realized only in the case when the
surface density of kinesin is high enough to ensure that the
moving microtubule is able to encounter in its nearer sur-
rounding the next active kinesin molecule.

When a cargo should be transported by kinesin along
microtubule rails over distances exceeding the microtubule
length, a second requirement has to be fulfilled besides
a sufficiently high kinesin surface density. This concerns
special conditions ensuring the efficient transition of the
cargo from one microtubule to an adjacent one. Using small
polystyrene beads (0.1 �m in diameter) to get a high res-
olution, such transition events have been directly observed
by real-time video interference contrast microscopy [105].
The beads were found to change microtubule rails without
remarkable interruption of movement after reaching the end
of the microtubule rail.

With micrometer-sized beads and densely packed isopo-
lar microtubule arrays, the transition probability proved
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to be remarkably higher. Under such conditions, different
kinds of cargoes (latex, glass, gold beads, flat glass par-
ticles) were transported by kinesin over some millimeter
distances. Böhm and co-workers [105] succeeded in driv-
ing large kinesin-coated flat particles (24 �m × 12 �m and
2–5 �m thickness) across the surface of isopolar microtubule
arrays without interruption over a distance of 130 �m. Such
particles, which were shown by laser scanning microscopy to
contact more than one microtubule, moved unidirectionally
at velocities of 0.5–0.6 �m/s, known for microtubule gliding
or the translocation of 100-nm beads. Comparable control
experiments performed with microtubules nonaligned in an
isopolar fashion also revealed moving particles. However,
the distances they could cover were only in the range of
a few micrometers. Especially, large particles were found
to rotate or to go forward and within some seconds back
again. Similar observations were made when the transloca-
tion of silicon microchips across arrays of geometrically par-
allel microtubules with different polarity was followed [129].
This behavior can be explained by counteracting forces gen-
erated by kinesin moving along nonisopolar microtubules.

The finding that the track lengths of kinesin-driven
cargoes can significantly exceed the lengths of individual
microtubules is of eminent practical value. It demonstrates
that it is not necessary to produce long individual micro-
tubules when distances in the millimeter range should be
covered.

4. POSSIBLE APPLICATIONS
AND OUTLOOK

Recently, a first interesting application of the kinesin motor
system has been introduced by Hess and co-workers [134],
who assembled a piconewton forcemeter consisting of two
microtubules (Fig. 9): Whereas the first microtubule serves
as a molecular cantilever fixed with one end and freely
swinging with the opposite one, the second microtubule
moves across a kinesin-coated surface perpendicular to the
first microtubule. After contact, the cantilevered micro-
tubule is bent when a link through the receptor/ligand
complex of interest is established. The applied force is cal-
culated from the known flexural rigidity of the microtubules
[134].

Potential applications of cell-free nanomotors and
nanoactuators include the following:

• Switchable linear motor devices and molecular
machines working with nanometer precision, which
might be applied for directionally controlled displace-
ment of objects or for specific and directed substance
transport over nanometer, micrometer, or millimeter
distances. Such devices can contribute to nanostructure
assembly and nanostructure fabrication.

• Transport of chemical components or catalysts into or
out of microreactors, used, for example, for enhancing
and controlling reactions.

• Development of intracellular sensors for diagnostic
purposes.

• Delivery systems to convey drugs to pathological
targets.

Figure 9. The cantilevered microtubule (MT) is attached on one end to
a clump of beads, while the other end is suspended above the surface.
Swiveling due to Brownian motion causes the smeared-out appearance
of the free end. The moving microtubule is propelled by kinesin motor
proteins adsorbed on the surface and carries a clump of beads. The
snapshots show how the moving microtubule approaches (0 s), makes
contact (10 s), bends (20 s, 30 s), and releases (40 s) the cantilevered
microtubule. Reprinted with permission from [134], H. Hess et al., Nano
Lett. 2, 1113 (2002). © 2002, American Chemical Society.

• Screening systems for developing novel therapeutic
drugs targeting cellular movement.

• Autonomously working power units to drive
implantable sensors using the cell ATP.

• Cell biological tools to study functional or regulatory
mechanisms of motor protein-based force generation.

Although long-term technological impacts are difficult to
predict, it seems to be realistic that motor protein-based
force generation might be involved in the future devel-
opment of novel nanoactuatoric systems, including minia-
turized energy conversion and biofuel cells, implantable
microdevices and sensors, separation techniques, as well as
the assembly of nanotechnical circuits or microrobots.

Taken together, the design and control of kinesin-based
nanoactuatoric devices have been advanced, but several
basic problems remain to be solved until such a device can
be introduced as an integral part into complex nanoactu-
atoric machines or robots. One main point that has to be
addressed in the future is the regulation of starting and stop-
ping force generation under cell-free conditions in the mil-
lisecond range, that is, with nanometer precision. Further
unsolved problems concern the maximum load mass that
can be moved by a collective of kinesin molecules and the
synchronization of the great number of kinesin molecules
contributing to the transport of one and the same cargo.

On the ambitious way toward the nanoactuatoric appli-
cation of biomotors, further cell biological, biochemical,
biophysical, and developmental work has to be done to
improve the technical performance of these motors.
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GLOSSARY
Adenosine triphosphate A ubiquitous biofuel that supplies
the energy required for various biological processes of trans-
port and movement.
Kinesin A specialized motor protein that, moving along
microtubules, is responsible for the transport of cell
organelles and biomacromolecules.
Microtubules Proteinaceous hollow cylindrical filaments of
25 nm diameter and lengths in the micrometer range that
constitute the rail for movement of kinesin (and some other
motor proteins).
Motor protein A protein with catalytic (enzymatic) activ-
ity that converts the chemical energy of adenosine triphos-
phate into mechanical energy to move along the surface of
suitable proteinaceous filamentous rails. The direction of its
movements is strongly related to both the intrinsic molec-
ular structure of the motor protein and the polarity of the
filament.
Polarity The feature of a proteinaceous filament to expose
two ends with different dissociation constants of the subunits
that form the filament.
Processivity The feature of a motor protein to remain
bound to the filament it moves along and to hydrolyze
substrate molecules through several repetitious hydrolytic
cycles.
Run length The distance a single motor protein molecule
walks along the filament without being released from its
surface.
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1. CLASSIFICATION OF
NANOSTRUCTURED SYSTEMS

Dispersed systems can be represented by the following struc-
ture levels:

1. atomic-molecular (0.1–1 nm)
2. macromolecular and cluster (0.5–5 nm)
3. microscopic or grain-heterophased (>5 nm to

1000 �m)
4. macroscopic (>1000 �m)

Nanostructured systems are a special group of physico-
chemical systems with unique properties determined by
the small size of the structural elements composing
them. Important physical and practical phenomena can be
observed in the transition of structural elements up to the
nanoscale. As a whole, nanostructured systems should be
viewed as a part of a wider class of dispersed systems. From
the viewpoint of physics, they are determined as hetero-
geneous systems consisting of at least two or more phases
with well-developed interfaces; one of the phases is very dis-
persed, and the medium surrounding it is called a dispersing
medium. By aggregate state, it can be gas, liquid, or solid.
Depending on this, the system may be flowable or solid. The
latter includes a great number of dispersed systems such as
minerals, rocks, composite materials, heterophased alloys,
organic tissues, and even microorganisms.

In general, dispersed systems are divided into coarsely dis-
persed and ultrafine ones. In the former the average charac-
teristic size of structural elements is more than 10−6 m. The
fine systems have structural elements smaller than 10−6 m
and ultrafine ones smaller than 10−7 m. Fine and ultrafine

systems are well known in colloid chemistry as liquid dis-
persed media, such as emulsions, suspensions, colloidal solu-
tions (sols), and the products of their coagulation (gels).
Such systems as sprays, vapors, smoke, and especially solid
dispersed structures have not been given enough attention
by colloid chemistry. Modern physics pays a lot of attention
to solid dispersed structures, especially to physical meth-
ods for small-particle structural study, formation of nonequi-
librium phases, and so on. Dispersed structures generated
by the decomposition of supersaturated solid solutions are
studied by physical materials science [1]. Such solid dis-
persed structures as catalysts and sorbents are studied by
classical physical chemistry.

Detachment of nanostructured systems with a particle
size of 10−9 to 10−7 m (1–100 nm) from the ultrafine
class has been performed by physicists who have discovered
many specific physical properties of such systems in the last
15–20 years. An interest in studies of the systems has grown
after the discovery of their new unique properties as con-
struction and functional materials. As a result of this, the
central problem in understanding their nature and the pos-
sibility of controlling nanostructured material technology is
the genesis and evolution of nanosized particle structure.
Based on the conception of material structure, it is possible
to establish the functional bonds of the chemical composi-
tion and technology with structure, on the one hand, and
of the structure with the properties of the material, on the
other hand. As a whole, technology consists of a number of
individual technological processes, each of which influences
the structure.

Technological processes are also connected with such
kinetic phenomena as heterophase chemical reactions,
diffusion and self-diffusion, coagulation and coalescence,
sintering, phase transformation, crystallization and recrystal-
lization, and so on.

Thus, physicochemical kinetics of solid heterogeneous
nanostructured media is the scientific basis for most tech-
nological processes in the preparation of nanostructured
materials with optimal structure and optimal physical,
physicochemical, and mechanical properties. By investigat-
ing kinetic regularities for each physicochemical process,
one can forecast all of the stages of the structural evolution
from ultrafine powder to sintered nanocrystalline material.
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In the study of kinetics, modern physical methods are used
to examine fine structure, which is the main distinctive fea-
ture of microstructural in comparison with macrostructural
physicochemical kinetics.

Dispersed systems, the structural elements of which are
grains, phase components, inclusions, and layers with non-
coherence interfaces, are the most important for nanoscale
materials. In such systems, the structural elements are lim-
ited by free surfaces or solid-gas interfaces. First of all,
nanostructured systems should be classified by topological
parameters. One hundred nanometers is considered to be
the upper limit for nanostructured materials [2], but the
action of dimension factors is more significant in the range
of 10–50 nm.

Some cluster structures, glass amorphous alloys, and
nonequilibrium decomposition structures, as well as macro-
molecules such as fullerene, nanotubes, organic molecules,
belong to nanostructured systems, too. Nanostructured
objects can be subdivided into three groups in accordance
with the shape of their structural elements.

Isolated or weakly bound small particles, thin fibers, and
films with nanosizes in one, two, or three directions belong
to the first group. The second group contains surface lay-
ers of nanoscale thickness connected with a massive base
but differing from it in chemical composition and structure.
Such layers can be nanostructured, because they consist of
nanosized grains. Within the surface layer, the structure can
be homogeneous, heterogeneous, periodically laminated,
or gradient. Massive nanostructured materials, monophase
(micro-uniform) or heterophase (micro-nonuniform) and
remaining macro-uniform belong to the third group. Struc-
tural elements in these materials have a crystalline texture
and nanosizes. In this case the interfaces are called high-
angle grain boundaries.

A significant characteristic of nanostructured systems is
a level of physical property anisotropy; in other words,
their properties have a vectorial nature. Fibrillar and lam-
inar structures are very anisotropic and granular ones are
isotropic.

Nanostructured systems can also be distinguished by the
character of the reciprocal arrangement of their structural
elements. From this point of view, they can be divided into
regular and irregular (or stochastic).

Regular structures, as a rule, have elements of symmetry,
but there are also aperiodic regular ones [3]. Regular gran-
ular structures are characterized by the location of isodia-
metric particles in the sites of spatial lattice with elements
of symmetry. If the structural elements have no spherical
symmetry or are characterized by some particle size distri-
bution, the structure, as a whole, reserving regularity has
no corresponding elements of symmetry. However, in most
cases, such structures can be regarded as regular ones, for
example, in the calculation of physical properties. Irregular
(stochastic) structures have many peculiarities and can be
distinguished from one another.

Fibrillar structures can be regular if the fibers forming
them are oriented in space. Such orientation can be in one,
two, or three dimensions. Special regular structures result
from weaving or netting fibers.

Regular laminar structures are formed by parallel plates
with the same or periodically changing thickness. Such struc-

tures are called orthotrophic. Their properties change in one
direction and are isotropic on surfaces perpendicular to this
direction. The orthotrophic structures can also be observed
in fibrillar systems formed by layers of two-dimensional net
or textile. Such structures are intermediate between lami-
nar and fibrillar ones. Nonregular laminar structures can be
imagined as textures in which layers are not exactly parallel.

There are many more complicated structures that cannot
be described by these simple types, for example, dendrites
and similar structures with fractal properties.

Nanostructured surface layers on a massive substrate
belong to the second group not having such morphological
variety as the objects of the first group. These systems are
divided into single-layer and multilayer ones. They can be
viewed as nanosized in accordance with such characteristics
as the layer thickness and the average size of grain or other
structural elements composing the layer. Within the limits
of the layer, the structure can be uniform or nonuniform.
The layers can be unbroken or broken. There are two types
of discontinuity. The first type is porosity where pores are
nanosized. Such a structure is typical for relatively thick lay-
ers. For very thin layers and films the surface discontinuity is
characteristic. In this case, the whole coating is divided into
separate sections with the same or different composition.
Such a structure of a surface layer or thin film is called a dis-
continuous film. As a rule, the interface between the surface
layer and substrate is noncoherent, but on a monocrystalline
substrate, coherent epitaxial layers can be formed.

Multilayer materials have the same structural types as
single-layer materials. Structures with many layers with a
thickness of 10–100 �m or more should be viewed as belong-
ing to the third group of nanostructured systems, that is, as
massive macroscopic homogeneous solids.

There are monophased and multiphased systems in the
third nanostructured group. The monophased nanostuctures
have one critical linear parameter only, namely, the aver-
age size of grain or crystallite. Multiphased structures are
more complicated. The so-called stochastic systems consist
of structural elements with the same geometry and dif-
ferent chemical composition and crystalline structure. The
nanoporous structures regard to stochastic. A peculiarity of
such systems is the structural identity of all of the phases
forming them. They have a main continuous spatial matrix
phase and phases of inclusions separated by the matrix. The
classification of matrix structures by inclusion topology is
similar to that for nanostuctured systems given above. The
inclusions can be equilibrium (isodiametric) or nonequilib-
rium (gaunt or flattened out along one axis). The former are
called globular; the latter are needle- or scale-shaped. If the
inclusions transform into continuous fibers or thin plates,
the system loses its matrix character.

The interfaces in mono- and multiphased nanostructures
are incoherent except for cluster structures (1–5 nm) with
a segregate nature, in other words, they differ from the
matrix in chemical composition. Cluster structures are not
phases according to thermodynamics. They have no inter-
face between a cluster and matrix; that is, there is continuous
transformation of structures into one another at a distance
of nearly the cluster size. The systems with cluster structure
are well known in physical material science, as many alloys in
which the disintegration of metastable solid solutions begins
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have such structures. A typical example of a cluster is the
well-known Ginye-Preston’s zones appearing at the stage of
preaging. It is also known that clusters are formed in disin-
tegrating martensite.

1.1. Nanosized Powders

The most important feature of nanosized powders, com-
posed of 10–100-nm particles and having very large
interfaces, is an excess of free surface energy. The physi-
cal properties of solids may be considered constant only in
the case if solids have no limited sizes and interfaces. In
real solids, the equilibrium and nonequilibrium properties
change with a change in external sizes or in the sizes of
internal structure elements with interfaces.

The dependence of physical properties of solids on their
linear sizes has a fundamental character because the cor-
relation between the number of atoms on the surface and
that in the crystal volume, that is, between the surface and
volume crystal energies, depends on the sizes and morphol-
ogy. From a microscopic point of view, the difference in
energy of atoms on the surface or in the volume of crystal
results from disfunction of coordination for surface atoms
and a decrease in the number of neighboring atoms inter-
acting with them. Thus the surface atoms have an excess of
free energy. Direct experimental methods for the free sur-
face energy measurement are very complex, but there are
many versions of its calculation, based on experimentally
determined thermodynamic quantities such as the enthalpy
of sublimation or atomization [4].

One of the simplest formulas for calculation of the sur-
face energy in metals and simple covalent compounds is as
follows:

�s = �Hs/fN
1/3
A V 2/3

M (1)

where �Hs is the enthalpy of sublimation, VM is the molecu-
lar volume, NA is Avogadro’s number, and f is an empirical
factor depending on the crystal lattice type.

For composites, another formula in which the surface
energy is normalized to the enthalpy of atomization (�Hat)
was proposed by Kisly and Kusenkova [4]. The coordination
number for a volume of crystal, K, is determined as the sum
of coordination numbers for atom types, the coordination
number on the crystal surface with the index (hkl) being
taken into account. In this case, the algebraic number of dis-
rupted atomic bonds on the surface is n = �1 − K�hkl/K,
and the specific surface energy for a plane (hkl) may be cal-
culated by the formula

�s = �Hatn/4SatmNA (2)

where Sat is a surface with one atom per plane (hkl) and
m is the number of atoms in a molecule. The surface crys-
tal energy can be calculated by averaging all of the crystal
planes.

The two formulas have the same physical meaning,
namely, the number of unrealized atomic bonds determines
the free surface energy. For monoatomic crystal, formula (2)
changes to (1). The specific surface energy depends on the
sublimation energy and atomic density. Calculation of the

specific energy for internal interfaces is more complex. It
is supposed to be equal to one-third of the specific surface
energy. The surface energy in nanostructured systems is a
big part of the total energy.

As a result of development of the available methods for
nanosized powder preparation, many advanced new mate-
rials have appeared. There are two directions in nanosized
powder preparation:

1. Physical: the phase transformation of the first type
occurs without chemical reactions.

2. Chemical: the phase transformation is accompanied by
chemical reactions.

In the first case, different condensation methods, in which a
new material forms because of collectivization of molecules
or clusters into nuclei of a new phase through a transition
state after the achievement of the needed sizes and for-
mation of interfaces, are the most prevailing. The simple
breakage of coarsely dispersed particles in high-energy, high-
frequency, colloidal, and ultrasonic mills is considered to be
a physical method as well.

The breakage of brittle solids by mechanical or acoustic
disintegration is one of the prevailing methods for ultrafine
powder, suspension, and aerosol preparation. The process
of disintegration includes stages of mechanical deformation
and relaxation. From the atomic-molecular point of view,
there are three main stages of deformation. The first stage
is a disorder of structure, the result of which can be amor-
phization without destruction of the crystal. The second
stage is considered to be a type of special mobility appear-
ance caused by weakening of internal tensions (which, in
their turn, can be caused by the multiplication and move-
ment of dislocations) and the appearance and growth of
cracks. The result of the third stage is structure relaxation
connected with the moving and disappearance of defects and
aspiration of the system to return to equilibrium.

During chemical transformation, the formation of a new
phase can occur in two ways: because of a gradual change in
properties and structure throughout the whole volume of the
initial solid or because of the formation of small areas with
the properties of the final or intermediate products. A strict
mathematical approach to the problem is only available for
the second case, that is, for the phase transformation of the
first type, when a new nucleus is formed in the matrix of
the initial phase. The new phase can be solid, gas, or liquid.
At the same time, an interface between the new and old
phases is formed; the old phase partially disappears. This
new interface is responsible for the chemical reaction. For
two interacting solids, a solid-phase reaction takes place; for
interacting solids with a liquid or gas, a heterogeneous one
does.

Reduction of metal from oxide in the presence of catalysts
and surface stabilizers and the methods of thermal decom-
position, solution chemistry, aqueous electrolysis and elec-
trodeposition, hydrothermal and plasma-chemical synthesis,
chemical condensation in gas, laser ablation, fast drying by
dispersion, synthesis with the controlled rate of transforma-
tion, and combustion synthesis are the best known chemical
methods for nanosized powder preparation [4–12]. The con-
densation methods for nanosized powder preparation are
based on the formation of particles at the molecular level
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during synthesis. The gas-phase synthesis is submitted to
the main physicochemical dependencies of material depo-
sition from a vapor-gas mixture, and the processes of vol-
ume condensation take place in the tongue of flame. The
method of fast drying by dispersion is based on the disper-
sion of liquids containing unstable initial phases. The synthe-
sis with the controlled rate of transformation is performed
at moderate temperatures and rates of heating. By model-
ing the back-coupling between the transformation rate and
temperature, it is possible to control the size distribution of
particles.

The common characteristics of all these methods are a
high rate of nucleation and a small rate of nucleus growth.
On the basis of taking into account the kinetic competition
of different transformation mechanisms activated by ther-
mal treatment, an optimization of all these processes can
be achieved by varying the rates of nucleation and nuclei
growth. One of the most important characteristics of nano-
sized particles formed under very nonequilibrium conditions
is a strong interaction with the components of the surround-
ing medium. As a result, a common shortcoming of chemical
methods is the possibility of particle agglomeration and for-
mation of polydisperse assemblies with a wide particle size
distribution.

1.2. Nanocrystalline Bulk Systems

The thermodynamic nonequilibrium of nanosized powder
systems, connected with an excess of the free surface energy,
causes relaxation processes leading to an increase in equilib-
rium degree, that is, to a decrease in the surface area. This
demands mass transport, which results in structural changes
and system transformation from powder into bulk.

The most physical properties are characterized by extreme
behavior at the achievement of a certain critical grain size.
Such behavior is called the “size effect” [13]. It is the key
point in solving the problem of production, study, and use of
nanocrystalline objects [14–20]. However, the physical prop-
erties are determined not only by the structural element size,
but also by the boundary conditions under which the object
exists. R. A. Andrievsky has indicated four principal features
of size effect in nanocrystalline bulk systems [20]. The first is
the increase in the role of interfacial defects (grain bound-
aries, triples, etc). The second is the properties of these
interfacial defects, which can be different in nanosized and
conventional materials. The third is the overlapping of the
grain size with characteristic physical length. The fourth is
the possibility of a quantum effect revelation. All of these
can result in the presence of some specific points in size
dependencies and the availability of nonmonotonous change
in the properties.

1.2.1. Change in the Equilibrium
Temperature of Phase Transformation

The temperature of phase transformation to a great extent
is determined by the surface energy of a system. The size
dependence of the phase transformation temperature is well
known, as is that of the formation of disperse phases with
small surface energy and more compact packing of atoms.
Commonly, an increase in volume free energy due to the for-
mation of a phase with nonequilibrium structure under given

conditions (temperature, pressure) is compensated for by a
decrease in the free surface (interface or grain boundary)
energy, provided that the corresponding decrease is caused
by the phase transformation.

Another fundamental phenomenon connected with small
particle sizes is Laplace (or capillary) pressure. It is defined
by the surface curvature of a solid and appears to be due to
the presence of surface tension. The value of the Laplace
pressure is

PL = �s�1/r1 + 1/r2 (3)

where r1 and r2 are the main radii of curvature. If r1 =
r2 = r (spherical surface), PL = 2�s/r . For quasispherical
particles the radius of curvature is equal to half their lin-
ear size. Thus, small particles are cramped by great Laplace
pressure (equal to 150–200 MPa at r = 10−8 m (10 Hm) and
�s = 1.5–2 kJ/m2).

The main fundamental size effect connected with Laplace
pressure is a decrease in the crystal lattice parameter a with
decreasing particle radius [21]:

�a/a = −2�skT/3r (4)

where kT is the isothermal compression (equal to 10−11

(Pa)−1 for metals). The interatomic distance can decrease
to a critical value at which the phase transformation con-
nected with reconstruction of the crystal lattice occurs. The
size effect can result in stabilization of either high-pressure
phases (under normal conditions) or high-temperature
phases. The latter are very important for many oxide systems
with several structural crystal modifications. With rising tem-
peratures, transformation from less symmetric modifications
to more symmetric and denser ones takes place. Some data
on phase transformation connected with the size effect are
given in Table 1 for some oxide systems.

1.2.2. Size Dependence of Kinetic
and Mechanical Properties

Kinetic properties define the rate or intensity of trans-
fer of heat (heat conduction), mass (diffusion), and charge
(electroconduction). The size dependence of the phonon
constituent of the heat conductivity in a polycrystalline mate-
rial results from peculiarities of the phonon behavior in
solids, which have inner edges able to dissipate phonons.

Table 1. Size dependence of phase transformation in oxide systems.

Phase Structure Critical
Material transformation state size (nm)

ZrO2 M–T Powder >30
T–C Powder 20

BaTiO3 T–C Powder 100–120
Ceramics 40–50

PbTiO3 T–C Powder 90–100
Ceramics 8–12

Y2O3(R2O3) O–C Powder 8–10

Note: Structures: M, monocline; T, tetragonal; C, cubic; O, orthorhombic
Source: Reprinted with permission from [4], V. V. Skorokhod et al., “Physico-

chemical Kinetics in Nanostructured Systems.” Academperiodica, Kiev, 2001 (in
Ukrainian). © 2001, Academperiodica.
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In nanocrystalline materials, the length of the free phonon
run is defined by grain size. The possibility of further lower-
ing the heat conductivity for low-heat-conducting materials
is of great practical importance. It has been theoretically
proved that there is a possibility of decreasing the heat con-
ductivity of ZrO2 (having a very low heat conductivity and
used as a thermo-barrier material on freezing blades) by
2–3 times with decreasing grain size to 20–30 nm, whereas
the durability, heat resistance, fracture toughness, and adhe-
sion between ZrO2-based coating and substrate improve.
The possibility of the structural regulation of heat kinetic
properties is of great scientific importance.

The diffusion coefficients of nanostructured materials, as
a rule, are several orders of magnitude greater than those of
monocrystalline or conventional ones because of the special
role of grain boundaries. A decrease in grain size increases
the concentration of boundaries, for which the diffusion
coefficient is bigger and the activation energy is 2–2.5 times
lower [21, 22]. The self-diffusion parameters for nanosized
and conventional copper and nickel are listed in Table 2.

A common empirical regularity of the grain structure
influence on the mechanical properties of different mate-
rials is an increase in their hardness with decreasing grain
size. In most cases, the durability increases, too, although it
depends on cohesion on the grain boundary. This regularity
is based on the well-known Petch-Xoll equation, according
to which the stress of plastic deformation for a multicrystal
is inversely proportional to the square root of the grain size.
However, the hardness for many materials has an extreme
size dependence, which is mostly observed for hard mate-
rials. The maximum hardness in these cases is due to the
formation of structure with a grain size of some nanometers.

1.3. Thin and Multilayer Films

The burst of research in modern industry has become pos-
sible thanks to the development of new superhard, super-
strong, heat- and wear-resistant bulk materials, especially
coatings. The advancement of coating properties, partic-
ularly hardness, abrasion and corrosion resistance, and a
decrease in size of some details due to coating and film
deposition, has become a reality as grain has been brought
into the nanorange. The appearance of new methods for

Table 2. The self-diffusion parameters for nanosized and conventional copper and nickel.

Activation Self-diffusion
Porosity energy coefficient D at 393 K,

Object (%) Method (kJ/mol) D0 (m2/c) (m2/c)

Nano-Cu 20 NMR 66�5 3 · 10−9 1�8 · 10−17

Nano -Cu 20 Isotopic 61�7 2 · 10−5 1�3 · 10−31

Cu (volume) Isotopic 197
Cu (boundary) Isotopic 104 1 · 10−5 1�7 · 10−19

Cu (surface) 66�5 1 · 10−7 1�4 · 10−16

Nano –Ni 7–8 Isotopic 50�7 1�2 · 10−3 1�9 · 10−10

Ni (volume) Isotopic 275 0.48 3�5 · 10−37

Ni (boundary) Isotopic 115 3 · 10−12

Ni (surface) 75

Source: Reprinted with permission from [4], V. V. Skorokhod et al., “Physicochemical Kinetics in Nanostruc-
tured Systems.” Academperiodica, Kiev, 2001 (in Ukrainian). © 2001, Academperiodica.

nanostructured coating and film deposition and improve-
ment of available ones have changed, in a number of cases,
the rules for using them. Among the well-known physical
and chemical methods, such as thermal evaporation, chem-
ical vapor deposition, thermal decomposition of precursors,
nitration and aquation are prevalent. Different types of
surface modification, deposition of new material particles,
implantation of atoms and defects, and different types of
interaction take place under the influence of irradiation,
depending on beam type and energy. Peculiarities of coat-
ing use determine the choice of method. By controlling the
process of deposition one can change the microstructure
and produce mono- or multicrystals or amorphous films and
coatings. [23].

Vapor atoms on the substrate surface have an energy
higher than �T . The rate of evaporation, Ne, can be esti-
mated by Lengmur’s equation,

Ne = 3513 · 1022pe

√
1/MT (5)

where pe is the pressure, T is the temperature, and M is the
molecular mass.

In spite of the fact that the molecules (atoms) move very
fast, they are not transmitted at large distances, because of
frequent collisions with the other gas atoms or molecules.
The free path for the molecules (atoms) of gas is inversely
proportional to the gas pressure:

� = V

N
· 1

�d2
√
2
= kT

pe�d2
√
2

(6)

where d is the molecular diameter and pe is the pressure.
The gas atoms gravitate toward the surface, forming dou-
blets and quadrupoles and losing the rate of displacement.

The level of thermal equilibrium is described by the coef-
ficient of thermal accommodation, �T:

�T = EV − Er

EV − Es
= TV − Tr

TV − Ts
(7)

where Ev is the energy of vapor atoms, Er is the energy
of desorbed atoms at equilibrium with substrate, Es is the
surface energy, and TV, Tr, and Ts are the corresponding
temperatures.
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The use of different methods for deposition and differ-
ent substrate types makes it possible to prepare different
structures: discontinuous and multilayer films and columnar
structures. Today multilayer structures and combinations of
thin films and coatings are of great interest.

Chemical methods for thin-layer and coating deposition
can be discussed on the basis of the laws of electrolysis. The
mass of deposit on the unit surface, G/S, is equal to

G/S = JtE� (8)

where J is the current density, t is the time, E is the electro-
chemical equivalent, and � is the current index (experimen-
tal/theoretical ratio equal to 0.5–1). The process of chemical
deposition permits one to prepare deposits of metals, semi-
conductors, and insulators. Thin films and coatings prepared
by physical or chemical vapor deposition ensure a high level
of functional properties when used in optics, electronics,
chemistry, and so on [24, 25].

The best properties were revealed with the transition to
nanoscale multilayer coatings such as TiN-TiCN, TiN-TiC,
TiN(TiC), Al2O3, and so on. Ten years ago the thickness
of each layer in multilayer coating was ≈0.5 �m, and the
whole thickness was ≈5–10 �m. In recent years, a new
class of multilayer coatings deposited by magnetron scatter-
ing, with a smaller thickness (2–10 nm) and a hardness of
>5000 kg/mm2, has appeared [26]. This hardness is not far
from those of cubic boron nitride and diamond. The diffu-
sion of dislocation is less possible in multilayer coatings than
in composite ones. It is possible to prepare multilayer coat-
ings with different shear moduli and a shear fracture close
to the theoretical one.

Nanocomposite coatings are also very important for use as
thermal barrier coatings [27–30]. Such coatings, in addition
to their good mechanical properties, possess high-thermal
and high-temperature corrosion and wear resistance. The
possible creation of gradient structures in surface layers
shows great promise.

In addition to the old methods for composite coat-
ing deposition with nanosized fillers, some new directions,
particularly the deposition of nanocomposite electrolytic
coatings under the action of pulsatile current, should be
mentioned [31]. With the use of direct current, coatings
with disperse fillers in the matrix structure were produced
[32]. With the use of pulsatile current, composite electrolytic
coatings with 30-nm Ni particles (matrix) and 80-nm filler
particles were prepared [31]. Subsequent thermal, chemical
thermal, and laser treatments can change the properties of
the coatings prepared.

2. GENESIS OF
NANOSTRUCTURED SYSTEMS

2.1. Homogeneous and
Heterogeneous Systems

Homogeneous systems are physicochemical systems with
one phase. They have no interfaces, in which the contigu-
ous parts of systems usually have different compositions and
properties. The constituent parts cannot be divided mechan-
ically. Chemical components of homogeneous systems are

distributed as molecules, atoms, or ions. The best examples
of homogeneous systems are ice, liquid, or solid alloys; gas
mixture; water vapor; and so on. Homogeneous systems can
be physically uniform or nonuniform. The composition and
properties of uniform systems are the same in their differ-
ent parts, whereas in nonuniform systems they can differ in
different places in the system but change continuously. For
example, gas is a uniform system in the absence of gravity,
but under the action of gravity it has a different density in
the upper substratum of the atmosphere. Aqueous solutions
are chemically nonuniform systems.

Heterogeneous physicochemical systems consist of two
or more phases and have interfaces between uniform parts
with different compositions and properties. These parts can
be separated. Colloidal systems with particles with a size
between a molecule and particles of heterogeneous systems
occupy an intermediate position.

Homogeneous reactions proceed in the volume of phase,
while heterogeneous ones proceed on the interfaces. The
reaction rate is determined by the number of chemical
events taking place per unit time in a unit volume (for
homogeneous reactions) or per unit interface (for heteroge-
neous reactions) and depends on the material composition,
temperature, and other parameters, such as the electrode
potential in electrochemical reactions, the light intensity in
photochemical reactions, and the dosage rate in radiochem-
ical reactions. The reactions can be one-stage or multistaged
and have intermediate products.

To establish a reaction mechanism, the experimental
kinetic data are compared with theoretical equations based
on definite suppositions about the mechanism [33]. Prac-
tically a single method of representation for phenomena,
taking place in the theory of change, is a method of math-
ematical modeling that includes differential equations and
dimensioned correlation [34].

In the ideal gas mixture or ideal liquid solution, the reac-
tion rates obey the law of active masses; that is, the evidence
of collisions of molecules of the initial material is the first
and necessary demand. A peculiarity of heterogeneous reac-
tions is the processes of transportation of initial reaction
components out of volume to interfaces and of the prod-
ucts in the opposite direction. The influence of the trans-
portation processes on the reaction rate is not constant, and
changes depend on many factors, including the temperature
and pressure. Under slowed diffusion in the pores of a solid,
the reaction with a noticeable rate occurs only on the outer
surfaces or in layers bordering them. In this case, the reac-
tion is said to take place in the internal diffusion regime.
In the external diffusion regime, the reaction rate is deter-
mined by the mass transport to the outer surface of a solid
reacting with a gas or liquid. With large enough diffusion
rates, the reaction occurs in the kinetic region.

In chemical transformation, the formation of a new phase
can be realized in two ways [4]:

• owing to a gradual change in the properties and struc-
ture of the whole volume of the initial solid;

• owing to the formation of regions (nuclei) with a small
size and to the properties of the final or intermediate
products.

Exact mathematical calculations are possible only in the
second case, that is, for the phase transformation of the first
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type, when the nucleus of a solid forms in the initial solid
matrix. The new phase of chemical reaction may be a solid,
gas, or liquid. The solid-phase reaction takes place in the
interaction between two or more solids; heterogeneous reac-
tions are determined by the interaction of a solid with a gas
or liquid.

The main demand for nanosized powder preparation in
heterogeneous reactions is a high rate of nucleation and
a small rate of nuclei growth. At the high rates of chemi-
cal reactions occurring at very high temperatures or at low
ones in the presence of catalyst, fast condensation and hard-
ening are favorable for the formation of a nonequilibrium
state of particles at their growth. One of the important
characteristics of nanosized particles formed under highly
nonequilibrium conditions is their intense interaction with
the components of the medium in which they are formed.
The probability of consolidation, coagulation, and coales-
cence is very significant, even in the case of inert media.
Thus, the common deficiency of all chemical methods is the
formation of polydisperse aggregates with a wide particle
size distribution.

2.2. Topochemical Reactions

Solid and heterogeneous reactions occurring with a change
of phase composition in the places of contact between two or
more solids or on the surface of a solid in contact with a gas
or liquid are called topochemical reactions. The reactions
accompanied by partial or total transfer of one or more solid
reaction components in a gas or liquid cannot be viewed
as topochemical reactions. A place where a topochemical
reaction can occur is the surface between phases (interface).

Most heterogeneous and solid reactions can be referred
to as topochemical or gas-transport reactions, depending on
temperature. For example, some reactions of metal reduc-
tion from oxide are topochemical at low temperatures. They
begin with the adsorption of gas (reducing agent) on the
oxide surface, and, by following the interaction with it, but
at higher temperatures, one can observe a partial outlet of
solid reagent in gas and the interaction of the components
in gas following the transfer of the reaction product to the
solid surface. The latter case is a gas-transport reaction.

The gas-transport reaction is a more complicated process,
the first stage of which is heterogeneous nucleation on the
solid surface, and the following one is the partial transfer of
the initial phase or intermediate products to gas. Such reac-
tion products as water vapor (in reduction by hydrogen) and
carbon oxide (in reduction by carbon) can initiate a transfer
of solid products to gas, and these reactions mostly occur
near equilibrium. Gas-transport reactions can be avoided
with the use of low temperatures.

The interface (S) in solid and heterogeneous reactions is
the sum of zones formed by all of the reacting nuclei, which
appear by the time t:

S =
∫ t

0
!�t" y

[
dN

dt

]
t=y

dy (9)

where !�t" y is the function describing the size of the reac-
tion zone by the time t for nuclei appearing at the moment
y, and dN/dt is the change in nuclei number by the time t.

Beginning at some definite moment, the growing nuclei
join one another and the reaction zone begins to decrease
after the maximum size is achieved. The rate of solid or
heterogeneous reaction for this stage is expressed by the
equation for the shrinking reaction zone. For example, if a
reaction zone of a spherical shape is formed, the rate of
the process is described by the equation of the reducing
zone [33]:

1− 3
√
1− � = kt (10)

where � is the degree of transformation.
The dependence of fractional conversion on time is plot-

ted with an S curve, and the dependence of the reaction rate
on fractional conversion has a maximum. A peculiarity of
such reactions is evidence of an incubation period and self-
catalysis. At the same time, not each reacting substance but
only part of them in contact with the initial phase undergoes
the self-catalyzed action. In other words, the catalytic action
of the reaction product on a unit surface of the reaction
zone remains constant during the whole process, provided
the product state does not change during the reaction.

It has been assumed [35] that when simultaneous multiple
nucleation develops at the nanometer scale, each nucleation
event is confined in a supply region of radius R from which
the embryo can be fed up to its critical size. The amount
of atoms A in this region must be significantly larger than
the number of atoms N ∗ in the critical nucleus. Otherwise
the region would be much too depleted, giving an important
increase in the barrier of nucleation able to suppress the
transformation. The condition to be fulfilled for nucleation
to occur is

R �
(

X1v1

Xov

)1/3

r∗ (11)

where r∗ is the critical radius of nuclei. Taking r∗ = 10−9 m,
Xo = 0�2, and v/v1 ∼ 1, X1 = 0�7, one obtains for the radius
R of the supply region R � 1�5 nm. When R < 1�5 nm,
nucleation is absolutely impossible. It appears that even
when R is on the order of 5 nm, the nucleation barrier will
be substantially larger than in the case of infinite matrix.

Dispersion of products in topochemical reduction reac-
tions occurs because of;

1. Formation of porous agglomerates taking the form of
the initial reagent particles due to the large difference
between oxide and metal volumes.

2. Disintegration of matrix oxide into small particles in
the absence of coherence between oxide and metal or
intermediate phase.

3. Disintegration of surface layers, bursting and peeling.

In the first case, dispersion is determined by the size of
some structural elements (dendrites) formed on the base of
the matrix phase. In the second case, the size of particles
is connected with the number of nuclei on the unit of sur-
face or volume. In the third case, dispersion results from
the high intensity of destruction of the crystal matrix, which
stimulates movement of the reaction front.



366 Kinetics in Nanostructured Materials

2.3. Kinetics of Nucleation
and Nucleus Growth

The main characteristic determining the size of growing
nuclei is the correlation between the rates of nucleation and
nuclei growth, which, in its turn, depends on the correlation
between the activation energy of these processes and the
number of active centers on the crystal surface. Significant
characteristics are also anisotropy of crystal growth, repro-
duction of reaction nuclei at their development, change in
surface spots where nuclei can be formed, diffusion through
product layers, and so on.

The comparison of experimental kinetic data with theo-
retical curves describing various mechanisms of topochem-
ical (solid and heterogeneous) reactions may help to
approximate the reaction mechanism, but for its final deter-
mination a direct observation of the rates of nucleation and
nuclei growth, a study of product state change during nuclei
growth, and so on should be carried out. From the point
of view of formal kinetics, the processes of nucleation on a
surface and in a volume can be described by the same laws.
In the first case, the examination is carried out in a two-
dimensional area, in the second case in three-dimensional
one [33]. In a description of the new phase appearance, the
spatial characteristics of the forming nuclei, such as isotropy
or anisotropy in both the matrix phase and nucleus, should
be taken into account.

The appearance of new phase nuclei in a metastable sys-
tem results in the transition of substance in a thermody-
namically stable state. In a homogeneous nucleation in a
metastable phase, homogeneous spontaneous formation of
ensembles of different compositions from the atoms of the
matrix phase occurs because of atom association. At the
same time, the metastable phase is in a quasi-equilibrium
state: the rate of formation of spontaneous growing asso-
ciates of supercritical sizes is small, and the equilibrium
statistic size distribution of the associates is not broken and
almost does not change with time up to the critical size.

For topochemical (solid and heterogeneous) reactions
such explicit description is not available, although nuclei of
a new phase have been investigated experimentally in many
chemical reactions [36–37]. Simultaneously with the new
phase formation, the interface between new and old phases
is formed, the surface of the old phase partially disappears,
and in its place a new surface between the new phase and
gas appears. For the new surface formation, some work is
expended. It can be described by the following equation [36]:

A = �S = �br2 (12)

where � is the surface energy, S is the surface area, b is
a constant depending on the nucleus shape, and r is the
characteristic nucleus size.

The work expended on the new surface formation
emerges as a free energy of formation (�qf ) at the transition
to a thermodynamically stable state. This energy is propor-
tional to the specific free transition energy q and nucleus
volume V (or characteristic size),

�qf = qV = qbr3 (13)

By summarizing these equations, one can determine some
critical size rc; for the lower range of rc the energy expended
on the new surface formation exceeds the free formation
energy, and for the higher range of rc an inverse relationship
is observed. Thus, to form a molecular cluster or heteroge-
neous fluctuation exceeding the critical size rc, an incuba-
tion period is needed. Its presence explains the possibility
of overheating liquid to temperatures higher than the boil-
ing temperature and the absence of crystallization from a
supersaturated solution. At the same time, the reaction rate
in a liquid or gas is proportional to the concentrations of
reacting substances [37]:

dn/dt = K�na" nb" � � �  (14)

and in heterogeneous systems it also depends on the surface
on which the reaction occurs:

dn/dt = K�na" nb" � � � qS (15)

A chemical reaction can occur because of the collision of
particles of different chemical natures, but not every colli-
sion results in an interaction. The probability of chemical
interaction leading to new compound formation is deter-
mined by the availability of a resource of energy that is
enough to overcome the potential barrier. A specificity of
solid and heterogeneous reactions is their dependence not
only on chemical and phase composition, but also on the
state of the crystal lattice in a solid and the presence of
different defects.

The normal and active states of a solid are known. A
solid in the normal state is defective only because of its lat-
tice disorder. The active state is a result of the presence of
nonequilibrium defects influencing the differently reactive
abilities of solids. To operate the activity of solids in con-
crete processes, it is necessary to know their nonequilibrium
structure. This permits one to create definite defects initiat-
ing the chosen chemical reactions. The influence of defects
in crystals on their reactive ability has been studied by many
researchers, and now ways to realize many physicochemical
processes are known.

Crystal defects are of importance not only for the acceler-
ation of the initial stage in topochemical reactions, but also
for the formation of the new phase structure. The activity
of a solid can be increased in reactions accompanied by a
change in volume due to the strained state at the nucleus-
matrix boundary.

In heterogeneous reactions, adsorption of gas or liquid
takes place on the most defective places of a solid. It can be
accompanied by solution of the adsorbed reaction compo-
nent in the lattice. In this case, the theory of oversaturated
solution can be used. The X-ray and electron-microscopical
investigations of oversaturated solid solution showed the
possibility of Ginye-Preston zone formation. These zones
are the smallest segregation of composition formed as a
result of atom redistribution in the crystal lattice of a homo-
geneous solid solution. After the achievement of a defi-
nite level of oversaturation, the Ginye-Preston zones are
replaced by stable or intermediate metastable phases; that
is, the nucleus of a new phase appears.

The phase transformations are the result of chemical reac-
tions also in the case when the rate of phase transformation
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limits the appearance of an intermediate layer, which divides
the area of chemical and phase transformation in space and
time.

The problem of nucleus size and shape control is the
least decisive in the investigation of phase transformation.
If the deformation energy in the two-dimensionally growing
nucleus prevails, a new phase aspires to follow the shape of
the matrix solid phase. According to Boldurev’s supposition
[36] the nucleus shape can be connected with the values of
two components surrounding the nucleus. They are Ks (the
component of deformation depending on interfacial energy)
and Kv (the component of deformation resulting in a change
of volume during conversation). If Ks is large, the nucleus
tries to form a shape with the minimum ratio of surface
to volume. For an isotropic medium the spherical shape is
characteristic. If Kv is big, the nucleus is flat and elongated
along the surface. The combination of these factors results
in a variety of nucleus shapes.

The most direct mathematical calculation can be made in
the case where all of the nuclei appear simultaneously and
have a spherical shape. Then the rates of their appearance,
growth, and interarrangement should be taken into account,
and the shape of product particles, their sizes, and some
physicochemical properties connected with dispersion com-
position of powder material can be established.

Delmon [33] accomplished these tasks on the basis of the
following hypotheses of the kinetic theory:

1. Samples consist of particles of the same shape.
2. Nucleation occurs with the same probability or the

potential nuclei take part in the process.
3. Nuclei are distributed along the surface in such a way

that the probability that each of them will stay at any
point is the same.

4. Nucleus growth is isotropic; that is, it proceeds with
the same rate in different directions, and the rate of
growth does not change with time.

These hypotheses are the simplest and can be taken into
consideration for real conditions only approximately.

The crystal structure and the presence of defects influ-
ence the nucleation rate. By increasing the number of poten-
tial nuclei or using catalytic additions, surfactant admixtures,
and promoters, one can change the nucleation rate. The
reaction products and the appearance of tension round the
nucleus due to the difference between the volumes of matrix
and product phases can also influence the nuclei growth
rate. As a result, dislocations are formed and the reaction
on them proceeds with a higher rate.

2.4. Genesis of Bulk
Nanostructured Materials

The genesis of nanostructure is the key feature in the prepa-
ration of nanocrystalline materials with powder methods.
The structure of particles is connected with synthesis condi-
tions: the density of defects, such as twins, domains, stacking
faults, core and shells, as well as particle aggregates and
agglomerates, depends on process parameters. All of this
defines the behavior of powder during consolidation and
affects the structure of a monolithic sample. Such heredity
was known for coarse particles and micrometer-grained bulk

materials [38]. Refining particles and grains to the nanoscale
leads to the escalation of a material’s structural sensitivity.
Today we can make powders of the same particle size dis-
tribution and shape; however, different techniques for syn-
thesis commonly result in different defect structures and,
therefore, in different sintering behaviors and properties of
sintered bodies. The most important achievement of today’s
techniques for synthesis and consolidation of nanoparticles
is flexible control over properties [4].

Thermodynamic nonequilibrium of nanosized systems
connected with a high excess of free surface energy leads
to relaxation processes increasing the equilibrium extent,
that is, decreasing the surface area. It can be possible only
because of mass transport, which can appear only during
thermal activation accompanied by increasing atomic mobil-
ity. The transport processes cause structural changes, which
result in the evolution of the system from nanosized to
nanostructured monolithic materials. The kinetics of trans-
port processes has a physicochemical nature, as it depends
on the chemical nature of materials of which the system con-
sists, the state of the particle surface, the chemical activity
of the gas phase, and so on. Chemical reactions occurring
simultaneously in multicomponent disperse systems influ-
ence the rate and character of mass transport to a great
extent.

A disperse system is characterized not only by a big free
surface area, but also by its curvature, resulting in Laplace
pressure. This pressure influences the equilibrium conditions
along the boundary between two phases divided by a curved
surface. The surface curvature of each disperse phase is
equal to L = 2re, where re is the equivalent particle radius.
The conditions of equilibrium of two phases divided by a
curved surface were shown to correspond to local equilib-
rium near the surface, but the system as a whole remains in
nonequilibrium because of the excess of free energy.

2.5. Genesis of Thin and Multilayer Films

Today, many different coating techniques for depositing
thin and thick films are known. The genesis of thin and
multilayer films is determined by the method chosen for
deposition, materials used for films and coatings, diffusion
processes, and so on. For example, in using the diffusion
method for film and coating deposition, one should take into
account the energetic state of gas as contributing to diffus-
ing component transfer on the surface of the material under
saturation, phenomena on the material boundary, and dif-
fusion of chemisorbed elements into the material. The main
physicochemical parameters determining the genesis of films
and coatings are the same as in topochemical heterogeneous
reactions.

Electrophoresis is a method for coating deposition from
a highly dispersive suspension when the rate of sedimen-
tation is lower than that of electrophoresis. The latter for
each particle is V = f �,-1E/�., that is, it is determined by
the coefficient of particle form �f , electrochemical poten-
tial (,), medium permittivity (-1), intensity of the electric
field (E), and the viscosity of the dispersive medium (.).
The genesis of such films and coatings is determined by the
conditions of electrophoresis and the chemical nature and
dispersion of deposited powder particles.
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Vapor deposition of thin and thick films is defined by
hydrodynamics, heat and mass transport. Here the elemen-
tary chemical reactions occurring on the surfaces do not dif-
fer from those on individual particles. The rate of product
formation is proportional to the reaction rate per unit sur-
face (w′) and the size of active place (s):

w = w′s (16)

With small reagent concentrations, the reaction rate is deter-
mined by a diffusion process.

Thus, the presence of essential deviation from the equi-
librium conditions of crystallization and repression of heat-
activated processes of structural and phase transformations
at a solid-phase stage play the determining role in nano-
structured state formation. The formation of new metastable
phases (absent in the equilibrium diagrams), ultrafine den-
drite or globular microstructures, and amorphization of crys-
tal materials are the result of nanostructured thin and thick
film deposition.

3. SURFACE RELAXATION
IN NANOSIZED SYSTEMS

The technology of small particles is close to that of conven-
tional powder materials; however, for nanosized particles,
the effect of disperse system evolution on the transition of
ensembles of free particles into a monolithic nanostructured
material already becomes apparent at the stage of small par-
ticle formation, when the van der Waals interaction forces
between particles are substantial enough to result in adhe-
sion of particles and a decrease in the density of packing.
Such a spontaneous aggregation of small particles plays an
important role in the formation of mesostructure within the
green body.

Heating of the ensemble of small particles leads not only
to the fast growth of interparticle necks, but also to coagula-
tion and coalescence processes in a nanosized system, which
can decisively affect densification kinetics and structure evo-
lution under high-temperature sintering.

The final high-temperature sintering stage, following the
intermediate stage, has many specific features. Among them
there is a distinct tendency toward local (differential) shrink-
age and formation of large pores. In this case the hered-
ity of mesostructure formed at the first technological stage
develops. With the high density of a nanostructured body,
an abrupt dependence of mean grain size on both the abso-
lute residual porosity and geometry and topology of pores is
observed at this stage.

3.1. Coalescence and Coagulation
of Nanosized Particles

When heated, the green body compacted from nanosized
particles tends to undergo relaxation processes, which sub-
stantially reduce the free surface energy of particles and
proceed without marked variation in the density of the sys-
tem as a whole. These processes are thermally activated
and can proceed at temperatures sufficient for surface and
grain boundary diffusion [38]. The surface area relaxation

begins with the formation of contact necks and their sub-
sequent growth. German proposed the use of the surface
area decrease as a measure for characterizing the particulate
system at the initial stage of sintering [39]. Let us consider
several of the simplest relations defining the reduction of
the surface area in the system of identical spherical particles
due to the formation and growth of interparticle necks.

The specific surface area in such a system is equal to

Sv =
4�R2

4/3�R3
= 3

R

[
cm2

cm3

]
(17)

where R is the radius of a particle.
Formation of interparticle contacts of radius R results in

a specific surface area decrease:

S�x
v = S0

v

(
1− nc

8
x2

R2

)
(18)

where nc is the average coordination number for a given
packing of particles and x is the neck radius. For regular and
dense packing nc = 12. In real porous structures, however,
nc can be arbitrary but less than 12, depending on relative
density. For very loose packing nc = 3÷ 4. Taking into con-
sideration the fact that the maximum value of relative neck
size, x/R, is close to 0.7 (spherical particles in dense packing
transform into polyhedrons and loose, chainlike structures,
and chains of particles transform into cylindrical fibers), one
can estimate the maximum value of relative decrease in the
specific surface area due to growth of the necks.

In accordance with formula (3.2), for the densest pack-
ing �nc = 12 �Smax

v /S
�0
v = 0�74, and for very loose packing

�nc = 3 �Smax
v /S

�0
v = 0" 2. The kinetics of the neck radius

growth is defined by the well-known relation
(

x

R

)n

= Mt (19)

where n = 7 for surface diffusion and the kinetic constant
M is inversely proportional to R4:

M ≈ 100Ds�23

kTR4
(20)

where Ds is the coefficient of surface diffusion, � is the
surface tension, and 2 and 3 are the atomic volume and
size, respectively. Taking into consideration relations (19)
and (20), the kinetics of surface area decrease follows the
relation [

�Sv

S
�0
v

]4

= M1t (21)

where 4 = n/2 = 3÷ 3�5 and M1 = M�nc/84 .
Elaborated in [39], the analysis of experimental data

required for calculation of the specific surface area reduc-
tion during isothermal firing of ultrafine oxide systems in
oxidizing media shows the validity of Eq. (21) in many cases.
However, a substantial number of experiments do not cor-
relate with this simple theory: the exponent is very often
higher than 3.5 (4 and higher), and the general surface area
decrease greatly exceeds the one estimated above for loose
packing (�Smax

v /S0
v ≈ 0�2).
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Such deviations originate from particle coarsening due
to coalescence and coagulation. To describe the kinetics of
surface diffusion controlling coalescence in the system with
small adjacent particles, the author [40] proposed the fol-
lowing relation:

R4 = R4
0�1+ Bt (22)

where B is the kinetic constant, which is close to 1/3 M
in (19).

It was assumed that the initial particle size distribution
following the formula

60 =
Rmax

0 − Rmin
0

�R0

(23)

is rather wide (about 1). Equation (22) is in good correlation
with many experimental data obtained for oxide and metallic
powders [39]. It follows from this that 4 can be equal to 4
in Eq. (21).

If the initial particle size distribution is narrow �60  1,
the kinetics of coalescence substantially changes. If a parti-
cle size distribution is taken into account, the mathematic
solution of this task becomes much more complicated. The
general case gives

1
4

[(
R

R0

)4

− 1

]
+ 1

3
�1− 60

[(
R

R0

)3

− 1

]

+ 1
2
�1− 60

2

[(
R

R0

)2

− 1

]
+ �1− 60

3

[(
R

R0

)
− 1

]

+ �1− 60
4 ln
(

R/R0 + 60

60

)
= B

4
t (24)

When 60 is small, the logarithmic addend predominates
and the kinetics of mean particle size growth can be
described by an S-type curve at the early stages of the pro-
cess (curve 2 in Fig. 1). As the coalescence is in progress
and 6 increases, the curve 2 tends to curve 1, correspond-
ing to Eq. (25), which is a particular case derived from (24)
at 60 = 1. Thus, in a monodisperse system, the initial stage
of coalescence has a character similar to that of chemical
reactions with an explicit incubation period [40]:

R4
m = R4

0 + B1�sDs23t/kT (25)

Figure 1. The coalescence kinetics for different values of the 60 param-
eter. 1, 0�5 < 60 < 1; 2, 60  1 (∼0.01); 3, kinetics of coagulation
(B1  B). Reprinted with permission from [4], V. V. Skorokhod et al.,
“Physicochemical Kinetics in Nanostructured Systems.” Academperiod-
ica, Kiev, 2001 (in Ukrainian). © 2001, Academperiodica.

where B1 is a numeral factor near 2 and Ds is a coefficient
of surface self-diffusion.

The coalescence in the particulate system does not mean
any mobility of particles, and mass transfer proceeds only
through the diffusion mechanism.

In colloidal systems, coarsening of particles and, accord-
ingly, a decrease in their surface area may occur through
coagulation. This mechanism assumes substantial mobility
of particles in the surrounding medium, their collisions, and
further formation of agglomerates, which gradually trans-
form into coarser particles.

The classic equation of kinetic coagulation can be written
here:

dN
dt

= −KN2 (26)

where N is the number of particles per unit volume and
K is the kinetic constant of coagulation. If particle motion
follows the Brawn law, then

K = 4
3

kT

.
(27)

where . is the viscosity of a system, k is Boltzmann’s con-
stant, T is the absolute temperature. Integration results in
hyperbolic dependence of N on t:

N = N0�1+ KN0t
−1 (28)

and the mean particle radius R increases with time as a cubic
parabola:

�R 3 = �R 3
0 + K1t (29)

where the new constant K1 is proportional to the volume
concentration of particles in the colloidal medium Cvol =
4
3�

�R3N .
If particles are rather mobile, processes like coagulation

may proceed in systems with small contiguous particles.
Indeed, such a process is a local sintering, which results in
the formation of agglomerates consisting of several parti-
cles. In this case, the reduction of free surface energy occurs
because of reorganization of the outer surfaces of particles
into the inner surfaces of grain boundaries. Nevertheless,
we can apply the formalism of coagulation kinetics to the
description of such a local sintering.

To do this, it appears sufficient for the coagulation con-
stant in Eq. (26) to be replaced by the kinetic constant defin-
ing the rate of interparticle sliding or rotation controlled by
grain boundary diffusion. The driving force for such a par-
ticle rearrangement is locally asymmetric Laplacian forces
[41, 42]. As a first approximation, we can write

Keff =
ADgb�2�b

�R kT (30)

where Dgb is the coefficient of grain boundary diffusion, � is
the surface tension, 2 is the atomic volume, �b is the width
of the interparticle boundary, and A is a constant. Since Keff
is inversely proportional to R, one can derive the following
relation for R as a fourth-power parabola

�R4 = �R4
0�1+ B1t (31)
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where B1 is the summarized kinetic constant equal to

B1 =
A1Dgb�2�b

kT
(32)

and A1 is a new numerical constant.
This relation is fair for stationary coagulation because at

the earliest stage the rate of interparticle sliding strongly
depends on the interparticle neck size. In other words,
we suggest that the specific time necessary to double R is
substantially more than that of neck growth up to value
x/R ≈ 1. Equation (31) coincides with Eq. (22) for coales-
cence kinetics; the kinetic constant B1 in (31), however, is
substantially less than in (22), as their ratio is proportional
to the ratio of the grain boundary to surface diffusion coef-
ficients at the same temperature.

Despite this fact, the coagulation in the system of ultrafine
particles with a very narrow size distribution can prevail over
coalescence because of the reasons stated above. It should
be noted that the surface diffusion controlling coalescence is
not accompanied by change in the mean density of a system
(no change in distance between particles), and coagulation
like a local sintering can lead to some densification of the
system as a whole.

Experimental study of the competitive role of both coa-
lescence and coagulation at the second stage of technology
is of interest because surface impurities are inevitably inher-
ent in ultrafine media. These impurities behave differently in
the two processes. During coalescence a substantial refine-
ment of surface can be expected. When particles coagulate,
the impurities may pinch off and place themselves on the
interfaces or grain boundaries.

Both coalescence and coagulation processes play a main
role in decreasing driving forces for sintering.

3.2. Sintering of Nanosized Systems

One of the characteristic features of sintering in the ultrafine
media is a tendency toward local densification or differential
shrinkage. Local densification usually becomes apparent as
an increase in the mean pore size at the stage of open poros-
ity during sintering of micron- and submicron-sized particles.
At the late sintering stages, the homogeneity of densifica-
tion can be restored and a high density of sintered materi-
als can be achieved. Local densification, however, is usually
irreversible, and pores, which are tens or hundreds of times
larger than the particles, form and cannot be eliminated
even if the temperature is increased to fusion temperatures.

It is known that in the nanosized particle system there
is a tendency toward inhomogeneous spatial distribution as
green packing is prepared. Such inhomogeneity may inten-
sify because of coagulation at the early sintering stages. In
addition to the formation of a mesostructure, it proves to
be possible to create an inhomogeneity of much larger den-
sity than that of the mesoelement. Finally, in the systems
of polydisperse powders and especially two-modal particle
size distribution, the local variation of mean pore size and
therefore variation of Laplacian pressure become possible
[43, 44]. Under sintering, such inhomogeneity can provoke
the appearance of zones with tensile stresses and, as a result,

macro-cracking inside a sintered body [45]. Thus, the char-
acteristics of the initial powder, the methods of green sam-
ple compacting, and the degree of particle coagulation in
heating play a determinant role in attainment a high-density
material and conservation of homogeneous and fine-grained
structure.

It was experimentally found that the main part of vol-
ume shrinkage on sintering (up to 85–95% of the theoretical
density) of nanocrystalline powders occurs during heating.
The sintering temperature is commonly tens or hundreds of
degrees lower compared with that for micron-sized particles.
The beginning of the isothermal hold is accompanied by
abrupt retardation of shrinkage and intensive grain growth.

The key feature of sintering of nanocrystalline materials
is a competition of two main processes: shrinkage (densi-
fication) and coarsening of microstructure. Both processes
are under the control of the main mechanisms of mass
transport in sintering: surface and grain boundary diffusion.
Parameters of thermal activation are close for both mech-
anisms, and, consequently, densification and evolution of
microstructure occur in parallel. Thus, to make sintering an
effective technology for the consolidation of a material with
a density close to the theoretical one and a grain size less
than 100 nm, it is necessary to separate densification and
grain growth in time and temperature. The most approved
approaches are rapid-rate sintering, pressure-assisted sinter-
ing, and application of dopants, which permit the accelera-
tion of densification and retard grain growth. The first and
second of these are the basis of today’s consolidation prac-
tice, and the third is a method of powder preparation.

3.2.1. Volume Shrinkage in Isothermal
and Nonisothermal Sintering

The temperature dependence of volume shrinkage has a
classical S-like shape, which commonly consists of three
ranges: interparticle necks are formed at the first stage, the
cylinder-like channel pores appear and evolve at the sec-
ond stage, and isolated pores define porosity at the third
stage. As for nanostructured ceramics, these three stages are
described carefully enough in [46].

For nanosized particles, the two initial sintering stages
proceed and are complete during heating, long before
an isothermal hold. The initial stage of isothermal hold
often coincides with the third sintering stage. This divi-
sion is rather arbitrary; however, in most experiments, this
approach is quite convenient and appropriate for under-
standing how the residual porosity can be removed for sev-
eral hours at temperatures lower than the temperature of
recrystallization. For some materials this approach is actual,
but for others it is not. Table 3 demonstrates several of the
best examples of sintering of nanostructured ceramics.

From Table 3 one can see that the isothermal sintering
regimes resulted in almost poreless materials with grain sizes
less than 100 nm, but only for the ceramics characterized
by the high activation energy of grain boundary migration
(ZrO2, TiN). Barium titanate demonstrates a high migra-
tion activity of grain boundaries at temperatures of 1300 �C
and above, and this fact becomes a reason for abnormal
grain growth, leading to isolated pore entrapment inside the
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Table 3. Characteristics of the best samples of nanocrystalline ceramics obtained by sintering in
a ramp-and-hold regime.

Particle size Sintering Density Grain size Grain growth
Material (m) regime (% of theor.) (nm) factor Ref.

3YSZ 8 1050 �C, 5 h, air 99�9 90 11 [47]
3YSZ 6 1070 �C, 2 h, air 99�9 80 13 [48]
3YSZ 4 970, 2 h, air 99 60 15 [49]
BaTiO3 26 1300, 1 h, air 99�0 500 20 [50]
TiN 70 1600, 1 h, 98 800 11 [51]

vacuum
TiN 12 1200 �C, 1 h, 99�0 140 12 [52]

0.1 MPa N2

TiN 40 1400 �C, 98 400 10 [53]
vacuum

Source: Reprinted with permission from [4], V. V. Skorokhod et al., “Physicochemical Kinetics in Nanostruc-
tured Systems.” Academperiodica, Kiev, 2001 (in Ukrainian). © 2001, Academperiodica.

grains. Grain growth factor exceeds 10 in all of the exam-
ples; therefore isothermal sintering can be used in manufac-
turing dense nanograined ceramics, but for particles of sizes
less than 10 nm.

Grain size is the integral of growth rate, which depends
on temperature, pore structure, dopant concentration, and
other factors. Therefore, it appears to be difficult to pre-
dict when the contributions of these factors to the inte-
gral become larger: either in the case of isothermal hold
or during the permanent heating to higher temperatures. In
any case, the sintering of nanocrystalline powders is a non-
isothermal process, and transition to the final stage of densi-
fication strongly depends on “successful” implementation of
the initial and intermediate stages, because they are respon-
sible for pore and grain microstructure. Attention must be
paid to both stages, initial and intermediate, especially tak-
ing into consideration their dependence on the heating rate.

The temperature dependence of the densification rate
very often has two extrema, the first of which at rather
low temperatures corresponds to interagglomerate sinter-
ing or rearrangement of particles. The interagglomerate
pore coarsening occurs because of the action of both
tensile stresses between agglomerates and surface-diffusion-
controlled coalescence of pores and grains inside the agglom-
erates. Widening of pore size distribution was revealed in the
sintered sample compared with the green one.

3.2.2. Rapid Sintering
Selection of heating rate is stipulated by the kinetics of
heat and mass transfer, shrinkage, and the evolution of
microstructure. First an idea of rapid sintering at the initial
stage was postulated by Harmer and Brook [54] and was
experimentally examined for alumina and barium titanate.
Lynn Johnson proposed an idea of ultrarapid sintering of
thin-wall tubes during transport of plasma [55]. Palmour
used Harmer’s idea of rapid heating at the initial stage of
rate-controlled sintering [56]. The competition between dif-
ferent sintering mechanisms was put into the background
of nonisothermal sintering and rapid sintering. The sinter-
ing schedule was rationalized by rapid heating at the first
stage to surpass the temperature interval, where surface

diffusion, responsible for coarsening microstructure, pre-
dominates over grain boundary or bulk diffusion, which is
responsible for densification. If the green body is rapidly
heated, a high driving force of sintering is retained up to
temperatures where densification prevails over coarsening.
Nanocrystalline powders are an ideal object for the investi-
gation of rapid sintering because of the huge specific surface
area and, therefore, the high surface diffusion activity [57].
The heating rate, however, is restricted.

The influence of the heating rate on sintering of nanocrys-
talline zirconia powder was studied in [57]. Heating was car-
ried out in the rate interval of 2–200 �C/min up to the same
temperature in the range from 1050 to 1300 �C. Then an
isothermal hold was provided for 2 h. The higher the heat-
ing rate was, the lower the final density of sintered ceramics
was. There have been cases where the porosity increase was
revealed instead of densification.

A similar result was described in [58], where BaTi5O11
underwent ramp-and-hold sintering with a heating rate
of 1–100 �C/min. The main reason for the porosity
increase under rapid rate heating conditions is the local-
ized shrinkage (differential sintering) [58], which, in its
turn, is a sequence of agglomeration and temperature gra-
dient. Because of the low thermal conductivity of zirconia
(2 W/m K−1) and the high heating rate, the shell of the
specimen was heated to a higher temperature than the core.
Therefore, the shell had a higher density than the core.
This phenomenon was described by Geguzin as “shell sin-
tering” [21]. The difference in densification rates in adjacent
microvolumes leads to stresses of different signs, including
tensile stresses, which cause a local pore growth, or some-
times porosity. To estimate the stresses originating from the
shrinkage rate difference, Evans introduced the following
ratio [59]:

�m�t = − 4f
1− f

∫ 1

0
�-̇s�t · F �G"K"." t − u du (33)

where �-̇s�t = �-̇1
s − �-̇2

s , �-̇i
s = <̇i/3<i is the variation

in the densification rate, f is the concentration of inhomo-
geneities, �-̇1

s is the densification rate in the microvolume
where the fluctuation of density is observed, and �-̇2

s is the
shrinkage rate of the porous body as a whole. Thus, the
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densification rate of a structurally nonhomogeneous mate-
rial can be written as [59]

<̇ = A

(
1− <

<f

)�[= − �m

=

]
· l−a (34)

where A is a temperature-dependent function, < is the
instantaneous density, <f is the theoretical density, = is the
“sintering potential,” = = 4s�r + 24b/l for the homoge-
neous state, 4s, 4b are the surface and grain boundary ener-
gies, respectively, l is the curvature radius, and � and a
are power indexes. From Eq. (34) it can be concluded that
the densification rate approaches zero if �m = =. Thus, the
higher the instantaneous densification rate, the higher the
instantaneous difference �-̇s and the higher the value of �̄m.
An increase in �̄m results in a decrease in the driving force of
sintering. One can conclude that for each fractional density
there is a range of optimal densification rates corresponding
to the minimum variation of density.

If sintering is carried out without isothermal hold, the
final fractional density of sintered material depends strongly
on the heating rate, and this feature is inherent in nanocrys-
talline powders of ceramics and metals [60]. It is worth men-
tioning that the heating rate corresponding to the maximum
density increases with particle size decrease.

Thus, rapid heating leads to pore growth due to differ-
ential densification, owing to strong temperature gradient.
On the other hand, slow heating does not result in full
densification because of pore coalescence and premature
pinching off of channel pores. At low temperatures, the coa-
lescence of pores is under the control of surface diffusion
and prevails over densification, which is under the control
of boundary diffusion, because the surface area exceeds the
area of grain boundaries and the surface diffusion coeffi-
cient is three orders of magnitude higher than that of grain
boundary diffusion at the same temperature. In real nanos-
tructure systems, it becomes impossible to avoid coalescence
completely and prevent differential densification. It appears
to be possible to minimize their influence by flexibly affect-
ing the competition between coarsening of microstructure
and densification during nonisothermal sintering. The opti-
mal heating rate is the best evidence of this statement.

4. THERMAL STABILITY
OF NANOSTRUCTURED SYSTEMS

A dissipative system aspirates to decreasing free surface
energy, which is the driving force of sintering (a thermo-
dynamically reversible process). Let us consider densifica-
tion as a rheological process, where the densification rate
is defined by the effective viscosity of the dissipative sys-
tem and the value of the driving force. On the other hand,
a decrease in free surface energy proceeds through surface
diffusion-controlled coalescence. The two processes are in
temperature-driven competition, which can be controlled by
temperature variation in the course of sintering. Since the
technological purpose of sintering is to bring the density of
a material close to its theoretical value, it is reasonable to
accelerate the first process and retard or impede the second
one.

The specific surface area of a porous body or a loose pow-
der is the surface area of the pores, S, divided by the volume,
Vm ? ss = S/Vm (where ss is in cm2/cm3). Thus, ss is propor-
tional to the ratio A/L, where A is a constant (3 ÷ 4) and
L is a structural parameter (mean particle size of the pow-
der, or the average pore size in a porous body, for cylinder-
shaped pores, L = 2Rcyl). If the volume of a body V and L
are independent variables, the full differential of ss can be
written [40] as

dss =
@ss
@V

∣∣∣∣
L=const

dV + @ss
@L

∣∣∣∣
V=const

dL (35)

In accordance with the rheological theory of sintering,
which uses the statistical model of a porous body, the second
addend can be omitted if we suppose that the only shrink-
age affect variation is in the surface area. This assumption is
reliable if the grain size is larger than 10−3cm. In the case of
ensemble of nanosized particles, the surface area changes at
the initial sintering stage because of variation in the struc-
tural parameter (coalescence). Shrinkage and coalescence
make a combined contribution to the reduction of the sur-
face area at the intermediate sintering stage.

4.1. Coalescence of Pores and Inclusions

The initial stage of volume shrinkage occurs because of
mechanisms with low activation energies. According to dif-
ferent assumptions, mutual particle rotation and sliding
leading to rearrangement of particles, accommodation of
facets in adjacent particles, and other modes correspond to
this requirement. First, such assumptions and mechanisms
were described by Geguzin and Thoelen in [21, 61], and
today they are in the focus again. Particle rearrangement and
accommodation, however, are restricted by package density.

The intermediate stage of shrinkage denotes the forma-
tion of a peculiar structure, namely, channel-like porosity,
due to simultaneous action of grain boundary and sur-
face diffusion mechanisms. This structure evolves specifi-
cally through changes in pore diameter, while their length
remains unchanged. Pinching off the channel pores occurs
locally, in those places where pore diameter becomes
smaller than the critical value, defined from the ratio of
Raleigh. The fragmentation of channels results in pore iso-
lation and formation of close porosity, which is usually local-
ized on grain boundaries or in triple junctions. Elimination
of such porosity depends on grain boundary mobility, tem-
perature, and sintering duration.

Both initial and intermediate stages can be attributed to
low-activation-energy mechanisms. Comparative characteris-
tics of nanograined and conventional micrograined ceramics
are presented in Table 4. However, all of these parameters
are rather close to the activation energy of surface diffusion
obtained for coarse-grained materials.

Mayo suggested that such a low activation energy can
be explained by the mechanism of facet accommodation. In
[62], a contact formation mechanism was proposed for the
initial stage of sintering if the diffusion coefficient is a func-
tion of the contact geometry and decreases surface diffusion
coefficient to grain boundary diffusion one.
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Table 4. Effective sintering activation energies for nanocrystalline powders and corresponding activation parameters of
diffusion in some substances.

Ea (experiment) Ea (grain bound.) Ea (surface) Ea (volume)
Substance (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol)

ZrO2-3mol.% Y2O3 88–100 190 ∼100 125
(3YSZ) ([O2−], in m-ZrO2) (O-vacancies, 3YSZ) ([O2−], in t-3YSZ)

115 400–530 90
(O-vacancies, 4YSZ) (Zr4+, 3YSZ) (O-vacancies, 4YSZ)

Al2O3 234
TiO2 96.2
BaTiO3 50–60 96–120 44–50 48 [34]

([O2−], single crystal)
372[35]
([Ba2−], single crystal)

Ni 70–100 120 58.6 279

Source: Reprinted with permission from [4], V. V. Skorokhod et al., “Physicochemical Kinetics in Nanostructured Systems.” Academpe-
riodica, Kiev, 2001 (in Ukrainian). © 2001, Academperiodica.

At low and moderate temperatures, sintering of nanopar-
ticles is controlled by the mechanism of surface self-
diffusion. In this case, the kinetic equation is easily derived
for isothermal variation of a structural parameter with the
modified equation of diffusion coalescence [53]:

L4 = L4
0 +

32�Ds3
4

kT
t (36)

where Ds is the coefficient of surface self-diffusion, � is the
surface tension, 3 is the thickness of a surface layer, L0 is
the initial value of the structural parameter, k is the Boltz-
mann constant, and T is the temperature. Equation (36) is
valid for a description of coalescence in nanostructured sys-
tems, such as ensembles of pores. Relaxation of the pore
surface occurs when pores coalesce, making the microstruc-
ture coarser. At the same time, the surface area decreases
simultaneously with porosity reduction and decreasing mean
pore size. The competition between shrinkage and coales-
cence as a function of the heating rate is represented in
Figure 2.

For nanocrystalline powders, which tend toward coarsen-
ing through the mechanism of surface self-diffusion, Eq. (36)
is correct and the assumption of linear viscous flow accom-
panied by interparticle sliding under the action of capillary
forces becomes reasonable [21, 63]. In this case, the viscosity
of the system is reversely proportional to the third power of
the linear size of the structural element [21, 63]:

1
.

= 100
2bDb

kTL3
(37)

where 2 is the atomic volume, Db is the grain boundary
diffusivity, and b is the width of the grain boundary.

To build this graph, the coalescence of pores (the region
between curves 2 and 3) and densification (curves 4 and 5)
was calculated and compared with experimental data (curve
1) [4]. At low heating rates (curves 3 and 5), there is a
temperature interval (300–500 �C) in which the coalescence
prevails over densification, that is, it makes the main con-
tribution to the reduction of surface area. The higher the

heating rate, the smaller is the contribution of pore coales-
cence to the surface area reduction. At high heating rates,
densification prevails over coalescence in the whole temper-
ature interval, and pore growth is impeded. Thus, during
sintering of nanosized powders there exists the dependence
of structure on heating rate, which influences the driving
forces of sintering.

It was experimentally shown that the coarsening of pores
and grains at the initial stage of sintering proceeds simul-
taneously. Actually, if a small particle is located inside a
pore and is surrounded by coarser particles, it divides the
pore into several small ones and porosimetry shows a small
pore size. During heating, the particle gradually coalesces,
with the coarser particles redistributing substance all over
the surface and filling the contact necks between the coarse
particles. At the same time, the pore becomes larger. In this
case, coarse particles and large pores increase in size while
small particles and pores disappear. The process of coarsen-
ing is shown in Figure 3.

Figure 2. Temperature dependence of specific pore surface for nano-
sized Ni. Rates of heating: 1, 2, 4, 0.44 �C/c; 3, 5, 0.18 �C/c. 1, exper-
imental data; 2–5, calculated data; 2, 3, for coalescence; 4, 5, for
compaction. Reprinted with permission from [4], V. V. Skorokhod et
al., “Physicochemical Kinetics in Nanostructured Systems.” Academpe-
riodica, Kiev, 2001 (in Ukrainian). © 2001, Academperiodica.
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Figure 3. Schematic drawing of coalescence increase of pores and
grains at the initial stage of sintering when shrinkage is absent.
Reprinted with permission from [4], V. V. Skorokhod et al., “Physico-
chemical Kinetics in Nanostructured Systems.” Academperiodica, Kiev,
2001 (in Ukrainian). © 2001, Academperiodica.

Particles of sizes R1 and R2 increase to R3 and R4,
respectively, owing to coalescence with small particles
(shown in black). The pore inside the agglomerate also
increases: a pore of the maximum size r1 is transformed into
a pore of size r2 after coalescence. At this stage of sinter-
ing, the pores change in size and shape, which reduces the
free surface energy as well. Figure 4 presents the results of
calculations and experiments, both for coalescence growth,
which takes place under nonisothermal conditions. The
only coalescence provides a rapid growth, but it cannot be
observed in practice because of the competitive contribution
of shrinkage.

When the porosity is large and the structure of the pores
is well developed, the intensive densification of the porous
body is the reason for the suppression of grain growth. As
shown, the maximum contribution of coalescence to coars-
ening microstructure doubles the mean linear size of the
structural element. A correctly selected heating regime at
the initial stage of sintering, however, and a homogeneous
green microstructure as a result of the optimal scheme of
compaction can minimize the effect of coalescence coarsen-
ing the microstructure at the initial stage of sintering.

Figure 4. Temperature dependence of coalescence growth of grains and
pores of nanopowder at constant initial rate of sintering. Reprinted
with permission from [4], V. V. Skorokhod et al., “Physicochemical
Kinetics in Nanostructured Systems.” Academperiodica, Kiev, 2001 (in
Ukrainian). © 2001, Academperiodica.

General theoretical calculations allowed the following
equations to be deduced:

f �A
dA

dt
≈ A�D

amkT
(38)

an = an
0 +

B�D′

kT
t (39)

where t is time, m and n are indexes of power, a is the
middle grain size, and D and D′ are the effective diffu-
sion coefficients, corresponding to densification and grain
growth, respectively. A detailed analysis of the two com-
petitive processes can be carried out. First of all, it is nec-
essary to note that densification does not depend on the
heating rate if m = n. If grain boundary diffusion prevails
over bulk diffusion at the initial and intermediate stages of
sintering, the index of densification is equal to m = 4. At
the same time, the index of grain growth is equal to n = 4,
provided either the nanoparticles coalesce from the begin-
ning of sintering by means of surface mass transport or grain
growth is restricted by porosity and inclusions of the sec-
ond phase. Thus, the case of n = 4 can be suitable for the
nonisothermal stage of densification as a whole. Actually,
the heating rate independence of the temperature deriva-
tive of density remains unchanged in many experiments. For
nanocrystalline titanium nitride, nickel, barium titanate, and
composition B4C-TiB2 this was confirmed in [64]. If m > n,
the temperature derivative of density (or porosity) is directly
proportional to the heating rate, and, vice versa, for m < n
it is reversely proportional to the heating rate. Both cases
were revealed experimentally at the late stage of sintering
at high temperatures, where the contribution of volume dif-
fusion is much higher than that of grain boundary diffusion
and the contribution of surface mass transfer is negligibly
small. There is an interval of heating rate (about 1) where
densification does not depend on the ratio m/n. Since the
contribution of different mechanisms of mass transport to
the kinetics of total densification changes synchronously, the
ratio m/n is variable. Thus, the heating rate must be variable
to optimize the densification process as a whole and instan-
taneous density in particular. This statement is the basis for
rate-controlled sintering, which is the most profitable in the
manufacture of dense nanostructured materials.

4.2. Recrystallization and Grain Growth

New ideology and experimental achievements of rate-
controlled thermally activated processes of synthesis and
sintering are very useful in the manufacture of nanosized
powders and nanograined materials. The rate-controlled
processes differ strikingly from the conventional synthe-
sis and sintering due to back-coupling established between
transformation degree (completeness of chemical reaction
or shrinkage) and instantaneous temperature. During the
process, the transformation degree is a dependent param-
eter, whereas the temperature is an independent parame-
ter. sintering, chemical synthesis, and phase transformations
proceed through the competition between densification and
grain growth or new phase nucleation and nuclei growth.
This competition results in the possibility of controlling par-
ticle and grain size within the nanoscale range, where a use-
ful “size effect” takes place.
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The size effect is the most attractive fundamental prob-
lem in nanocrystalline materials since it directly answers the
question of whether these extremely fine-grained materials
are worth producing. Variations in properties with size and
shape of structural element occur in all solids, because the
relative contributions from surface and volume energies are
both size- and shape-dependent and are different for parti-
cles, fibers, films, and polycrystals.

The final stage of sintering is characterized by fast reduc-
ing densification and an intensive grain growth. At this stage,
the process of shrinkage of nanocrystal material and an
intensive grain growth are both complete. In a number of
cases, fully dense and nanostructured materials cannot be
produced. At the intermediate stage, the two processes can
keep in balance. However, at the final stage it is difficult
to restrain grain growth because of the essential decrease
in the driving force of sintering. To clear up the question
of whether this is the result of imperfections of procedures
used to produce a nanostructured material or it is an inher-
ent trait of the latter, the evolution of the structure during
sintering of ideally packed powders with different dispersi-
ties was investigated [4]. It was found that the grain growth
at the final stage could be described by the following expo-
nential expression:

am = am
o + Ko exp�−Q/RT  (40)

where a, ao are the current and initial sizes of a grain, Q
is the energy of grain growth activation, and m is an index
of the level of grain growth. The index m is defined by
the mechanism of grain growth and changes from 1 to 4,
but in some cases it can reach 20. When a grain growth is
abnormal, m = 1; for normal growth, m = 2; in the case of
deceleration of the grain growth caused by impurities or of
sintering of powders of solid solutions, m = 3. For dense
nanostructured metals, the index m, however, is equal to 20
at low temperatures and, under heating, decreases to 2. As
for normal grain growth, it is seldom observed in nanostruc-
tured materials.

The “classical” curve of the grain growth against the den-
sity, the so-called trajectory of sintering, has three distinct
regions corresponding to three stages of sintering. At the
initial (where coalescence is dominant) and intermediate
(where deceleration of grain growth takes place) stages, the
grain growth changes very slowly. When the density reaches
0.84 of its theoretical value, a very sharp increase in grain
size (by 2 times) begins.

The most attractive process from the point of view of
the possibility of controlling the evolution of microstructure
under nonisothermal sintering is deceleration of the grain
growth by pores and inclusions.

Gupta et al. [65] summed up experimental data for dif-
ferent polycrystalline materials by drawing density depen-
dences of the grain size. The increase in grain size proved
to be linear in the density range from the initial value to
90% of the theoretical one. With increasing density, a more
intensive (by 2–3 times) grain growth was observed. Other
investigators obtained similar results.

In the common case, the mechanisms of densification and
grain growth have different dependences on the scale. In
practice, a change in grain growth leads to a change in the

temperature of isothermic sintering, which, in its turn, influ-
ences the trajectory of sintering. Thus, the following two
cases can be distinguished:

• Activation energies for densification and size growth
are equal.

• Activation energy for densification is higher than that
for size growth (coarsening the microstructure).

In the first case, the influence of temperature and heating
rate is minimal or absent. In the second case, a great heating
rate can confer essential advantages because at high tem-
peratures shrinkage is accelerated more than grain growth.

An algorithm for the calculation of the trajectory of sin-
tering was proposed in [66] on the basis of the suggestion
that deceleration caused by pores and internal grain bound-
ary diffusion can be interpreted as mechanisms of densifica-
tion during sintering. The slope of the trajectory of sintering
is described by the expression

dg
d<

= Ġ

G0<̇
(41)

where g = G/Go, < is the density, and the symbols with
dots denote derivatives with respect to time. If grain growth
is reduced by pores, the expression can be transformed as
follows:

dg
d<

= g
3SD

0
S

3bD
0
b

exp
(
−QS − Qb

kT

)
<−1K1�D (42)

If the mobility of grain boundaries is responsible for grain
growth,

dg
d<

= g3G2
0

M0
b

23bD
0
b

kT exp
(
−QM − Qb

kT

)
<−1K2�D (43)

where K2�D, K1�D are functions describing the contact
geometry and dihedral angle, and Mb and QM are a preex-
ponent and the energy of grain boundary mobility activation,
respectively. Equation (42) corresponds to the intermediate
stage of shrinkage, where the competition between shrink-
age and coalescence is changed by the competition between
shrinkage and grain growth limited by channel porosity and
independent of the initial grain size. The final stage of sin-
tering proceeds under conditions when pores do not prevent
grain growth. However, they are dependent on the initial
grain size, and Eq. (43) defines the conditions of compe-
titions of the mechanisms at this stage. It is worth notic-
ing that the only competition between shrinkage and grain
growth limited by boundary migration can lead to a pore-
less material. In addition, in this case the process becomes
sensitive to the heating rate and, as in the initial stage, opti-
mization of heating conditions is actual. In practice, this is
taken into account in the method for sintering with the con-
trolled rate of shrinkage.

Thus, by taking into account the competition between the
rates of nucleation and nuclei growth in heterogeneous or
solid-state reactions and the competition between the rates
of densification and the grain growth, it can be possible
to create nanosized powders and nanostructured sintered
materials.
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GLOSSARY
Coagulation A process of reducing free surface energy
in the system followed by coarsening of nanoparticles and
maintaining the interfaces.
Coalescence A process of reducing free surface energy in
the system followed by coarsening of nanoparticles and dis-
appearance of interfaces between them.
Genesis Genesis of nanostructured systems is a structural
heredity of powders from precursors and nanograined mate-
rials from powders.
Kinetics Kinetics in nanostructured systems is a complex
of characteristics determining the change of properties in
solids during a process.
Sintering A process of reducing free surface energy in
the system of nanoparticles and pores resulting in healing
of pores, transformation of particles into grains and grain
growth.
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1. INTRODUCTION
Recent progress in microfabrication techniques has made
it possible to realize low dimensional electronic systems in
semiconductor structures. The motion of electrons inside
microfabricated structures (whose size is comparable to
the Fermi wavelength) is quantized. This is known as the
quantum size effect. This effect was first observed in two-
dimensional electronic systems confined in the Si/SiO2 sur-
face of metal-oxide semiconductor transistors, followed by
experiments with semiconductor heterostructures such as
GaAs/GaAlAs systems. One can also realize electronic sys-
tems of low dimensions, such as a one-dimensional quantum
wire and a zero-dimension quantum dot, using electrostatic
confinement potentials inside the surface. Owing to the
quantum size effect, the discreteness of energy levels
becomes apparent. Moreover, it is obvious that in such small
structures, the Coulomb interaction between electrons is
enhanced. In an analogy with an atom, which is a small
system with a few electrons occupying discrete energy lev-
els and interacting with each other by Coulomb repulsion,
semiconductor quantum dots are sometimes called “artifi-
cial atoms.” They differ from real atoms in several ways. For
example, they are larger than the atomic size and the con-
fining potential is different from the 1/r potential of real
atoms.

Confinement of electrons can be achieved in two ways.
One way is by confining them in the depletion region of

a semiconductor. Here, we confine electrons in the deple-
tion region, which can be modeled by a parabolic poten-
tial [1–8]. The second way is by confining the electrons
using compound semiconductor heterostructures, such as
GaAs/AlGaAs. Here, the size of the confining structure can
be on the order of 10 nm [9–14]. In the second way, the elec-
tron density inside a dot can be tuned, that is, the number
of electrons in a dot can be counted [15].

In comparison with metallic particles, quantum dots fab-
ricated on the semiconductor heterojunctions are clean and
highly symmetric. Further, they can be made sufficiently
small that the dot size is comparable to the Fermi wave-
length. Two types of quantum dots, the lateral dot and
the vertical dot, have been used in transport experiments.
A lateral-dot device can be made in a two-dimensional
electron system by fabricating metal electrodes on the
surface of semiconductor heterostructures, for example
AlGaAs/InGaAs/AlGaAs, as shown in Figure 1 [16]. Metals
are deposited in a particular pattern to form Schottky elec-
trodes above the two-dimensional electron system, where
anti-bias voltage is applied so that electrons are confined
inside the small region surrounded by the electrodes. Elec-
trons can move by tunneling only through two paths, which
are pinched off by these electrodes. The tunneling rate can
be controlled by adjusting the gate voltage.

A vertical-dot device is also useful in experiments on
transport through a quantum dot. Mesa-shaped structures
are carved out of a semiconductor double-barrier structure
in order to obtain a quantum dot sandwiched between two
tunneling barriers, as shown in Figure 2 [17]. Electrons
inside the dot are confined by the heterostructure poten-
tial barrier perpendicular to the layers. On the other hand,
parallel to these layers, the depletion-layer potential origi-
nating from the gate electrode fabricated on the side of the
dot confines these electrons using a parabolic potential. The
vertical dot has two advantages over the lateral dot. One is
that the number of electrons inside the dot can be adjusted,
since the electrons are essentially independent from those
outside. The other advantage is that the electronic states can
be determined using a simple calculation because the shape
of the region where electrons dwell is almost cylindrical due
to the confining potential.
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380 Kondo Effect in Quantum Dots

Figure 1. Transmission electron micrograph (TEM) image of a lateral
dot structure used in the experiment involving the Kondo effect. Three
electrodes (right one and left upper and lower ones) adjust the tunnel-
ing barriers between the dot and the leads, while the electrode at the
center of the left side modifies the gate voltage. Reprinted with per-
mission from [16], D. Goldhaber-Gordon et al., Nature 391, 156 (1998).
© 1998, Macmillan Magazines Ltd.

We review some recent work on quantum dots featur-
ing spin-related phenomena, for example Kondo effects
[18], in which the magnetic moment of electrons is elicited
in localized sites coupled to metallic reservoirs. We note
that electron–electron interaction is important in describing
these spin-related phenomena. Before spin-related phenom-
ena in quantum dots are discussed, let us consider the his-
tory of research on small metallic particles, including the
Kubo effect of electrons.

2. HISTORICAL BACKGROUND
ON METAL NANOSTRUCTURES

2.1. Ultrafine Particles

Particles about 1–100 nm in size are called ultrafine par-
ticles. Electronic states confined in an ultrafine particle
have discrete Eigen energies whose level spacing is about
1–100 K. The electronic properties of ultrafine particles
(e.g., specific heat and spin susceptibility) are different from
those of bulk metal owing to this discreteness of energy
levels.

Figure 2. TEM image of a vertical quantum dot used in the Kondo-
effect experiment. Reprinted with permission from [17], S. Sasaki et al.,
Nature 405, 764 (2000). © 2000, Macmillan Magazines Ltd.

A prominent feature of the electronic properties of ultra-
fine particles is single electron tunneling, which was first
posited in the 1950s [19, 20]. At sufficiently low tempera-
tures, where the charging energy (typically 100–1,000 K) is
much higher than the thermal energy, the number of elec-
trons inside the particle is constant. In electron transport
across the particle, electrons go into and out of the parti-
cle one by one, which results in steplike I–V characteris-
tics. Differential conductance is often plotted in the Vg–VSD
plane, where Vg and VSD are the gate and source-drain
voltage, respectively. The resulting diagram, which is some-
times called “Coulomb diamonds,” is a series of diamonds
inside which no current flows due to the Coulomb blockade,
as shown in Figure 3 [21]. When the dot region is super-
conducting, a Cooper pair can be manipulated by the bias
voltage [22]. Note that these effects, which are due to the
high charging energy of an island of electrons, can be dis-
tinguished from the Coulomb blockade effect, in which the
electric current is suppressed by high charging energy via a
capacitor with low capacitance.

The difference in electronic properties depending on
whether the number of electrons in the particle is even or
odd is caused by the Kubo effect [23, 24]. For example,
spin susceptibility shows anomalies at sufficiently low tem-
peratures, where the thermal energy is less than the level
spacing. When the number of electrons is odd, the highest
occupied single-particle level of the multielectron ground
state has only one electron, and thus the state has a free spin
of �/2. Therefore, spin susceptibility obeys Curie’s law and
diverges in proportion to the inverse of the temperature. On
the other hand, when the number of electrons is even, all
the energy levels of the ground state are occupied with two
electrons with opposite spins. In this case, charge excitation
is needed so that the fine particle has a finite magnetization,
which requires energy equal to the level spacing. When the

Figure 3. An example of Coulomb diamonds. Differential conductance
is plotted in Vg–VSD plane. Reprinted with permission from [21], L. P.
Kouwenhoven et al., Science 278, 1788 (1997). © 1997, American Asso-
ciation for the Advancement of Science.
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system is in thermal equilibrium, the spin susceptibility starts
to decrease at the temperature where the thermal energy is
equal to the level spacing.

The report on the Kubo effect [23] is the first study to
emphasize the importance of the odd/even difference of the
electron number inside nanoscale structures. Later, we shall
see that the same phenomena appear in transport through
the quantum dot. Recently, metallic fine particles have pro-
voked the interest of chemists from the viewpoint of chemi-
cal functionalizing using ligands in order to obtain nanoscale
optical and electronic devices [25].

2.2. Kondo Effect

One of the puzzles of low-temperature physics has been the
anomaly in the resistance of metals with magnetic impurities
[26], which was first noted in the 1930s [27]. At low tem-
peratures, elastic scattering brings about residual resistance,
which remains finite at T = 0 and is independent of temper-
ature, while there is no contribution of inelastic scattering
to resistance when the temperature is near zero. Thus, resis-
tance is expected to decrease as the temperature goes down,
followed by a saturation in residual resistance. Experimen-
tally, however, resistance takes a minimum, then increases
with decreasing temperature. After some thirty years, the
cause of this phenomenon was reported by Kondo [28].
Resistance was calculated perturbatively up to the second
order of Born approximation with respect to the interaction
between conduction electrons in metals and the localized
spin of a magnetic impurity. Conduction electrons are scat-
tered by the localized spin through exchange interaction. A
temperature called the Kondo temperature (TK) has been
identified, below which the higher-order terms of perturba-
tion cause a large scattering amplitude of conduction elec-
trons and thus enhance resistance. This effect is now known
as the Kondo effect. The Kondo effect describes the inter-
play between a quantum spin and conduction electrons with
energy under the Fermi energy EF . In fact, the Kondo tem-
perature is related to the strength of exchange interaction
(JK) and the electron density of states at the Fermi energy
[N�EF ] as kBTK ∝ exp�−1/JKN�EF ].

3. KONDO RESONANCE
IN A QUANTUM DOT

3.1. Spectroscopy

Electron phenomena in semiconductor quantum-dot struc-
tures have drawn much attention [29–52]. Quantum dots can
be regarded as “artificial atoms” whose ground and excited
states can be probed electrically using single-electron tun-
neling spectroscopy [53–55].

When a small bias V is applied across the dot between
the source and the drain contacts, the ground states of a
few electrons inside the quantum dot can be investigated
directly by observing the I–V characteristics of the current
through the dot as the voltage Vg is varied. When no current
flows (that is, a Coulomb blockade is apparent), the number
of electrons is specified by integer N . On the other hand,
when current flows the number of electrons can oscillate
between N and N + 1. By raising the gate voltage, N can

be increased from zero, so a series of sharp current peaks
due to the charging of the dot, which are called Coulomb
oscillations [56], can be observed, as shown in Figure 4 [57].
For a large dot containing a large number of electrons, as in
the above case of metallic particles, the Coulomb oscillations
are periodic because the charging effect can be treated in a
mean-field manner, and the single-electron charging energy
is determined by classical theory using only the total dot
capacitance.

For a dot containing only a few electrons, however, quan-
tum effects reflecting both the discrete energy levels formed
inside the dot and the electron–electron interactions become
more important as the dot size is reduced. This leads to
Coulomb oscillations that are no longer periodic. One can
modify the energy levels by tuning parameters such as the
magnetic-field strength. The electron–electron correlation
effect is enhanced when the crossing of two energy levels
occurs. This effect is shown in the observed spectrum shown
in Figure 5 [21].

3.2. Kondo Effect of an Odd Number
of Electrons in a Dot

Semiconductor quantum dots provide a new type of Kondo
effect [58–79]. Quantum dots containing a few electrons,
which are coupled with two conducting leads via tunnel-
ing barriers, act as a single artificial “impurity,” and the
Kondo effect enhances the conductance through the impurity
[80–96]. Assume that there are no degenerate energy levels
of electrons inside the quantum dot. If the dot has an even
number of electrons, its total magnetic moment is zero since

Figure 4. Conductance of a lateral quantum dot as a function of the
gate voltage plotted for various temperatures. Around the Coulomb
oscillation peaks, conductance grows with decreasing temperature. As
to the Coulomb blockade regions, conductance continues to decrease
outside the peaks, while it exhibits saturation inside the peaks. The
temperature dependence is logarithmic, as is shown in the inset. These
conditions are caused by the Kondo effect. Reprinted with permission
from [57], D. Goldhaber-Gordon et al., Phys. Rev. Lett. 81, 5225 (1998).
© 1998, American Physical Society.
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Figure 5. Energy spectrum obtained from tunneling current spec-
troscopy with the corresponding calculated energy spectrum. Reprinted
with permission from [21], L. P. Kouwenhoven et al., Science 278, 1788
(1997). © 1997, American Association for the Advancement of Science.

the occupied states have a pair of electrons with both up
and down spins. If the number of electrons is odd, on the
other hand, the situation is the same except for the highest
occupied state with an unpaired electron, which makes the
total magnetic moment equal to �/2.

Figure 6 shows a schematic illustration of a quantum dot
with an odd number of electrons, coupled to two electrodes
(which are referred to as source and drain) via tunneling
barriers. The energy level of the highest occupied state (�),
which can be controlled by the gate voltage, is shown inside
the dot, as well as the Fermi energy of the electrodes (EF ).

LG RG

U-e

FE FE

e

Figure 6. Schematic illustration of a quantum dot with odd number of
electrons.

The tunneling rates to the electrodes are denoted as �L
and �R, the sum of which gives the width of the resonance
peak of conductance as a function of the gate voltage (� =
�L + �R). Let U be the charging energy of the dot. Con-
sider the case where � < EF < � + U , �EF − �� > � , and
��+ U − EF � > � . The transport property of an electron
through the dot is significantly altered when the tempera-
ture is sufficiently low, so that the discreteness of the energy
levels is clear. At higher temperatures, an electron from one
electrode, say the left one, cannot enter the dot because
otherwise its energy would be higher than the Fermi energy
due to the charging energy. Thus, tunneling through the dot
is inhibited (by the Coulomb blockade), and the number
of electrons remains odd. In this case, the profile of the
conductance is a series of peaks (Coulomb oscillation), as
depicted by the dotted line in Figure 7. Peaks occur when
the Fermi energy is equal to the addition energy, which is
the energy required to add one electron to the dot.

On the other hand, if one decreases the temperature
below the Kondo temperature (TK), conduction electrons
in the electrodes start to couple with the electron at the
highest occupied state inside the dot in order to form a
singlet bound state (the Kondo effect), resulting in the
screening of the magnetic moment of the dot and the
coherent transmission of electrons through the dot [97]. This
mechanism modifies the conductance at the gate voltage
where an odd number of electrons remains inside the dot
at higher temperature. Within this range, the conductance
grows with decreasing temperature and finally reaches its
maximum G = �2e2/��4�L�R/� 2f �T /TK [98, 99], where
f �T /TK has logarithmic dependence (log T −1) at T ∼ TK
and approaches unity as T � TK . It should be noted that
the Kondo temperature depends on the gate voltage as

even odd evenG

h–/2 2e
Low Temperature

Middle

h–/2e High

gV

Figure 7. Conductance profile of quantum dot. Coulomb peaks are
plotted by dotted lines. As the temperature decreases, conductance
grows in the Coulomb blockade region where there are an odd number
of electrons inside the dot, while conductance remains the same in the
region of even number of electrons.
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kBTK ∼ �
√
�U/2 exp�−����U − ��/�U�, where �� =

�−EF . Correspondence with the conventional Kondo effect
can be seen as follows: When the energy level of the dot is
near the Fermi energy (�� U ), kBTK ∝ exp�−���/�. Let
t be the transfer integral between the dot state and the lead.
Then, the tunneling rate is given by Fermi’s golden rule:
� ∝ t2N�EF . An electron with a spin antiparallel to the
spin in the dot state can transit virtually to and back
from the unoccupied state, which causes an antiferro-
magnetic exchange interaction: JK = t2/��. Thus, kBTK ∝
exp�−�/JKN�EF �, as stated above.

The temperature dependence of the conductance dif-
fers with the gate voltage. Conductance grows around the
Coulomb peaks, while it hardly changes inside these peaks.
This feature can be seen in Figure 7, with broken and solid
lines. This effect has been observed experimentally [16, 57,
100–103]. These experiments using lateral quantum dots
have several features in common. Zero-bias (VSD = 0) con-
ductance in the Coulomb-blockade regions increases with
decreasing temperature, and this conductance depends log-
arithmically on the temperature, as suggested by the Kondo
effect. Conductance disappears when VSD is applied; the
Kondo effect no longer applies because of the enhancement
of inelastic scattering. The peak structure appearing in the
conductance as a function of VSD splits in the presence of
magnetic fields, as described by the Zeeman effect.

The effect of microwave radiation was also investigated,
both theoretically [104] and experimentally [105], on the
transport properties through quantum dots in the Kondo
regime. With increasing power of the microwave of the fre-
quency between 10 Ghz and 50 Ghz, the Kondo anomaly
in conductance tends to disappear. This phenomenon is
ascribed to dephasing of the spin states inside the quantum
dot, which is introduced by external irradiation.

3.3. Kondo Effect of an Even Number
of Electrons in a Dot

Thus far, we have assumed that the energy levels are not
degenerate. We shall see that a new type of Kondo effect
occurs when the electronic states inside the dot that con-
tribute to the transport are degenerate.

In the previous section, we saw that the energy levels
inside the dot can be adjusted by varying the strength of
the applied magnetic field, and that two levels with different
spatial symmetry can cross. Let us consider the case where
the number of electrons is even. In this case, the total mag-
netic moment is zero, and the Kondo effect on transport
phenomena would ordinarily not be expected to appear. In
fact, it does appear, however, if one can adjust the strength
of the magnetic field so that multiple states are involved in
the transport. The key to realizing this situation is for two
electrons at the highest occupied level to form a singlet state
(S0) and three triplet states (S1

1 , S
1
0 , S

1
−1).

The degeneracy of a few electron states can be realized
by coupling to a heat bath [106, 107] and also by an external
magnetic field [108–113]. There are two types of magnetic-
field effects. The first is due to the Zeeman effect, which
was realized in an experiment using carbon nanotubes with a
g factor larger than that of semiconductor heterostructures

[114, 115]. The second is due to the deformation of mul-
tielectron wave functions, yielding spin-singlet-spin-triplet
transitions in a parabolic dot [116] and parity oscillation in
a square-well dot [117].

4. RELATED TOPICS

4.1. Interacting Electrons in Double Dots

Tunneling transfer tcd between adjacent dots plays an impor-
tant role in coupled quantum dots, where the effect of
Coulomb interaction between electrons is enhanced by a suf-
ficiently small tcd [118, 119]. When this happens, the ground
state of two electrons in double dots has an antiferromag-
netic correlation as in a Mott insulator [120–123].

Ono et al. [124] observed what they called a “spin block-
ade” effect [125, 126] due to Pauli’s exclusion principle in
the I–V characteristics of a vertical double-dot system. In
this experiment, the energy difference between the spin-
singlet state and the three spin-triplet states formed inside
the dot is much larger than that between two dots. In such a
situation, a spin blockade occurs only in one bias direction,
while an electron always resides in one dot.

Due to couplings to a heat bath, the spin-singlet state
and spin-triplet states of two electrons can be degenerate,
as in a dot with a certain strength of external magnetic field,
yielding a resonance similar to that of the Kondo effect
[127–139]. Kikoin and Avishai proposed that Kondo reso-
nance could be observed in a double-dot system connected
to reservoirs by applying asymmetric gate voltage [140]. If
electrons are confined by a heterostructure of compound
semiconductors, strongly correlated electron states of dou-
ble dots can have a quasiresonance between multielectron
states belonging to the same sector, classified by the discrete
symmetries of the dots [141].

4.2. Tunneling Effects Related
to Antiferromagnetic
Correlated States

In an array of coupled quantum dots in which electrons can
tunnel through the barriers of a heterostructure between
adjacent quantum dots, we can expect electrons to have
various phases [142–148]. When the density of electrons
in a quantum-dot chain is lower than that in a chain of
half-filled electrons, the system acts as a metal of corre-
lated electrons with no antiferromagnetic order, as in a
Tomonaga–Luttinger liquid, of an infinite chain. On the
other hand, when the chain is half filled, a Mott–Hubbard
gap opens, and the system becomes a Mott insulator with an
antiferromagnetic spin correlation, where the upper Hub-
bard band is empty and the lower Hubbard band is fully
occupied by electrons.

If an array of very small quantum dots of GaAs is embed-
ded in bulk AlGaAs, a field effect caused by a depletion
region or an external electric field causes parabolic confine-
ment over the array. Hubbard-gap tunneling, which can be
thought of as quasiresonance, is expected in these quantum-
dot chains [149]. The Tomonaga–Luttinger liquid and a Mott
insulator can be thought of as a single system when the
overall parabolic potential confines electrons with a density
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less than that of half-filled electrons. When an overall con-
fining potential is imposed, the density of electrons in the
center becomes higher. When the density of electrons in
this region approaches that of half-filled, a Mott insulating
state is produced, resulting in a quasi-Hubbard gap in the
center of the chain. There is a metallic electron located to
the left of the Mott-insulating electrons in the center of the
chain in the multielectron state �L	, and there is a metal-
lic electron located to the right of the Mott-insulating elec-
trons in the multielectron state �R	. The ground state of our
quantum-dot chain can be written as the bonding state of
these multielectron states: ��L	+ �R	/√2, in which an elec-
tron tunnels between the right-hand side and the left-hand
side, where the tunneling effect depends on the number of
electrons confined in the quantum-dot chain [150]. Note that
our system has multiple electrons whose wave functions are
totally asymmetric and �L	 and �R	 are really multielectron
states [151].

4.3. A Dot Coupled to Various Leads

Resonant Andreev tunneling in quantum dots coupled to a
superconducting lead and a metallic lead has been investi-
gated when the Kondo effect plays a great role [152–158]. It
was found that the interplay between Kondo resonance and
two-particle tunneling causes an anomalous feature in I–V
characteristics, which depends on the relative strength of the
gap energy to the Kondo temperature. Transport through a
quantum dot coupled to two superconducting leads was also
investigated [159, 160].

Let us turn to a quantum dot coupled to ferromagnetic
leads. When both leads have the same orientation of mag-
netic moments, the existence of a spin-dependent renormal-
ization of the localized levels in a quantum dot was shown
theoretically [161]. When a quantum dot is connected to
two ferromagnetic leads whose magnetic moments are ori-
ented at an angle with respect to each other, the current
has been calculated using Keldysh–Green’s function and has
been shown to be dependent on the angle [162].

4.4. Composite Quantum Structures
in a Magnetic Field

Tunneling conductance through disconnected double dots
threaded by an Aharonov–Bohm (AB) flux has been calcu-
lated in a wide temperature range [163–165]. Various types
of AB oscillations appear depending on the temperature and
the potential depth of the dots. Especially, AB oscillations
have strong higher-harmonics components as a function of
the magnetic flux when the potential of the dots is deep.

Let us turn our attention to a quantum dot embedded
in a mesoscopic ring [166]. It is shown that the persistent
current accompanied by the Kondo resonance is large in
comparison with the current flowing either when the dot is
at a single-particle resonance or along a simple ring of the
same length. The possibility of detection of the Kondo effect
by means of a persistent-current measurement is proposed
[167–170]. The transmission phase shift of a quantum dot
in an AB ring was discussed in the context of the Kondo
effect [171]. It was proposed that this system should allow
the direct observation of the well-known scattering phase

shift of �/2 expected at zero temperature for an electron
forming a Kondo singlet. The influence by the spin fluctua-
tions on the persistent current was also investigated [172].

Simon and Affleck discussed the persistent currents
induced by the AB effect in a closed ring that either embeds
or is directly side-coupled to a quantum dot at Kondo res-
onance [173]. They mentioned that the persistent current is
very sensitive to the ratio between the length of the ring and
the size of the Kondo screening cloud, as suggested by a
scaling theory of the Kondo effect.

4.5. The 0.7 Anomaly in Transport
Through a Quantum Point Contact

In 1988, it was found that the conductance through a quan-
tum point contact, that is, a narrow constriction whose size
is comparable to the Fermi wavelength of the conducting
electron, is quantized in units of 2e2/h [174, 175]. A single-
particle description is useful in explaining the quantized con-
ductance through a quantum point contact [176]. Besides
these conductance plateaus, Thomas et al. observed an extra
structure close to 0!7�2e2/h [177–184]. The peak of the
differential conductance at the bias zero suggests that the
0.7 structure is caused by the formation of Kondo-like spin
states. Therefore, the description of a localized state coupled
to a heat bath can be used in explaining the extra structure.
Meir et al. analyzed an Anderson model, which explains
the observed gate-voltage, temperature, magnetic-field, and
bias-voltage dependences [185].

GLOSSARY
Addition energy The energy required in an addition of an
electron to a dot.
Aharonov–Bohm effect The effect of a gauge potential on
quantum motion without any electromagnetic field.
Anderson model A lattice fermion model in which elec-
trons interact with each other only at a single site.
Andreeev reflection A phenomenon in which one of the
electrons consisting a Cooper pair only reflects at a super-
conductor-normal junction.
Charging energy Energy of excess charge in a capacitor.
Cooper pair Paired electrons which carries a supercon-
ducting current.
Coulomb blockade Suppression of a tunneling current
through a small junction around zero bias voltage due to the
large charging energy.
Coulomb oscillation A periodic structure in conductance
through a dot.
Curie’s law Power-law decay of spin susceptibility with
decreasing temperatures.
Depletion region A semiconductor region accompanied
with an imbalance of carriers and impurities.
Exchange interaction The effective interaction between
adjacent spins.
Fermi’s golden rule A general formula which gives the
quantum transition probability.
Fermi wavelength The length determined by the inverse of
wave number of an electron at the Fermi surface.
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g factor The coefficient measuring the strength of the
Zeeman effect.
Half-filled A state of electrons on a lattice where each site
has a single electron on the average.
Heat bath A completely thermalized system in which elec-
trons have continuous density of states.
Hubbard band Two sets of states forming bands separated
from each other by a Hubbard gap.
Hubbard gap A gap of the single-particle density of states
due to electron–electron interaction when electrons are on
a lattice.
Keldysh Green’s function A non-equillibrium Green’s
function.
Mean field An approximation method ignoring fluctua-
tions around the average value.
Mott insulator An insulator because of the existence of a
Hubbard gap.
Parity The symmetry accompanied with a mirror-reflection
transformation.
Pauli’s exclusion principle The law of physics stating that
any quantum states cannot be occupied by two or more
quantum particles which obey the Fermi statistics, e.g.,
electrons.
Persistent current Non-dissipasive current due to meso-
scopic effects.
Quantum dots A zero-dimensional quantum system which
has a discrete spectrum of energy eigenstates.
Quantum point contact A nanometer-size waveguide in
which ballistic electrons go.
Quantum size effect The effect of confinement of elec-
trons which is coherent over a mesoscopic structure.
Quasiresonance Resonant tunneling between multi-
particle states belonging the same sector classified by the
discrete symmetries of the system.
Schottky electrodes A contact between a semiconductor
and a metal where currents are rectified.
Semiconductor heterostructures A material’s interface
composed of two different species of atoms epitaxially
grown on a substrate.
Singlet A nonmagnetic two-spin state.
Spin susceptibility The degree of response of a spin to an
applied magnetic field.
Tomonaga–Luttinger liquid A metallic state of one-
dimensional electrons characterized by the absence of the
Fermi surface (actually, points) due to electron–electron
interaction.
Transfer integral An energy measuring the mobility
between two states.
Triplet A two-spin state with magnetic moment �.
Zeeman effect The energy splitting of spin states due to an
applied magnetic field.
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1. INTRODUCTION
This chapter will describe some recent attempts in nano-
fabrication aiming to exploit the use of lasers and scanning
probe instruments in conjunction. More than reviewing fully
established techniques, we aim to introduce the reader to
ideas and technologies which, although in part still in their
infancy, represent the essence of the “bottom up” nano-
technological fabrication process.
Why is the “bottom up” approach important? Building

matter or devices starting from single atoms or molecules
has been recognized from the very beginning of the attempts
toward nanotechnology as the conceptually ideal methodol-
ogy, in spite of the fact that this approach is intrinsically
slow and perhaps inadequate to parallel mass fabrication.
Not all that is valuable is necessarily addressed to a large
market, however; all pieces of fine arts, and in general all
achievements of knowledge, for example, are unique exam-
ples of “bottom up” methodology that have a universally

recognized intrinsic high value. But there are also many
high value technological products that are built in a lim-
ited number, like high performance nuclear magnetic res-
onance imagers for clinical use, or machineries for specific
productions. In the nanoscopic realm, where humanity has
no direct perception, art may not be an important issue; bot-
tom up nanotechnologies, however, will help in achieving
a deeper understanding in materials science, an advance-
ment of human knowledge of high intrinsic value. They will
also soon enable us to fabricate unique high value devices
in the fields of nanomedicine and surgery, of nerval pros-
theses, of sensing, beyond supplying prototypes for nano-
electronics and more and more sophisticated devices for
nanoscopic mass productions. Thus, although the present
industrial approach to micro- and nanofabrication of highly
integrated electronic circuits still relies completely on the
high throughput, parallel, “top-down” approach represented
by optical lithography, as early as in 1992 a paradoxical
but significant statement was made by pioneers in nano-
science: that “lithography in nanofabrication is like build-
ing the Golden Gate bridge by carving it out of a single
block of steel” [1]. On the other hand, an equally paradox-
ical and important statement is often made today, that “if
technology is represented by computers and cellular phones,
or more simply by motor cars or washing machines, then
in nanotechnology we are today at the pickaxe stage.” The
most used “pickaxe” is the scanning probe instrument, or
microscope (SPM), whose nanometric controllable tip is also
employed to carve and drill surfaces [2], or to accumulate
small amounts of material in nanometrically resolved spots,
like in silicon nanooxidation lithography [3], or even to move
around and put together little “bricks” represented by atoms
[4], molecules [5], or self-assembled nanostructures (such as
fullerenes and nanotubes of different sorts) [6, 7].
If we are to continue with the analogy, scientists often

perform their bottom up nanoassemblage with the pickaxe
in their hands and a very limited supply of bricks (atoms
or molecules) somewhere close to their working location.
When they finish the supply, although they have learned a
lot on the art of “nanomasonry” (a huge value in itself), they
have not completed the building, unless it is so elementary
to be of little practical use. Unfortunately we do not have
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a nanoscopic truck to carry more atomic components easily,
but we shall see in the following that lasers may contribute
to carry or produce new bricks.
Thus, in order to tackle real technological challenges, bot-

tom up nanotechnology needs to turn into something more
than the mere use of a nanometric “pickaxe.” There are
of course many other challenges beyond easy and unlimited
delivery of atomic or molecular components; for example, in
order to meet the requirement of faster bottom up assem-
blage, scientists hire a large team of pickaxe workers, or in
other words develop arrays of scanning probes controlled by
computer, which will perform their building tasks in paral-
lel [8]. Very recent developments have achieved arrays of
32×32 scanning force cantilevers, capable of printing 40 nm
size spots, which can be used to encode information with a
density of 1 Gb/mm2. Further, not always do we necessar-
ily need to use simple bricks to assemble our nanodevices.
Sometimes it is convenient to put together preassembled
elements, like the fullerenes that we already mentioned, but
also more complex ones. In the nanoworld the preassem-
bly step is often conveniently performed by chemistry or
biology, which therefore have received increasing attention
recently [9–13]. Positioning of complex “smart” molecules,
capable of performing specific tasks, in nanometrically pre-
determined locations on the surface of a microelectronic
chip is thus one important goal that is pursued by several
research groups [14–16] in spite of the difficulties of dealing
with delicate soft matter that easily loses its smart proper-
ties. Again, as we shall see, lasers have recently given an
important contribution to “soft” deposition techniques, the
bases of which are therefore described in Sections 3 and 4.
One further, very important requirement of any bottom

up assembling technique is the ability to see, characterize,
and test what we have produced. Scanning probe instru-
ments of course are almost ideal instruments to this aim.
Here we find that the pickaxe analogy no longer holds.
These rather simple manipulation tools turn into sophisti-
cated sensors not only of the morphology of what we have
done, but also of its stiffness, its external force fields, its elec-
trical conductivity, and even, through its optical and spec-
troscopic characteristics, its physical chemical state. Once
more we have a hint that lasers, as intense sources of well
manageable light, may have something to do with such char-
acterizations, well beyond their common use in sensing the
deflection of scanning force cantilevers. We refer here to
the exciting very recent area of near-field optics and spec-
troscopy, pursued both by tapered optical fibers, as in “con-
ventional” scanning near-field optical microscopes [17] and
by the exploitation of the near-field scattered by metallic
tips, [18, 19] for spectroscopic characterizations [20, 21].
Lasers as a nanotechnological tool, and in particular deep

ultraviolet (UV) lasers, are being commonly used nowadays
for optical lithography in the 100 nm range, allowing fast
parallel processing of large surfaces through the multistep
procedures of lithography. This type of technology is based
on location specific degradation of a polymeric resist, its
removal followed by the subsequent deposition of a uni-
form layer of the desired material, and finally the removal
of the unwanted portions by means of the removal of the
remaining resist. It is a complex procedure that allows par-
allel deposition of the same material in different locations,

the procedure to be repeated for each material for a total of
20 or 30 times in modern industrial technology. But the use
of lasers in nanotechnology can be much more than this.
First of all they are successfully used as a tool to vaporize

materials to be deposited [22]; laser fabrication of layered
thin films has gained enormous importance in recent times,
the current literature being extremely rich. Pulsed laser abla-
tion or desorption in particular has been used for deposition
of intact delicate materials such as polymers and organic
or biological molecules. They may thus represent an impor-
tant and convenient source of vapor phase material, partic-
ularly suitable in micro- and nanotechnology because, due
to ease of focusing, they can act upon very small amounts
of valuable materials. Desorption (i.e., the transfer in vapor
phase of atoms and molecules adsorbed on a surface without
affecting the surface structure) and ablation, or bulk evap-
oration of the material with strong damage of the surface,
will be shortly described in Section 2, with some insight into
the threshold of plasma ignition for ablated materials and
into integrity of vaporized large molecules.
Second, lasers are used to ionize vapor phase molecules,

both directly, acting on neutral vapors (in which case the
ionization process can be made extremely material selec-
tive, by exploiting resonance enhanced multiple photon ion-
ization, described in Section 3) or indirectly by proton
adduction following extensive molecular fragmentation [as
in the case of the matrix assisted laser desorption ioniza-
tion (MALDI) technique, described in Section 4]. Ionization
can then be used to direct molecular ions at will; use of
an electric field applied to the SPM tips, or of very fine
movable masks driven by the piezo actuators of the SPM,
can produce nanometric patterning when coupled to laser
ablation/ionization. Recent work performed in this direction
will be reported in Section 9. In this respect laser radiation
and the applied electric fields may well play the role of the
molecular carrier, or “truck,” that we wished to have. In
perspective, we can foresee that nanofabrication strategies
based on supplying a burst of laser ionized gaseous mate-
rial finely directed at the SPM tip, where a voltage pulse
steers selected ions to hit the device surface, would be most
appealing due to its flexibility (almost any material can be
vaporized and ionized) and speed (pulsed lasers can be oper-
ated at high repetition rates).
Furthermore, in conjunction with the fine tips of SPMs,

lasers can supply resolution beyond the diffraction limit in
optical lithography, exploiting the near EM field scattered by
the nanometric tip, that we have already briefly mentioned
with respect to characterization rather than fabrication. This
near-field enhancement of the incident radiation, which will
be described in Section 5, has typical dimensions of the
order of the tip apex rather than of the wavelength of the
incident light; it can then be exploited to reach the ionization
threshold, or for field induced desorption, surface melting,
and even manipulation [23, 24] all limited to the nano-
metric region close to the tip apex. As we have mentioned,
the same process can also be used in the characterization
step: the enhancement of Raman spectral intensities due
to EM field enhancement caused by surface nanostructures
(often called SERS, surface enhanced Raman scattering),
also occurs in the proximity of the SPM tip; it is thus pos-
sible to obtain Raman spectra from regions of the surface
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that have comparable dimensions to that of the facing tip
apex, easily nanometer sized [20]. This means that we are in
principle capable of characterizing spectroscopically single
molecules or small clusters immediately after performing a
nanostructured deposition.
Finally, laser induced thermal effects can also be extre-

mely important in localized nanostructuring of surfaces. We
shall thus spend some time in Section 6 to show some
possible models of thermal expansion and to highlight the
important parameters that affect this process. It is commonly
recognized that a laser pulse focused at the scanning tunnel-
ing microscope tip will cause a thermal expansion of the tip;
this is normally considered a drawback of laser-SPM tech-
niques. It can, however, also be used to mechanically affect
the surface and, more subtly, to couple the heating effect
due to light absorption to the additional heating caused by
the exponential increase of the tunneling current, to ther-
mally desorb single atoms or molecules from the tip. Fur-
thermore, thermal recrystallization of the substrate surface
may occur under strong laser irradiance, leading to a varia-
tion of the electric field distribution between tip and surface.
Field enhancement effects may arise both from the tip and
from the recrystallized surface, causing atoms or molecules
to be moved to or from the surface.
As mentioned at the beginning, laser assisted SPM nano-

fabrication is not a fully established technique yet. In spite
of early attempts soon after the invention of the STM,
these methodologies are not as widely used as other nano-
techniques. Beyond the obvious fact that bottom up meth-
ods are less interesting for the present electronic industry,
this is probably due partly to the high cost and complex-
ity of the experimental apparatus, reducing the number of
research groups active on the subject, but even more to the
high number of parameters playing a role at the STM gap.
This caused early experiments to be unreliable, not easy to
reproduce, and even less to interpret. With the progress of
theory, mainly on thermal effects and field enhancement, the
role of each important parameter is becoming more clear,
so that interest is being revived and fascinating possibilities
can be seen.
This chapter will only deal with laser assisted SPM nano-

structuring, referring the reader to the excellent recent
review by Grafstrom for the important fields of optically
assisted scanning probe microscopy and scanning probe
assisted spectroscopy, where most exciting achievements
have also been obtained recently [25].

2. PULSED LASER DESORPTION
AND ABLATION

Pulsed lasers have been used for many years to remove
material from a sample and transfer it onto a substrate with
or without the assistance of electric fields. There are thou-
sands of publications on this mature subject, regarding all
classes of materials and applications, from polymers like
PTFE, PMMA, or polycarbonate [26, 27], to composites as
magnetic [28] and piezoelectric materials [29], from organic
semiconductors [30] to biological macromolecules [31, 32],
from hard coatings of diamondlike carbon [33] to single wall
carbon nanotubes films encapsulated in amorphous carbon
[34], and of course to metals and semiconducting materials

[35, 36], quoting only a very small selection of recent work.
Useful recent reviews of the subject are those by Haglund
[22], Voevodin and Donley [33], and Zhigilei et al. [37], par-
ticularly insofar as modeling of the MALDI technique is
concerned. The fundamentals of the subject can be found in
the books by von Allmen [38] and Lubman [39].
When a laser beam interacts with a solid, light absorbing

surface, energy is transferred from the radiation field into
the solid. Dissipation of this energy leads to heating of the
solid, which can be so strong as to cause melting and vapor-
ization of material. For example, continuous wave lasers are
industrially used to drill and cut metals, wood, or textiles or
to weld metals. Further, the evaporated material can absorb
the incident radiation, mainly by multiple photon absorp-
tion, and become strongly ionized. Above a threshold irradi-
ance (or power density, measured in W/cm2), easily reached
by pulsed lasers, plasma ignition is normally observed. The
physical processes involved are too complicated and interde-
pendent to be treated in any depth here; we shall only spend
some time on two aspects of desorption and ablation that
are particularly relevant to organic and biological molecules,
that is, maintenance of molecular integrity through selec-
tive breakage of the adsorption bonds, and plasma ignition
threshold. The MALDI technique, of particular relevance
for biological molecules, will be described in the following
section.
Let us consider a molecular species adsorbed on a solid

surface, in the common case in which the total adsorption
energy is higher than the internal binding energy of the
weakest bond. If laser irradiation goes on for a long time,
the temperature can increase to values where adsorbed
molecules are dissociated as the amount of energy trans-
ferred from the surface to the internal degrees of freedom of
the molecule exceeds the covalent molecular binding ener-
gies. The process is analogous to heating molecules on a
flame, simply producing molecular dissociation. However,
while the phonons in the heated solid may easily exchange
energy with the low frequency modes of the adsorption weak
interactions, being entirely off resonance with the higher fre-
quency modes of the intramolecular covalent bonds, they
experience a “bottleneck” in exciting the molecular vibra-
tional modes [40]. Therefore, use of a short laser pulse tuned
away from the molecular absorption band will help in des-
orbing intact molecules by concentrating the energy input
in times much shorter than the time necessary to overcome
the bottleneck. If � is the excitation duration, this can be
expressed by

� < 1/k

where k = � exp�−�� is the rate constant for energy trans-
fer between the weak adsorption mode of low frequency
� and the internal molecular vibrations, and the adiabatic-
ity parameter � = 2	T /T ′ (with T and T ′ the character-
istic times of motions of the adsorption mode and of the
intramolecular vibrational mode respectively) is a measure
of the difficulty of energy exchange between adsorption and
covalent modes. If D is the weak bond energy to the surface,
the condition for desorption of intact molecules is

� < �h/D� exp �

where h is Planck’s constant.
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The important parameters are thus the heating rate 1/�
which, to the aim of obtaining vapor phase intact molecules,
must be as high as possible, the decoupling between modes
(or adiabaticity) �, which should also be large, and the
adsorption energy D, which should be as low as possible.
Typical values for �, according to Zare and Levine [40],
are around 10, which, considering binding energies of about
0.12 eV (a typical adsorption energy), requires heating rates
of the order of 1011 or 1012 K/s. It has been proved experi-
mentally since the mid 1980s that indeed nanosecond laser
excitation yields desorption of intact CH3OH and C2H4 [41,
42] whereas at much lower heating rates there is complete
fragmentation. Other examples of intact desorption of fairly
labile molecules concern, for example, amino acids [43, 44].
We have described so far the so-called desorption process.

Increasing the power density of the light impinging on the
surface will lead to disruption of the surface and ejection
of material, which is commonly termed ablation. Ablation is
normally associated with a large amount of ejected material
that is visually observable and because of its shape has been
named the “plume.” The plume has a variable degree of ion-
ization and, unlike desorption, requires a threshold power
density that is of the order of 107–109 W/cm2. Interestingtly,
the threshold energies are orders of magnitude higher than
the cohesive energy of the outermost monolayer (estimated
in the range of 0.1–1 mJ), suggesting that a large amount of
energy is dissipated into relaxation processes not leading to
material ejection. As we have already mentioned laser abla-
tion at high laser irradiances can produce a plasma. When
plasma ignition occurs, molecules within the plasma are in
large part destroyed, although the sudden sublimation of the
area immediately surrounding the plasma region is rich in
intact molecules as has been observed by measuring the bio-
logical activity of enzymes ablated in these conditions [45]. It
should also be noted that plasma ignition strongly increases
the total ablation rate, including that of intact molecules, at
least in a limited irradiance range.
The plasma ignition threshold is influenced by several fac-

tors; the main ones are the material ionization potential, the
absorption coefficient, and the particle number density [46].
It is found that the plasma ignition takes place more easily
for low ionization potential materials and for high particle
density. High absorbances favor plasma ignition up to the
point where the gas becomes opaque to radiation. Further,
plasma ignition was found to be easier with long wavelength
lasers than with UV lasers. Typical fluence thresholds for
plasma ignition with organic molecules are between 0.1 and
1 J/cm2.
A review on the characterization of laser ablation plasmas

can be found in [47].

3. RESONANCE ENHANCED MULTIPLE
PHOTON IONIZATION

Atoms and molecules in the gaseous phase can be ionized
by laser excitation up to a nonbound electronic state. Nor-
mally ionization thresholds lie at energies of several eV so
that photons in the UV to deep UV are needed to reach
such energies. It is possible, however, to reach the same
excitation levels by simultaneous or sequential absorption of

two or more photons of lower energies, following one of
the schemes of Figure 1. The fundamentals of multiple pho-
ton excitation can be found in several books [48–50] mainly
about its important application in mass spectrometry.
The probability that an atom or molecule is excited

to the upper level by a two frequency field E�1� 2� =
1/2�e1E1 exp�i�k1r−1t��+e2E2 exp�i�k2r−2t���+ (com-
plex conjugate), if the energy difference between initial and
final state is equal to the sum of the energies of the two pho-
tons (which is always true when the total energy of the two
photons is above the ionization threshold) and neglecting
line broadening, is given by

Wgf = �2�h/2	�4�−1�Agf �2E21E22
where the transition matrix element between states
g (ground) and f (final) is given by

Agf =
∑
n

��p · e1�gn�p · e2�nf /�ng − 1�

+ �p · e2�gn�p · e1�nf /�ng − 2�� (1)

where p is the electric dipole operator and where the sum
runs over all intermediate states n [51, 52].
If the energy of one photon matches an energy level

of the atom or molecule (resonance condition), then we
see from Eq. (1) that the probability of the two photon
process is greatly enhanced. This has also another impor-
tant consequence, that the resonant ionization process is
extremely species selective, particularly so in the case of
atoms that have very narrow resonances. Further, since the
transition from the excited state to the ionization continuum
is unstructured, ionization has a spectral dependence that
reflects only the intermediate state. Measuring the ion cur-
rent as a function of the excitation wavelength thus gives us
the spectral fingerprint of the ionized molecules. The inten-
sity dependence of simultaneous and sequential absorption
is quite different. If no real resonances are present, the
excitation rate depends on the probability that two pho-
tons are available at the molecule at strictly the same time

E
two step, one color two step, two color two photons, one

color

Figure 1. Three possible multiple photon excitation ways to the ion-
ization continuum. The resonance enhancement mechanism is often
termed multistep excitation, while multiphoton excitation (right) occurs
with simultaneous absorption of photons via a virtual state when the
irradiance is very high.
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(in the theoretical description of the process the two pho-
ton absorption occurs via a virtual intermediate state, arising
from the photon–matter interaction, which has very short
lifetime). If, on the other hand, one photon is resonant with
an intermediate permanent energy level, the second photon
has to be available within its lifetime. Thus we may expect
an intensity dependence of the form In with n = 2 for a
two photon process without resonance and n = 1 in case of
resonance with a very long lived intermediate state. In UF5,
for example, n is 1.2 for resonant excitation and about 2
off resonance [53]. A further advantage of multiple photon
excitation, when dealing with narrow resonances (atoms or
cold molecules), is that by arranging that the two photons
being absorbed travel in opposite directions, Doppler broad-
ening effects can be eliminated [54]. This is mainly useful for
isotope separation purposes, but it can in principle be also
exploited for the selection of specific molecular conforma-
tions that have only slightly different excitation wavelengths.
Molecular vibroelectronic energy levels are arranged in

ladderlike schemes, along which excitation “climbs” (reso-
nantly or nonresonantly) until either dissociation or ioniza-
tion is reached. If the dissociation threshold is lower than the
ionization level, depending on the lifetime of the dissociative
state, a percentage of fragments will be formed, which can
again absorb radiation along their vibrational states “ladder”
and then dissociate and ionize and so on until, for very high
photon densities, complete atomization of the molecule is
achieved. This is described by the “ladder switching” model
of Boesl and co-workers [55] (excitation switches from the
energy ladder of the parent molecule to that of the primary
ion and so on). Ladder climbing up to energies above the
ionization level of the parent molecule and ladder switch-
ing to the fragments ionization are often competitive pro-
cesses. With laser pulses longer than the dissociative state
lifetime, the ladder switching process tends to dominate,
increasing fragment ions with respect to parent ions; use of
picosecond or femtosecond pulses limits excitation to the
ladder climbing process and, if the dissociative state life-
time is not too short, it can be effective in optimizing the
yield of unfragmented ions. The comparison of the effects
of nanosecond and pico- or femtosecond pulses is reviewed
in a recent paper by Ledingham and Singhal [56]. Although
it is not the purpose of this chapter to go into the details
of the fragmentation process that may follow multiple pho-
ton excitation, we want to underline here that fine tuning
of the experimental parameters (wavelength, intensity, pulse
length) can indeed supply a soft ionization methodology by
controlling the fragmentation rate, from complete atomiza-
tion to molecular integrity.
By this method it was shown, from the late 1970’s onward,

that molecular ions of molecules such as benzene [57],
amines [58, 59], UF5 [60], sugars and polymers [61], amino
acids, and peptides [62], to mention only a few, could be
obtained. The technique was obviously applied mainly to
mass spectrometry, and in particular to time-of-flight mass
spectrometry exploiting nanosecond pulsed laser excitation.
Very high mass resolution, of the order of 10,000, was
achieved by introducing in the flight tube devices to compen-
sate the kinetic energy spread of the ions produced (reflec-
tron devices) [63].

With regard to the issue of spatial control and resolu-
tion of the ionization process, which can be very relevant
to micro- and nanotechnologies, we note that although res-
onance enhanced ionization is extremely species selective
(isotopic separation is also effected by this method), nonres-
onant multiphoton excitation, due to its higher dependence
on intensity, can be in principle more efficiently localized in
space.

4. MATRIX ASSISTED LASER
DESORPTION IONIZATION

In spite of the “softness” of the multiple photon ionization
method (MPI), it was not possible to obtain the mass spec-
tra of intact complex biological molecules until the MALDI
technique was developed by Karas et al. in 1987 [64]. Due to
the importance of biomolecules in nanotechnology we shall
thus briefly describe this technique which produces con-
trolled ionization of unfragmented large biomolecules like
DNA [65], enzymes, and antibodies [66, 67]. The underly-
ing idea in this technique is to exploit a different molecular
species, to be mixed in large excess (of the order of 103 M)
with the biomolecule of interest, to couple the laser energy
into the sample. The absorption band of this matrix must
have minimal overlap with the absorption of biomolecules
(which is dominated by the absorption of aromatic amino
acids of proteins and of nitrobases of nucleic acids and thus
is limited to the region below 300 nm). Strong excitation
of the matrix by short laser pulses will not directly affect
biomolecules but will lead to evaporation of the sample with
minimal energy transfer to the analyte biomolecules. Min-
imization of the energy transfer relies on the rapid adia-
batic expansion in the vacuum environment, so that excita-
tion of matrix molecules will have too short a time to be
transferred efficiently into the analyte. Detailed descriptions
of the vaporization process and maintenance of molecular
integrity can be found in the early paper by Vertes and
Levine [68], and in a more recent review by Zhigilei and
co-workers [37]. Vaporization alone would not supply ion-
ized analytes, however. If excitation of the matrix molecules
is strong enough to cause ionization, subsequent absorp-
tion, dissociation, and further ionization/dissociation of the
fragments, as described by the ladder switching model men-
tioned in the previous pragraph, we will end up with plenty
of small fragment ions and protons. These are easily cap-
tured by the uneven charge distribution on the surface of
protein molecules, causing a net charge on the molecule that
can be exploited for mass selection purposes or, more gen-
erally, to direct molecules on the desired locations.
While the integrity of organic molecules is commonly

checked by mass spectrometry, loss of small fragments from
the bulk of a large macromolecule is not easily detected,
unless very high resolution spectrometers are used. Further-
more, since conformation plays a crucial role in the bio-
logical functionality of biomolecules, a check of their mass
integrity is not enough to decide that they have not been
damaged. Moreover, if deposition is effected, denaturation
may occur as a consequence of dissipation of kinetic energy
on impact onto the deposition substrate. However, measure-
ment of both enzyme and antibodies activity deposited by
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such a method on glass or metal surfaces was demonstrated
in the author’s laboratory [45, 69].
The main drawback of this technique is that, together with

the ions we are interested in, it yields a large amount of
ionized fragments. These are small enough to be confined
to an entirely different region of the mass spectrum with
respect to the heavy biomolecules. For deposition purposes,
however, it implies the need for some sort of mass filter to
avoid contamination with the matrix fragments. Due to the
commercial interest of MALDI based mass spectrometers, a
large number of possible matrix molecules have been inves-
tigated [70–72], some of which minimize fragmentation.
A recent development of this technique allows atmo-

spheric pressure analysis of samples by coupling the mass
analyzer to the atmospheric ambient through a thin capillary
[73, 74].

5. PROXIMITY ENHANCEMENT
OF THE ELECTROMAGNETIC
(EM) FIELD

Much interest has been devoted in recent times to elec-
tromagnetic field enhancement in the near field of nano-
scopic objects, and in particular of metal tips, analogous to
the mechanism responsible for SERS [75, 76] The area of
near-field optics developed with the aim of extending opti-
cal microscopy and the related fields of spectroscopy and
lithography beyond the diffraction limit. Furthermore it was
also applied to the recent technological achievement of opti-
cal trapping (optical tweezers), as the high spatial confine-
ment of near-field emission allows manipulation of loose
matter on the molecular scale [23, 77]. The basic idea under-
lying near-field optics is that the charges oscillating in an
assembly of atoms under the influence of external radiation
will in turn reradiate, or scatter, an oscillating field, which
results in a strong enhancement of the radiation intensity in
regions comparable to the size of the atom assembly [78].
It was found experimentally that silver nanoparticles were
most efficient in enhancing the Raman scattered intensity,
although most surfaces with an appropriate degree of rough-
ness show enhanced scattering. Several models were there-
fore developed.
The electromagnetic model, which was first developed,

considers the large EM fields that are produced when the
incident light frequency is in resonance with collective exci-
tation frequencies of the surface charges (surface plasmons).
For a nanometric spherical object whose dimensions are
much less than the incident light wavelength, the real part
of the dielectric constant associated with the nth surface
collective excitation mode is ��n� = −�n + 1�/n [79], and
considering that the polarization of the sphere is [80]

P = �E = 3/4	��− 1�/��+ 2�E
the surface mode with n = 1 yields a resonance in the polar-
ization of the sphere. A resonance is also observed when the
real part of the dielectric constant is ��� = −2.
Objects other than spheres are usually described by the

model for an ellipsoid of volume V , which changes this
equation into

P = EV ��− 1�/�1+  i��− 1��

where  i is the depolarization form factor  =
�ab2/2�

∫
0�� ds/��s + a2�3/2�s + b2�� with a and b the

spheroid semiaxes.
We can see that excitation of plasmons may lead to

strongly increased polarization and scattered intensity, and
that the enhancement depends on the dielectric function and
the elongation of the scattering nanostructure.
A further source of field enhancement, even in absence

of resonances, is given by the concentration of field lines
with the strong curvature typical of SPM conductive tips.
This effect, often called the “lightning rod” effect, adds to
the resonance effects to reach calculated field enhancement
factors g, 10 < g < 1000.
A different way of modeling the field enhancement is

to consider the SPM tip as both a receiving and an emit-
ting antenna at optical frequencies [81]. This approach also
yields the dependence of the field enhancement on the main
parameters affecting the electromagnetic interaction: the
polarization and incidence angle dependence, the dielectric
constant of the tip and substrate material, the tip aspect
ratio, and the tip to substrate distance. It is found that
the field enhancement is greatest for incidence close to the
substrate (i.e., almost perpendicular to the tip axis) and
polarization parallel to the tip, for high conductivity met-
als of both tip and sample (silver tip on gold surface gives
enhancements five times greater than on a glass surface),
for high tip aspect ratio, and for short tip to sample dis-
tances. The same model calculates the temperature increase
of the substrate surface subject to EM emission from the tip
antenna. The authors of the model obtain

$T0 = 	1/2I0�1− r�gw0/8'

where g = Iloc/I0 = field enhancement, w0 is the near-field
spot size (at 1/e of the maximum), r is the sample reflectivity
at normal incidence, and ' is the thermal conductivity of the
sample.
The sample surface temperature calculation is important

to the aim of laser-SPM assisted surface nanostructuring,
as temperatures as high as the metal melting or boiling
point could be achieved. In the case considered by these
authors, where the calculated near-field spot size is 60 nm,
g = 525� r = 0)64� ' = 2)44 W/cm K, to reach the melting
temperature of gold (1338 K) a threshold laser irradiance
of 13 MW/cm2 would be necessary. As we shall see, this is
consistent with that reported by other authors. The problem
of calculating the heat transferred from the laser enhanced
near field to a sample and its diffusion in thick and thin
films on a dielectric was studied in detail by Geshev and
co-workers using a finite-difference numerical method [82].
The results they obtain in terms of temperature rise in a
thin metal film are similar to those of Lu and co-workers
(i.e., hundreds or thousands of degrees for irradiances in
the order of 10 MW/cm2). This is certainly an easily acces-
sible power density range that, if suitable control of all the
experimental parameters is reached, would allow controlled
material transfer to and from the sample with molecular size
resolution.
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6. THERMAL EXPANSION
IN THE LASER FIELD

When a laser beam is focused at the tip/substrate gap, the
focal volume being much larger than the gap, both the tip
and the substrate partially absorb the laser radiation so that
their temperatures rise considerably and thermal expansion
of both occurs. This in turn reduces the gap distance and
exponentially increases the tunneling current. These phe-
nomena are always observed in laser-SPM experiments.
In order to understand the basic mechanisms and the

important parameters and to evaluate the expected order
of magnitude of expansion we shall briefly outline in the
following some of the existing theories. Grafstrom and co-
workers investigated the thermal expansion of a tip subject
to a periodically modulated laser beam [83]; they solve the
differential equation for the temperature modulation gener-
ated by a heat flow that is composed of a periodically mod-
ulated input and of an output toward the tip holder that is
considered at constant temperature. No heat flows out of
the tip apex. Setting the modulating frequency to zero, they
find for the temperature rise of the apex

Tapex = 2PA/�'	2w tan+�+ PA tan+�1− lc�/'	2R2

and on integrating the temperature variation on the whole
tip, $ztherm = .

∫
0� l T �z�dz

$ztherm = �.PA tan+/'	2���ln�lc/w�+ 1/2�/ tan2 +
+ l2/2R2� for the tip

where . is the coefficient of thermal expansion, P is the
laser power, A is the absorption coefficient of the material,
+ is the half angle of the tip cone, w is the illuminated
tip length (spot radius), ' is the heath conductivity, lc is
the tip cone length, l is the total tip length, and R is the
radius of the cylindrical tip shaft, although we are mainly
interested in pulsed laser irradiation, this result shows the
important aspects of tip expansion: the first term is related
to the conical part of the tip, while the second depicts ther-
mal expansion of the cylindrical tip shaft. Furthermore, for
narrow tip angles, the tan2 + denominator means that ther-
mal expansion is dominated by the cone, as the thermal
diffusion through the narrow conical region is slow and the
temperature rises considerably. The authors also calculate
the sample thermal expansion

$ztherm = �.PA/�2	'�� ln�2t/w� for the sample

t is the sample or substrate thickness.
Comparison of the latter equation to that for a small angle

tip shows that sample expansion is negligible with respect
to tip expansion, due to three-dimensional heat flow in the
bulk.
In the assumption of pulsed irradiation, a different, sim-

pler model [84] neglects thermal diffusivity along the tip axis
and simply assumes that the heat content of a portion or
slice of the conical tip diffuses uniformly into the whole slice;
slices further away from the apex, however, are wider and
therefore heat and expand less. The temperature increase of
the ith slice is

$T �i� = JlaserAsi/�cvVi3�

while its thermal expansion is

$ztherm�i� = .$T �i�$li

The thin regions closer to the apex thus heat much more
than those away from it. Integration of the thermal expan-
sions of all the slices between the apex and the tip length l
gives

$ztherm = ��2.AJlaser/	w
2�/cv3	�

∫
0� l

dz/�R+ z tan+�

where Jlaser is the energy of a laser pulse, R is the tip apex
radius, cv is the specific heat of the tip material, 3 is the
material density, si is the cross section of the ith slice, and
Vi is the ith slice volume.
The typical expansions, in good agreement with experi-

mental findings in spite of the model simplicity, range from
approximately 5 Å at 1 4J to 15 Å at 30 4J.
In both models the tip aperture angle is the critical factor;

the slimmer the tip apex, the higher the temperature being
reached.
A third, simple model by Ukraintsev and Yates obtains

the temperature increase of the tip considering only the tip
volume corresponding to the thermal diffusion length [85].
From $T = Q/cvmtip (where Q is the heat absorbed by the
tip from the laser pulse and mtip is the mass of the tip por-
tion affected by the temperature increase), defining the vol-
ume and cross section area of the tip within the thermal
diffusion length from the apex as

Vth = 2	�1− cos+�'3th/3 and Ath = '2th+

and considering that only a fraction of the laser beam hits
the tip, which has a reflectivity r , the absorbed heat is

Q = Jlaser�1− r�Ath/	D
2

Ukraintsev and Yates obtain

$Ttip = 6+Jlaser�1− r�/�	2'thD
2cv3�1− cos+��

and

$ztherm = .hexp$Ttip

= .hexp6+Jlaser�1− r�/��1− cos+�	2'thD2Cv3�

where hexp is the portion of the tip subject to z-expansion
(not all the tip portion affected by the focused beam expands
but only the thinnest portion, where expansion occurs pri-
marily in the tip axis direction), hexp =  'th, 1 <  < 3 being
the tip geometry factor. D is the laser beam diameter in the
focal region and 'th = 'tpulse is the thermal diffusion length.
To have a feeling of the orders of magnitude of temper-

ature increase and expansion in typical experimental condi-
tions [D = 250 4m, + = 15	, tpulse = 8 ns, . = 0)7 cm2/s,
cv = 0)14 J/g K, 3 = 19)4 g/cm3 (tungsten), r = 0)5, 'th =
0)75 4m] a 1 4J pulse causes a temperature increase of 18 K
and a tip expansion, for a geometry factor  = 2 of 1.2 Å.
A further model by Geshev and co-workers [86] is based

on the transformation of the Poisson problem for the tem-
perature distribution into the Laplace problem for the
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modified temperature and on its solution by the boundary
element method. This work shows that the temperature rise
in a tungsten tip is 10–100 times that of the substrate, that is,
of the order of 100 degrees for irradiances of 10 MW/cm2,
corresponding to focused pulse energies of the order of hun-
dreds of 4J, while for silver, due to its lower absorption and
its higher thermal conductivity, substrate and tip tempera-
tures can rise by similar amounts. As we have seen in the
previous section, due to enhanced field absorption, a thin
metal layer on a low thermal conductivity substrate can raise
its maximum temperature by several hundred degrees. Par-
ticularly when applied to small metal islands on a dielectric
substrate, this model supplies extremely high temperatures
of local structures, which may be responsible for melting or
evaporation of nanometric features, opening the way to con-
trolled nanometric machining.
As a conclusion we observe that all models supply the

same order of magnitude for the evaluation of thermal
expansion, in the range of several nanometers for irradi-
ances of the order of tens of MW/cm2. Furthermore, all
models show that expansion depends on the tip material
and even more on the tip conicity; the sharper the cone,
the lower the heat dissipation and thus the higher the tem-
perature increase and the expansion. As we shall see in the
following, even if thermal expansion is dominant over field
enhancement effects, it may still be used to effect high res-
olution patterning, adding one more possibility to the set of
available tools for bottom up nanotechnologies.

7. NANOPATTERNING
OF METALLIC LAYERS

Illumination of a SPM tip–surface nanometric gap by a laser
pulse normally gives rise to a fast variation of the tunneling
current [87–89], very often accompanied by the formation
of nanostructures on the surface. Most experiments con-
cern the creation of pits and trenches in the metal layer,
while some also produce hillocks. Several mechanisms can
contribute to nanostructuring of metal layers, which makes
modeling of the experiments quite complicated. The main
phenomena involved are thermal expansion of the illumi-
nated tip and localized field enhancement due to the tip.
Either of these can in principle be the dominant effect in
creating nanostructures, depending on the fine details of the
experiment.
The first experiments on laser/STM metal layer nano-

structuring were performed by Gorbunov and Pompe at
Dresden in 1993–94 [90]. They were based on the expec-
tation that the laser EM field would be strongly enhanced
in the proximity of the sharp tip. They used polished sil-
ver STM tips because silver has the highest electrodynamic
resonance in the electric polarization of a small particle
[79]. Radiation of 800 nm from a mode locked Ti:sapphire
laser was mildly focused (30 cm focal length) on the STM
tip gap and switched on for 100 ms. The substrate was a
gold film evaporated on glass. The film, consisting of 10 nm
grains, was recrystallized by laser pulses until 100 nm crystal-
lites were created. The STM tip was then positioned on the
flat top of the largest ones and 100 W/cm2 laser radiation
was applied for 5 ms, producing 20–40 nm sized hillocks.

These hillocks could also be erased by application of the
recrystallizing laser pulses (200 W/cm2 for 100 ms). No inter-
pretation of the mechanism of mound formation was given
at the time, but it was noted that the same hillocks could be
produced by applying voltage pulses.
Shortly after these experiments Jersch and co-workers

performed similar work at Munster, again based on the
idea of exploiting the enhancement of the electromagnetic
radiation in the near field of the tip [91–93]. They used
5 ns, 532 nm, Nd-YAG laser pulses impinging on bare
tungsten tips to produce holes and trenches or on silver
coated tungsten tips to produce mounds. Figure 2 shows
the mechanism of surface nanostructuring in the particu-
lar case of a flat apex tungsten tip and the resulting nano-
structure as evidenced by STM imaging. According to the

laser radiation
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0 nm

0 nm

500 nm

1000 nm

500 nm 1000 nm

(a)

(b)

(c)

Figure 2. Nanostructuring using a tungsten STM tip with a flat top
(a) and a double structure obtained with this tip on a gold layer (c).
(b) shows the fabrication mechanism. Reprinted with permission from
[92], J. Jersch et al., Appl. Phys. A 66, 29 (1998). © 1998, Springer-
Verlag.
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authors, this particular result is an indication of the fact
that nanostructuring is not the effect of thermal expansion,
which would produce one single wide trace on sweeping the
tip accross the surface, but rather of the “lightning rod”
enhancement at the tip corners. However, the size of the
trace does not exactly match that of the tip shown, leaving
some doubt about the mechanism. Figure 3 shows mounds
created on using silver coated tungsten tips on a gold sub-
strate, both as isolated features and as quasi-continuous
line. The latter shows also the effect of increasing size with
increasing irradiance from 13 to 20 MW/cm2. A threshold
intensity was necessary to produce mound of 10 MW/cm2

for silver and silver coated tungsten and 30 MW/cm2 for
Pt/Ir tips. Mound material was proven to be different from
the substrate material (gold, on mica) by observing different
tunneling spectroscopy characteristics. Thermal expansion
of the tip was not considered a possible mechanism on the
observation that focusing of the laser beam on the tip above
the apex did not produce any structure. As we have seen
in Section 5, however, this was probably a wrong assump-
tion as the high thermal loss through the thick shaft toward
the tip holder prevents substantial heating. Figure 4 shows
a set of parallel grooves carved in a gold layer by sweep-
ing a tungsten tip across the surface with a pulse energy of
15 MW/cm2, slightly above the threshold. For groove spac-
ing less than the gold grain size, it is observed that grains
are removed. The enhanced field induced mechanism was
shown to be a possible explanation for such grain extrusion.
With intensities much higher than the threshold, the struc-
tures showed very different features, possibly explained by
field evaporation. Figure 4b also shows a convex structure
obtained on polycarbonate using a Si tip. Threshold intensity

0 nm

0 nm
0 nm

500 nm

500 nm

43 nm

30 nm

285 nm

285 nm

0 nm

0 nm 0 nm
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Figure 3. STM images of (a) two hillocks and (b) a nearly continuous
nanostructure made with a silver coated tungsten tip on a gold sub-
strate. Reprinted with permission from [91], J. Jersch and K. Dickmann,
Appl. Phys. Lett. 68, 868 (1996). © 1996, American Institute of Physics.

(b)

(a)

Figure 4. (a) Parallel nanogrooves on a gold layer produced by laser
STM with a tungsten tip in a configuration similar to that of Figure 3.
(b) Convex continuous structure on polycarbonate illuminated from
beneath in total internal reflection mode so that the AFM silicon tip can
only scatter the evanescent field, ruling out thermal expansion effects.
Reprinted with permission from [92], J. Jersch et al., Appl. Phys. A 66,
29 (1998). © 1998, Springer-Verlag.

was much lower in this case, only 2 MW/cm2, and this struc-
ture was explained by polymer softening due to absorp-
tion from the enhanced field. No definite explanation was
attempted on the mechanisms of pit formation with tung-
sten or Pt–Ir tips and mound formation with silver or silver
coated tips.
A remarkable observation throughout all these experi-

ments is that the tips did not show any sign of wear or dis-
tortion after thousands of laser shots. A further remarkable
fact is that nanostructuring is strongly polarization depen-
dent, the strongest effect being observed with the polariza-
tion vector parallel to the tip axis.
The most recent experiments, by Huang and co-workers

at the National University of Singapore, created nm res-
olution pits and carved lines into approximately 30 nm
thick gold and copper layers, using 30 nm radius atomic
force microscope (AFM) silicon tips in contact mode and
7 ns green light pulses from the second harmonic of a Nd-
YAG laser [94, 95]. Formation of the structures requires a
threshold intensity of the laser pulse that is of the order
of 7.5 MW/cm2, above which the depth of these structures
becomes linear with the laser intensity with a coefficient of
about 1 nm/(MW/cm2� for copper and about twice this figure
for gold. Typical widths of the pits are a few tens of nm.
(Fig. 5). The depth increases also with the number of laser
pulses, but it saturates above approximately 10 pulses. On
slowly scanning the AFM tip while the laser is operated at
10 Hz, neat trenches are created with a depth similar to that
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Figure 5. AFM topographic image and the height profiles of nanoholes
created by one laser pulse with irradiance of 9 (left) and 11 (right)
MW/cm2, respectively, on a gold on silicon film with an AFM boron
doped silicon tip. Reprinted with permission from [94], S. M. Huang
et al., J. Vac. Sci. Technol. B 20, 1118 (2002). © 2002, American Institute
of Physics.

of single pulse pits, in spite of the fact that the laser shoots
several times within the dimension of the structure. Figure 6
reports such patterning in a gold layer, showing a maximum
linewidth of about 10 nm and trench depth of about 3.5 nm.
The authors believe that the dominant mechanism is metal
melting and evaporation due to the temperature increase of
the surface caused by absorption of the strongly enhanced
EM field in the tip proximity. The calculated field energy
enhancement factor is of the order of 15 to 30 but it is not
clear how the incidence angle of the enhanced field should
be calculated. The authors estimate that a field enhance-
ment of 1.5 and 2.5 would bring the temperature to the
melting point of Cu and Au, respectively, while enhance-
ments by a factor 8 and 10 are necessary to reach their
boiling points. They exclude hard mechanical contact due to
thermal expansion of the tip on the basis of the observa-
tion that the tip shape remains unaffected after thousands of
laser pulses. However, their calculation of the temperature
increase of the tip is in the range 350–800 	C, correspond-
ing to a thermal expansion of 2–5 nm, of the same order as
the pit depth. According to most models, the full expansion
of the tip is reached approximately at the end of the laser
pulse, when the increased field absorption may have already
caused melting of the surface. The decrease of the tip to sur-
face distance caused by thermal expansion may contribute
to further field enhancement in the later part of the laser
pulse.
The authors also underline that direct surface heating by

the laser pulse is essential to obtain nanostructures. Their
calculation of the surface heating due to a 10 MW/cm2 beam
incident at a 10	 angle on the metal film deposited on an
insulating substrate amounts to only about 80 	C. Exper-
imentally, for the smoothest films, with roughness below
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Figure 6. AFM topographic images and height profile of multiple nano-
lines created by laser pulses with intensity of 7.5 MW/cm2. Reprinted
with permission from [94], S. M. Huang et al., J. Vac. Sci. Technol. B
20, 1118 (2002). © 2002, American Institute of Physics.

1 nm, no single pulse carving occurs even at the highest
laser intensities, which causes significant distortion of the
tip. After several laser shots, the surface roughness increases
and nanostructuring occurs at an average roughness of 2 nm,
which the authors believe to substantially increase absorp-
tion and decrease thermal conductivity. The importance of
surface heating is also confirmed by the fact that no nano-
structuring is obtained on the highly reflective Al films.
Thus the description of the structuring mechanism given by
the authors is compatible with the experimental evidence,
but the relative roles played by mechanical indentation and
enhanced field absorption remain unclear.
The thermal expansion of a Pt–Ir STM tip due to laser

pulse heating was experimentally measured by Boneberg
and co-workers [96]. From the transient increase in tun-
neling current caused by pulsed laser heating of a tip that
is retracted known distances from a reference tunneling
distance, they obtain a thermal expansion of the tip of
the order of a few angstroms for energy densities at least
10 times smaller than the threshold for nanostructure for-
mation. They also obtain unequivocal experimental evidence
that the expansion is strongly dependent on the polarization
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of the incident light, parallel and perpendicular orientation
of the polarization vector with respect to the tip axis being
the angles at which absorption by the ellipsoidal tip end
occurs. This is also confirmed on shifting the laser focus
position on a thicker, cylindrical part of the tip, where nei-
ther expansion nor polarization effects are observed. Fur-
thermore the transient behavior of the tunneling current
occurs on a time scale that is much longer than the laser
pulse, ruling out any direct effect of the light pulse, such as
photoelectric emission or enhanced field electron emission.
These experimental findings agree with those of Huang et al.
and confirm that at nanometric distances thermal expan-
sion of the tip cannot be neglected. Interestingly Boneberg
and co-workers, using an STM Pt–Ir tip positioned within
tunneling distance on a 150 nm thick gold film and again
green light pulses from a Nd-YAG source (400 mJ/cm2 =
57 MW/cm2�, obtain hillocks on the gold surface rather
than pits. Their interpretation of the mechanism of nano-
structuring is almost opposite compared to that of Huang
and co-workers: although they do not exclude a contribution
from enhanced field absorption, these authors believe that
the main factor responsible is mechanical contact and adhe-
sion of the gold layer to the Pt–Ir tip. This interpretation
is confirmed by their measurement of quantized conduc-
tance, obtained in the slow retraction phase following the
laser pulse, where the current decreases in steps of 2e2/h as
expected [97]. The same interpretation of mechanical adhe-
sion is also given by other authors who obtain dips and
hillocks simply on establishing a contact with the surface
[98].
Another assessment of the importance of thermal expan-

sion comes from Huber and co-workers who measured the
thermal expansion of a tungsten STM tip by the deflection
of an AFM cantilever in near contact with it [99]. They
obtain values as high as 16 nm for tungsten, although with
energy density 3 times higher than in the work of Boneberg
et al. and more than 20 times higher than in the experiments
of Huang et al. All these values of thermal expansion are
therefore roughly equivalent.
While both enhanced field and thermal expansion mech-

anisms are undoubtedly active, there is thus at present no
definite answer to the question of which is the dominant one
and in what exact experimental configuration. The experi-
ments of Huang et al. and Boneberg et al. are not identical
(different tip material, one STM and one AFM, different
laser pulse energies), so that it is difficult to make proper
comparisons.
Recently Boneberg and co-workers, who had demon-

strated the importance of thermal expansion in the inter-
pretation of carvings, have also demonstrated the potential
of locally enhanced fields for surface nanostructuring, using
isolated polystyrene spheres dispersed on silicon or glass
surfaces [100]. In their work, using spheres of different
sizes, they show that local melting of the surface occurs just
beneath the spheres illuminated by a laser beam.
If thermal expansion were the only mechanism, then there

would probably be little interest in the use of lasers coupled
to SPMs for carving, which could be more simply performed
by control of the piezo vertical voltage. There is, however,
no doubt that the tip integrity and the fact that there is lit-
tle outspread material (as compared both to common tip

collision damages and to the carved volume itself) around
the beautifully neat carvings reported by Huang et al. are
good reasons to carry on further investigation. For example
it would be interesting to check if the maintenance of tip
is due melting of the surface, decreasing the forces experi-
enced by the tip on dipping into the molten surface.

8. SMALL CLUSTER AND SINGLE ATOM
DEPOSITIONS ON FLAT SURFACES

The first pioneer work on this deposition technique dates
back to 1990 and is due to Yau and co-workers at the
University of Urbana, IL [101, 102] They photodissociated
and photoionized a gaseous metal compound, trimethyla-
luminum (TMA), in order to obtain Al+ single ions in
the STM tunneling gap region. The applied electric field
between tip and surface drives Al+ ions to the surface, where
they are imaged by the STM. The experiment was performed
at a pressure of 10−8 Pa on atomically flat highly oriented
pyrolytic graphite. In order to obtain three photon disso-
ciation of TMA and four photon ionization of Al atoms,
exploiting the 4300 Å resonance of the Al excitation, the
laser intensity is very high, of the order of 100 MW/cm2. The
authors checked that no deposition occurs in the absence
of TMA in the vacuum vessel and also that deposition is
only rarely observed when the laser is detuned by only 5 Å
from the resonant excitation wavelength of Al. Deposits are
well evident in the STM images and the atomic structure of
graphite, also well detected by STM, is used for an accurate
calibration of their dimensions (Fig. 7). The thickness of the
deposit is strongly dependent on the applied electric field,
ranging from 2 to 53 Å (i.e., from a “monolayer” of four to
five atoms to a thick mound of hundreds of atoms); the hor-
izontal dimensions range from approximately 1 to 16 nm.

Figure 7. STM image (27 Å× 27 Å) of an Al deposit consisting of four
components produced by one laser pulse at a tip bias of 1 V. The vertical
span of the gray scale is 2 Å. The crystal lattice of graphite is clearly
visible. White arrows indicate the endpoints of the line profile (28.5 Å),
the maximum variation of which is 1.4 Å. Reprinted with permission
from [101], S. T. Yau et al., Appl. Phys. Lett. 57, 2913 (1990). © 1990,
American Institute of Physics.
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In the thinnest depositions, discrete round structures can
be observed, their dimensions being compatible with that of
single Al atoms. Although the amount of deposited material
was too small to attempt electronic spectroscopy measure-
ments in order to determine its elemental composition, the
authors presume its different nature, in comparison with the
graphite substrate, from the recorded I–V curves that are
linear over the deposition (typical of metals) and show a
bandgap over clean graphite.
The authors also showed that holes created in the highly

oriented pyrolitic graphite surface by voltage pulse applica-
tion could easily be filled by aluminum deposited in such
way; they could even erase their depositions by further laser
pulses, although no explanation of this latter observation can
be given.
In this work, on the basis of the experimental observation

that no surface modification is obtained in the absence of
TMA or with nonresonant radiation, no account of thermal
expansion phenomena is given, which may sound strange
nowadays, particularly considering a 100 MW/cm2 intensity.
The authors explicitly state that in order to avoid tip abla-
tion, which may produce extended deposition, they focus
the laser beam ahead of the tip, but no quantitative esti-
mate of the radiation intensity at the tip is given. If the
power density there is too low to produce appreciable ther-
mal expansion, it may still be enough for enhanced field
dissociation/ionization processes; but then it is not clear why
such large energy pulses should be used.
This work aroused a large interest since it was the first

(and even today one of the few) attempt to add material
to a surface in a controlled fashion, with truly nanometric
resolution and with a virtually infinite source of material.
The metal compound (TMA) was carefully chosen, having
the atomic resonance used for the enhanced multiphoton
ionization within the wide molecular absorption band used
for photodissociation of the molecule, so that a single wave-
length is necessary. However, it is obvious that, with fairly
straightforward variations of the experiment (using more
wavelengths, according to Fig. 1), the methodology could be
of very general use. There are indeed many gaseous metal
compounds (e.g., metal carbonyls) that can be used and in
fact are used to deposit metals in electron or ion beam
assisted deposition.
A few years later Ukraintsev and Yates at the Univer-

sity of Pittsburgh [85] obtained very repeatable single atom
deposition on an atomically flat Si surface using 7 ns, 532 nm
laser pulses to heat a W tip up to the point of evaporating
its apex atoms (Fig 8). Several atoms were deposited while
the STM was performing one scan line (the laser repetition
rate was 10 Hz and the line scan time 1 s). Thus, in the scan
lines that immediately followed it was possible to image the
deposited atoms. The authors ascribe their results to low
atomic coordination of the apex atoms (apex diameter of
25 nm) and also to a “chemical” interaction of the tip with
the silicon surface, which is supposed to decrease the W
atom binding energy. The experiment is performed in ultra-
high vacuum. Although the calculated laser induced direct
heating only accounts for about 100 	K, a further 350 	K
temperature increase would be due to Nottingham heating,
or heating of the apex bound to the strong increase of the
tunneling current that is observed when thermal expansion

(a)

(b)

(c)

Figure 8. Laser induced single W atom transfer. Laser irradiance
3 MW/cm2 at 532 nm; sample bias = − 1)3 V. (a) STM image before
atom transfer. The Si lattice structure and some impurities useful for
identification of the deposition location are observable. (b) STM image
during transfer: scan direction is left to right and bottom to top, laser
shoots every 42 nm of one horizontal scan only, and the deposited atoms
are already detected by the scan lines that follow immediately. (c) STM
image of the whole deposition area after atom transfer. Reprinted with
permission from [85], V. A. Ukraintsev and J. T. Yates, J. Appl. Phys.
80, 2561 (1996). © 1996, American Institute of Physics.

causes a tip approach of 8 A. No tip damage was observed,
however, and the transient tunneling current was limited to
15 4A at most. The dependence of the transient tunneling
current on both the laser intensity and on the tip to sample
bias voltage showed that the thermal expansion cannot be
the only mechanism to govern the current.
Very recently in the author’s laboratory at ENEA, Rome,

some deposition experiments have been performed aimed
at much lower resolution but in the sure knowledge that no
thermal expansion consequences could be produced on the
surface (i.e., keeping the tip hundreds of nanometers away
from it). For such low resolution work no crystalline flat sur-
face was required and the vacuum was in the range 10−5 Pa.
These experiments aimed to establish an even more general
technique (not necessarily relying on gaseous compounds)
and therefore used one laser to vaporize solid material and
a second laser, finely tuned on an electronic resonance of
the atomic species as in the work of Yau and co-workers, to
effect ionization (Fig. 9a). Lead was used in the first exper-
iments, again because of its convenient spectroscopic prop-
erties, its resonant intermediate level being a little higher in
energy than one-half the ionization threshold. The ioniza-
tion charge signal was collected across the STM tip–sample
gap as a function of the ionizing wavelength, showing the
very narrow line, typical of atomic transitions, reported in
Figure 9b. No charges are created and collected if the radia-
tion is detuned by as little as 1 Å from the lowest lead elec-
tronic resonance. The vaporizing laser is a pulsed Nd-YAG
source at 1064 nm (8 ns) supplying an intensity at the solid
lead surface of 50 MW/cm2; ionization is performed by an
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Figure 9. (a) Scheme of the laser ablation/ionization apparatus. The
ablation laser is focused on the sample that produces a burst of vapor
phase atoms or molecules in high vacuum. These are collimated toward
the tip–sample gap where a suitably delayed and tuned laser beam
causes resonant enhanced two photon ionization. The tip is biased with
1 V. (b) The charge signal collected at the tip–sample gap when the
burst of laser vaporized lead atoms is resonantly ionized by two pho-
tons, vs laser wavelength. Detuning by 0.5 Å from the intermediate
atomic energy level excitation causes ionization to drop to nearly zero.
This signal is not observed when either of the two lasers is turned off.

excimer laser pumped, frequency doubled dye laser, supply-
ing approximately 5 MW/cm2 at the STM gap with a suitable
delay to account for the transit time from the neutral atoms
source to the STM tip apex (15 mm ca.). We check that no
deposition and no charge signal are present when either of
the two lasers is absent. Figure 10 reports three different
lead spots deposited on a gold coated silicon wafer surface,
keeping the tip at three different distances from the sur-
face. As expected, the spot becomes progressively smaller on
approaching the tip; it is interesting that the dimensions of
these deposits are much smaller than the focal region of the
laser beam (200 4m) and have fairly well defined edges, sug-
gesting that ions must be produced in a region of the order
of the tip apex size (a few tens of nm), rather than in the
whole focal volume. However, whether this is the effect of
the enhanced EM field at the tip proximity or merely of the
effective electric field driving the ions to the surface (which
might be strongly influenced by the first deposited clusters)
is still difficult to decide. The scanning electron microscope
analysis of the surface reveals that deposition is influenced
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Figure 10. STM image of three lead spots obtained by resonance
enhanced multiphoton ionization of laser ablated lead on holding the
STM tip at different distances from the substrate. Spot size increases
with increasing distance but it is always incomparably smaller than the
beam focal dimension (200 4m).

by the local electric field intensity that is determined by sur-
face asperities. For example, the edges of submicrometer
scratches produced by polishing powders on metals act as
attractors for ionized material [32]; it is thus conceivable
that any deposition protruding above the surface will focus
new ions on itself.
Depositions can also be performed while scanning the tip

in a raster fashion, in order to coat very small areas uni-
formly. A first attempt in this direction is reported in
Figure 11, which shows a STM image recorded immedi-
ately after decorating the gold surface with lead ions. The
tip was held 1200 nm away from the surface. Tip bias was
+1 V; scan size was 3 4m × 3 4m. The deposition was
effected with 300 laser shots over 1 min. The underlying
gold structure of the original surface is observable; within
the deposition, a large crater with outburst of material due
to an unwanted crash of the tip into the sample is also
visible.
Similar results were obtained with the amino acid tryp-

tophan and tryptophan containing di- and tripeptides,

6.00 µm

6.00 µm

Figure 11. Painting a gold surface with a square of photoionized lead
atoms by a scanning polarized tungsten tip (STM image). The conse-
quences of an accidental collision of the tip into the deposit are observ-
able. The underlying evaporated gold structure is also visible.
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vaporized from a frozen acqueous solution under high vac-
uum and resonantly ionized by two photons at 286 nm.
A time of flight mass analysis of these ionized biological
materials shows that tryptophan reaches the deposition sur-
face without measurable fragmentation, while peptide dis-
sociation is of the order of 10% (Fig. 12). Separation of
the ablation step from the two photon ionization step also
allows measurement of the kinetic energy distribution of the
vaporized material in the different phases of ablation, by
measuring the collected ions signal as a function of the delay

X : 18.1 µs

X : 22.8 µs

X : 22.4 µs

0 4 8 12

Tryptophan

Glu-Trp

Trp-Leu

16 µs

µs15 20

µs15 20

Figure 12. Time of flight mass spectra of laser ablated (at 355 nm) and
two photon ionized (at 286 nm) tryptophan and dipeptides, showing
that deposited molecules are only minimally dissociated.

between the two laser pulses, which are focused at a fixed
distance of about 15 mm from one another. Hansen mea-
sured the time of flight distribution of the masses detected
following ablation of several polymers [103]. He found that
in all cases at least two different waves of material are pro-
duced, the fastest ones being largely dissociated. For each
component he extracted a velocity distribution, which was
well fitted by an offset Maxwell–Boltzmann distribution, with
an offset velocity of about 5 × 106 cm/s and a transverse
translational temperature of about 10,000 K. In the case of
tryptophan and peptides only one component was measured
in the ENEA laboratories, with the fastest part being made
of unfragmented material while the late arrivals, ejected by
the slowly cooling sample, show dissociation of the order
of 20 to 50%. The desorption (or ablation) and ioniza-
tion technique thus allows a very detailed characterization
and control of the material to be deposited. It should also
be observed that other spectroscopic characterizations of
the vaporized jet of material, beyond photoionization spec-
tra, are possible. Also, if entrained in a superonic beam
of monoatomic gases, molecules in specific conformational
states could even be selectively ionized, and thus deposited,
exploiting the strong narrowing of ro-vibronic lines at the
low temperatures achieved in the supersonic expansion.
Although of very general applicability, this technique has

some important drawbacks, particularly at the submicrome-
ter scale. Most important of all, contamination from neutrals
is observed on very large areas of the sample. Although care-
ful skimming of the atomic or molecular beam can be eas-
ily introduced in the experiment, contamination will always
occur on a surface area that is larger than our desired depo-
sition. For thermally resistant materials, heating the sub-
strate may reduce the problem. A second problem arises
with neutral atom contamination of the STM tip, on which
metal dendrites easily grow during the experiment. Such
dendrites reduce the spatial resolution of the technique and
often cause problems in subsequent imaging. It was found,
however, that this can be minimized by frequent application
of voltage pulses to the tip.

9. LASER–SCANNING PROBE
MICROSCOPE (SPM) ASSISTED
SHADOW MASK DEPOSITION

Shadow masks, or stencils, are commonly used in microtech-
nologies to produce patterned depositions by evaporation
of metals through their open features. Normally they are
clamped in close contact with the surface to be patterned. If
they are moved with high resolution, controlling the distance
from the surface so that they neither scratch it nor lift too
much away, then this may become a neat bottom up fabri-
cation method. Atomic force microscopes are of course the
best suited instruments to control soft contact with the sur-
face. A recent work by the IBM Ruschlikon and University
of Cambridge groups used a modified AFM cantilever and
an evaporation source to directly write Cu features on a flat
substrate in ultrahigh vacuum (UHV) [104]. This methodol-
ogy has the great advantage of being simple. It allows high
resolution, it has no need for resists and surface chemistry,
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and it even allows parallel writing of different features. Basi-
cally, what is needed is small apertures through the AFM
cantilevers or movable shadow masks. Using focused ion
beams, 50 nm apertures can be opened, but even smaller
features can be written by increasing the angle between the
vapor beam and the opened channel in the cantilever. A fur-
ther advantage of this method is that written features can
immediately be read and possibly modified by the AFM.
Figure 13 shows some of the features created. Obviously
pulsed lasers are an extremely convenient source of vapor-
ization in UHV as they can supply small bursts of vapor in
the immediate vicinity of the cantilever from a spatially well
defined source, thus implying less stringent demands for col-
limation of the beam. As we have seen, the use of selective
resonant ionization also allows high purity in the deposited
materials, while laser soft ionization techniques allow del-
icate biological materials to be deposited. Very high reso-
lution patterns of biologically functional monolayers have
been obtained recently in the author’s laboratory by means
of e-beam lithography and laser deposition [105]. The fol-
lowing step has been to use piezoelectrically moved micro-
and nanostencils to produce both metallic and biological
material patterns. Figure 14 shows a micrometric square
deposition of chromium, obtained through a movable micro-
metric stencil a few micrometer away from the surface. The
second part of the figure shows a nanometric pattern of
the enzyme horseradish peroxidase, softly vaporized, ion-
ized, and shadowed by a nanostencil in close contact with
the silicon wafer surface.

80 nm
(a) (b)

(c) (d)

250 nm

1 µm

4.25 µm

50
µm

Figure 13. AFM images of Cu wire structures created by the nano-
stencil technique with thermal evaporation from a 60 mm distant
source. Reprinted with permission from [104], R. Luthi et al., Appl.
Phys. Lett. 75, 1314 (1999). © 1999, American Institute of Physics.
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Figure 14. Deposition of chromium (left) and of the enzyme
horseradish peroxidase (right) through movable stencils. Note the dif-
ference between a suspended stencil (left) and one in close contact with
the surface (right). Depositions are 30 nm thick (chromium) and 4.5 nm
thick (peroxidase).

10. CONCLUSIONS
We have shown that laser–SPM techniques, which are
paradigmatic examples of bottom up nanoassembling, have
produced in the last decade structures that range from
single atoms to hundreds of nanometers. To the author’s
view laser–SPM coupling will become increasingly important
mainly for two issues: unlimited supply of ionized material
at the junction and high resolution heating, molecular trans-
fer, or ionization, due to enhancement of the near field.
Progress in this field has not been as fast as in other nano-
technological work, like silicon nanooxidation [3], because
of the high number of parameters involved. Although too
little experience has been gained so far on the subject, we
have seen for example that the choice of the correct laser
beam polarization, the tip material, and the tip shape may
influence drastically both field enhancement and thermal
expansion. Modeling of the involved processes has improved
recently and will certainly improve even more in the near
future, allowing more accurate planning of the experiments
and almost certainly much better repeatability. Controlled
evaporation of material from the sample surface due to
a nanometrically localized EM field and ejection of single
atoms from the tip are the most valuable results for ultrahigh
resolution fabrication that, however, need better control by
a deeper theoretical understanding of the processes.
Multiphoton ionization of gaseous precursors has also

supplied atomic resolution deposits, while lower resolution
but no dependence on tip thermal expansion has been
obtained on holding the tip hundreds of nanometers away
from the surface by pulsed laser vaporization and ioniza-
tion in separate steps. Soft ionization techniques coupled
to SPM localization seem ideal for the deposition of func-
tional biological and organic material with nanometric res-
olution, and the first steps in this direction are being taken.
In fact, nanometric resolution patterning of monolayers of
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functional biological molecules has been obtained in con-
junction with e-beam lithography, while somewhat lower res-
olution with both metals and biomolecules is achieved by
movable shadow masks that need no other processing. First
attempts of deposition of unfragmented amino acids and
peptides, as well as of metals, in the localized SPM tip
field are also being made, for the moment at lower reso-
lution. For biomolecular work, these methods will have to
compete with the beautiful technique of “dip pen” nano-
lithography, which recently succeeded in writing nanometric
features of functional biomolecules by flowing a solution of
a suitable chemical intermediate along the tip onto the sub-
strate [14]. A problem posed by this latter method is that of
reloading the tip with the “ink.” In perspective, controlled
laser vaporization and ionization could accomplish this task,
both with biomolecules and with metals, in a high vacuum
environment. A disadvantage of the laser ionization tech-
nique (we have seen that excessive tip contamination leads
to loss of resolution in deposition and of imaging capabili-
ties) if suitably controlled may thus turn into a further pow-
erful nanofabrication tool. And of course optical trapping
of molecules within a focused laser beam could be a viable
alternative to refill the tip.
Fascinating perspectives can also be foreseen with opti-

cal trapping in the tip enhanced radiation near field, where
in principle modulation of the laser irradiance may lead to
nanometrically controlled pick and release of nanoparticles
or molecules. Although we have not discussed it as a fabrica-
tion technology, only one experimental attempt having been
made so far in this direction [24], this methodology seems
highly promising, and it may become soon a true fabrication
tool, particularly for work in solution with large molecules.
We have not addressed in this short chapter the beautiful

and exciting recent results on molecular resolution imaging
or spectroscopic characterization obtained exploiting scan-
ning near-field optical microscopes or fluorescence excited
by SPM near-field enhancement, which are not properly
nanofabrication techniques. These techniques, however, will
stimulate the field of light assisted scanning probe nano-
fabrication , because of both buildup of experience on near-
field optics and deeper and more general characterization
of the fabricated nanostructures at the molecular level.
Nanotechnology is a multidisciplinary branch: beyond

sophisticated engineering, it uses quantum solid state physics
and surface science, but also chemistry and biology. Many
processes in these fields are photoactivated. Single molecule
scale photochemistry and photobiology seem nowadays not
so far, so that soon the way may be opened to a wealth of
achievements of hardly imaginable dimensions.

GLOSSARY
Atomic force microscope (AFM) One instrument of the
family of scanning probe microscopes based on the deflec-
tion of an elastic cantilever with a thin tip attached to it that
interacts with the electronic cloud of the sample. Interaction
causes weak deflection toward the sample at long distance
range and strong repulsion at short distances.
Highly oriented pyrolitic graphite (HOPG) A form of
crystalline graphite with very long range order, particularly

easy to cleave along crystalline planes so that freshly
exposed atomically perfect flat surfaces are easily obtained.
Multiple photon ionization (MPI) Ionization of atoms or
molecules by simultaneous or sequential absorption of two
or more photons, whose energies are individually lower than
the ionization threshold.
NMR imaging A tomographic imaging technique based on
the nuclear magnetic resonance signal from the elementary
magnets (spins) of hydroen atoms contained in water and
fats present in living tissues. Unlike X-rays tomography it
does not use harmful ionizing radiation.
Polymethylmethacrylate (Perspex) (PMMA) Beyond being
an ubiquitous lightweight transparent material, optically sim-
ilar to glass, it is also a commonly used polymeric resist in
electron beam lithography techniques.
Polytetrafluoroethylene (Teflon) (PTFE) Widely used poly-
mer particularly suited for coating purposes where high tem-
perature resistance and low friction are important.
Scanning near-field optical microscope (SNOM) One instr-
ument of the family of scanning probe microscopes based
on the detection of “optical tunneling” (evanescent wave)
to or from a suitably tapered optical waveguide brought to
nanometric distances from the sample.
Scanning tunneling microscope (STM) One instrument of
the family of scanning probe microscopes based on the
detection of the tunneling current between tip and sample
brought to within one nm from each other. Since the tun-
neling current depends exponentially on distance only one
atom of the tip practically contributes to the current so that
the resolution is extrenely high.
Surface enhanced Raman scattering (SERS) Inelastic scat-
tering of radiation enhanced by nanometric corrugations of
the surface.
Ultrahigh vacuum (UHV) Vacuum in the range of less
than 10−8 mbar.
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1. INTRODUCTION
Nuclear fusion is the power source of luminous stars. The
final goal of laser fusion research is to make an artificial
microstar on the earth as an alternative clean energy source
to maintain a healthy global environment. Although laser
fusion research started later than magnetic fusion research,
laser fusion has an attractive feature, that is, separability
of the system and a simple, compact reactor due to high
reaction efficiency [1–3]. The center plasma of laser fusion
is very small even for the actual reactor size (∼200 �m in
diameter) and of very high density (∼2000 times solid den-
sity) which is achieved by keeping a highly spherical implo-
sion process. The ignition temperature is ∼107 K, which is
far from the conventional nanotechnology region, but the
fine structured plasma should be well controlled to ignite
fusion reaction. Therefore, laser fusion research should be
overlap with the nanotechnology research field. The implo-
sion process for the fusion reactor stands on laser and tar-
get technology. Laser is a quite low entropy photon flux;
therefore most laser devices have precise structure related
to nanotechnology. On the other hand, laser plasma gen-
erates high quality (for example monochromic [4]) X-rays,
�-rays, high temperature ions, electrons, positrons, etc.,
which depend on the combination of a tailored irradiating
laser and an irradiated target. These features can be summa-
rized such as an input of nanotechnology to the target and
laser makes an output of another nanotechnology through
laser plasma as shown in Figure 1.

2. LASER FUSION TARGET
FABRICATION TECHNIQUE

Capsule fabrication is the most important technology in fab-
rication of laser fusion targets. The capsules of laser fusion
have roles as fuel containers and ablators to compress the
fuel (Fig. 2). Previous capsules were composed of glass
and designed with the large aspect ratio of capsule diame-
ter/thickness [5]. The capsules exhibited high neutron yield
[6� 7], but the compression density was not sufficiently high
due to shock heating and X-ray preheating effects from high
atomic number silicon. Therefore, recent design have a rel-
atively thick capsule composed of light atoms such as car-
bon to obtain high fuel compression. Capsule size has been
designed to be 5 mm in diameter for a future reactor and
0.5–2 mm for current fundamental experiments depending
on laser power. In the case of fundamental experiments,
some capsules contain probe atoms to estimate fuel density
or fuel temperature.

For an indirect driven system such as the National Igni-
tion Facility (NIF), targets consist of a capsule and a
hohlraum. The laser directly irradiates the inner surface of
the hohlraum and the inner fuel capsule is compressed by
X-rays from the hohraum. There are three candidate mate-
rials of the capsules: beryllium, polyimide, and glow dis-
charge polymer (GDP) for NIF targets. These specifications
are summarized including the range of values for all tar-
gets and the variation in value allowed in a specific target
of that group (Table 1). The NIF specification is shown in
Table 2 [8� 9], where the out-of-roundness in mode 2 must
be less than 500 nm and that in mode 10 should be less
than 4 nm. In the direct driven system, the high power laser
light directly irradiates the capsule; therefore it is no longer
necessary and the material component is different than the
indirect driven system.

2.1. Plastic Capsule Fabrication

2.1.1. Coating Method
GDP capsules [10] have been fabricated and used in the
United States and France to supply fundamental experi-
ments as summarized in Table 1. The capsule scale depends
on the laser power. GDP capsules are prepared using
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Figure 1. Relation between laser fusion target and nanotechnology.

the depolymerizable mandrel technique (Fig. 3). Poly(�-
methylstyrene) (PAMS) mandrels were coated with GDP.
After the coating of GDP, the PAMS mandrel is thermally
decomposed via depolymerization and the remaining GDP
capsule is used as a target. The thickness control is difficult
for thick capsules (∼200 �m). These dimensions are well
beyond those currently fabricated on a routine basis [11� 12].

In French laser fusion experiments using laser integration
line and the future megajoule laser systems, the coatings
are prepared by GDP with trans-2-butene and hydrogen.
Theobald et al. presented the first microshells obtained at
the CEA with a GDP coater. Amorphous hydrogenated car-
bon shells of 175 �m with 1 or 2.4 mm diameter have been
prepared. The measured roughness at high modes is lower
than 10 nm for a 30× 30 �m characterization area [13� 14].

Thin walled polymer shells are required for cryo-
genic laser experiments with the OMEGA laser system at
Rochester University [15]. These capsules need to be about
900 �m in diameter and as thin as possible (∼1–2 �m),
while having enough strength to be filled with a equivalent
deuterium–tritium mixture (DT) as fast as possible to about
1000 atm. They have found that by optimizing the coating
parameters in the GDP deposition system, they can rou-
tinely make robust, ∼1�5 �m thick, 900 �m diameter GDP

liquid metal wall

chamber
evapolation

Container (fuel)

high pressure 
(high Young's moduls material)

cryogenic

(solid DT)

injection to the reactor center

Ablator (compression)

uniform ablation 
(highly uniform thickness,
uniform laser absorption)

symmetric ablation

(high sphericity) 
driver
(high power laser)

Target

Figure 2. Roles of laser fusion target as container and ablator.

Table 1. Various specs of GDP capsules for high power laser implosion
experiments.

Laser system Laser power Capsule diameter Capsule thickness

NIF 1.8 MJ 2 mm 200 �m
Omega (CRYO) 40 kJ 900 �m as thin as possible
LIL 60 kJ 1 mm
LMJ 1.8 MJ 2.4 mm 175 �m
Gekko XII 25 kJ 500 �ma 7 �ma

a A polystyrene capsule has been used and a GDP capsule has not been used.

shells with buckle strength of over 0.3 atm. Shells as thin
as 0.5 �m have been made. This is twice the strength of
shells made prior to the optimization and it is comparable to
values quoted for polyimide shells. In addition, these shells
were found to be approximately three times more permeable
and over 20% denser than previously made GDP shells. The
combination of higher strength and permeability is ideal for
direct drive cryogenic targets at OMEGA.

The composition and chemical structure of GDP capsules
have been studied by Nikroo et al. [16� 17]. The investiga-
tion was carried out using combustion and Fourier trans-
form infrared (FTIR) analysis. The strongest coatings were
obtained when the polymer had the lowest hydrogen content
or hydrogen/carbon (H/C) ratio (∼0�9), whereas the weak-
est coating had the highest hydrogen content or H/C ratio
(∼1�3). Good agreement was observed between composi-
tion results obtained from combustion and FTIR analysis,
where the strongest coating had less terminal methyl groups
and more double bonds or olefinic structures. Strong GDP
coatings that were aged in air reacted more with oxygen
and moisture than standard GDP coatings. In addition to
the more olefinic structures, there may also be more free-
radical sites present in strong GDP coatings, which leads to
a greater oxygen uptake.

Polyimide capsules are being developed for implosion
experiments. Vapor-deposited polyimide capsules for the
NIF were developed [18–22] by improving the capsule sur-
face finish through better understanding of the origin of sur-
face roughness created during the deposition processes and
implementation of a postdeposition vapor smoothing pro-
cedure to imidation. They have determined that the most
important factors during the deposition process that impact
surface finish include mandrel quality, monomer mixing,

Table 2. The allowed long wavelength deviation from sphericity for low
modes of the outer surface and ablator and fuel thickness.

Outer radius Ablator thickness Fuel thickness
Mode (nm) (nm) (nm)

1 — 50 400
2 500 75 400
3 400 75 400
4 120 75 400
5 50 25 400
6 25 17 120
7 10 10 80
8 6 8 70
9 5 7 50

10 4 6 40
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α-methylstyrenepoly(α-methylstyrene)
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n

GDP coating PAMS decomposition

PAMS mandrel GDP capsule

Figure 3. Fabrication of GDP capsule using poly(2-methylstyrene)
mandrel.

self-shadowing, and abrasion. They showed that the high
rate deposition (above 10 �m/h) is effective at reducing
roughness, which is due to the shorter total time of shell
agitation in a bouncer pan. By adjusting the coating con-
ditions, coating up to 160 �m thick was reproducibly fab-
ricated with 300 nm root mean square (rms) roughness.
Solvent vapor smoothing using dimethyl sulfoxide, a new
technique also developed at Lawrence Livermore National
Laboratory, improves the surface to 30 nm rms.

The processing conditions for vapor-depositing polyimide
shells were studied to improve the surface finish, the ten-
sile properties, and the gas permeability for inertial con-
finement fusion application [23� 24]. The vapor-deposited
polyimide possessed distinct properties from solution-cast
Kapton, resulting perhaps from being physically or chemi-
cally cross-linked. The vapor-deposited polyimide was char-
acterized as semicrystalline with molecular chains parallel
to the shell’s surface. Varying the imidization conditions
(i.e., using different atmospheres, heating rates, and heat-
ing durations) increased the permeability while maintaining
the Young’s modulus. Plastically deforming the shells under
biaxial stress increased the permeability up to 1000-fold,
which could be reversed when shells were heated to 350 �C.
Analyses using X-ray diffraction, infrared spectroscopy, and
solubility tests indicated that these modifications in prop-
erties may have arisen from changes in the crystallinity,
cross-linking, and molecular weight. The low-mode (2 to 20)
surface roughness was reduced when the shells were slightly
inflated; the high-mode roughness (coating-induced bumps)
was increased when the substrate was heated to a tempera-
ture of 90 to 140 �C.

2.1.2. Emulsion Technique
The emulsion technique to prepare capsules is well known
by polymer scientists [25� 26], but vacuole formation during
microencapsulation is a serious problem for laser fusion tar-
gets [27]. Highly spherical and uniformly thick capsules with-
out a vacuole have been developed in the field of laser fusion
targets. In particular, the polystyrene capsule [28] provided
the highest density implosion, 600 times that of solid density
[29� 30]. In a future power plants, high repetition implosion
is required in the reactor. For mass production of shells with
monodispersed diameter and uniform thickness, a droplet
generator (Fig. 4) was utilized to prepare emulsions [31].

However, the process in which a uniform wall is formed
was not clearly known. Norimatsu et al. [32� 33] and Gresho

OW2

1st orifice

2nd orifice

W1

XYZ stage
(for 1st orifice) 

3rd orifice

XY stage
(for  3rd orifice)  

Figure 4. Monodispersed sized emulsion generator (left), polystyrene
capsules from the emulsion (upper right), and various capsule size range
(lower right).

[34] proposed a model (Fig. 5) to numerically simulate the
emulsion process to improve the shell fabrication process.
When some external force such as collisions with the stir-
ring propeller deforms a water/oil/water (W1/O/W2) emul-
sion, the deformation force is transferred to the inner water
core through the oil phase. If the force is inversely propor-
tional to the thickness of the oil phase, a centering force
appears and the core moves toward the center of the emul-
sion. Because some important assumptions were made in
the model, they compared the model with an experiment,
where equipment was established to mechanically deform
a W1/O/W2 emulsion by a vertically vibrating rod instead
of the deformation during stirring. Experimental results
obtained using a mechanical driver are shown in Figure 6.
The densities of W1 and O measured before making the
compound emulsion were 0.998 and 1.024 g/cc, respectively.
Their values were estimated to be 0.999 and 1.017 g/cc
during the centering experiment because of diffusions of
1� 2-dichloroethane into the W1 and W2. The viscosity of O
was 0.1 P (+/−15%). Their model calculations could explain
experimental results obtained by emulsions with the large

W1

Oil

W2

Driving force

Figure 5. A schematic view of an emulsion (left) and the core W1 phase
of the emulsion centered by the deformation of emulsion due to the
sloshing (right).
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Figure 6. Comparison of the centering process of a compound emul-
sion with the Norimatsu model. The oscillation is in sloshing mode.
The vertical axis is the offset of the core in mm and the horizontal
axis is the time in seconds. In the set of photographs, the left and mid-
dle photographs show the first vertically lengthened phase and the first
compressed phase, respectively. The right photograph shows the final
equilibrium position in the lengthened phase. Time origins for experi-
ment and simulation are arbitrary.

and small core oscillating in sloshing mode. However, the
centering speed of the small core was faster than calcula-
tions. The recommended aspect ratio � (=inner radius of
O/outer radius of O) was 0�5 < � < 0�8.

The mass transfer of the solvents was experimentally mea-
sured in the oil, water, and distillate phases during the cur-
ing process of highly spheric monodispersed 4-mm-diameter
polystyrene capsules of uniform thickness (Fig. 7) [35]. It
was determined that the water solubility of the solvents is
crucial in the solvent selection in order to prepare the cap-
sules by this method. The curing process started from the

1.0

0.8

0.6

0.4

0.2

0.0

co
nt

en
t o

f s
ol

ve
nt

3002001000

curing time [min]

dissolution in to 
water

1,2-dichloroethane

benzene

Figure 7. At the early time of the emulsion curing process (∼30 min),
the distillate ratio of 1� 2-dichloroethane/benzene was higher than that
at the later time (above). This means that the curing was not governed
by the boiling point (benzene: ∼80 �C, 1� 2-dichloroethane: ∼83 �C) but
rather the solubility in water (benzene: 0.2 g/100 g, 1� 2-dichloroethane:
1.0 g/100 g at 50 �C).

water/oil/water emulsions, where the boiling temperature
and the densities of the oil were well matched by mixing
benzene and 1� 2-dichloroethane. The masses of the solvents
were measured for the oil phases and the distillate and then
calculated for the water phase. The analysis of the solvents
in the water phase indicated that the process was governed
by the kinetics of the dissolving from the oil phase to the
outer water phase rather than by the vapor pressure of the
solvents in the early stage before the oil phase lost its fluid-
ity. The time at losing the centering motion of the emulsion
core was measured experimentally and gave a procedure of
the highly spheric PAMS mandrel [36–38].

The surface finish of the final shells was examined using
atomic force microscopy (AFM) and scanning electron
microscopy (SEM). A clear dependence of the spectrum of
final GDP shell on the quality of the initial PAMS man-
drel was observed. These shells with various thicknesses have
very similar power spectra, indicating little coating deterio-
ration of shell surface finish due to GDP coating processes
[39].

Surface ripples of mode 10 in IFE shells were a seri-
ous problem for NIF ignition. PAMS spherical shells made
by microencapsulation show a surface roughness (∼30 nm)
within the mode range 7–20 (Fig. 8). The roughness mode
number corresponds with theoretical models of Marangoni
convection cells formed during the curing of the initial wet
shells. The roughness was removed by reducing the curing
rate so that the concentration gradient across the wall was
less than the threshold of Marangoni convection [40].

Takagi et al. developed a new method for making spher-
ical PAMS mandrels, where a small amount (<0�1 wt%) of
high-molecular-weight poly(acrylic acid) (PAA) was utilized
instead of poly(vinyl alcohol) in the suspending medium,
which substantially increases the interfacial tension during
curing and yields extremely round capsules. The poly(acrylic
acid) is also beneficial for centering of the core water,
leading to exceptionally concentric capsules. However, fully
cured capsules made by this method displayed a significant
level of high frequency surface debris that became espe-
cially problematic when the mandrels were subsequently
overcoated with GDP. To overcome this problem, they
examined the use of poly(acrylic acid) in conjuction with
poly(vinyl alcohol) in order to reduce these surface features

~ 200 µm

~ 2.5 mm

Figure 8. The PAMS capsule showed a surface roughness ∼30 nm
within mode 7–20. The roughness mode number corresponds with the-
oretical modes of Marangoni convection cells formed during the curing
of emulsion.
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and explored numerous variations of concentration and tim-
ing of the poly(vinyl alcohol) addition. The conditions were
optimized for the initial use of poly(acrylic acid) for cen-
tering and symmetry of the mandrel, followed by exchange
to poly(vinyl alcohol) solution. GDP shells made from these
mandrels satisfy the ignition capsule design requirements
[41� 42].

The capsule characteristics mainly depend on the number
of averagemolecularweight,molecularweight dispersion, and
finally the atomic composition. It was shown that the surface
quality of the capsule is directly connected to the polydipersity
index. The best results have been obtained using polystyrene
which exhibited a dispersity index inferior to 1.20.

Thin-walled shells with polystyrene or its copolymers were
fabricated using a conventional emulsion technique [43].
The wall thickness of the resultant shells was found to be
3 �m for the 1 mm diameter. The reduced thickness was
due to the low concentration oil of polystyrene derivatives
and the high temperature water phase.

Recently high quality polyimide capsules have been fab-
ricated using an emulsion technique (Fig. 9), while the
previous emulsion method succeeded only for conventional
soluble and noncrystalline polymers such as polystyrene and
poly(methyl methacrylate). The polyimide capsule is one
of the leading designs for IFE experiments and is pre-
pared using a chemical vapor deposition process [18–24],
which requires expensive apparatus. By curing an emulsion
containing nonvolatile N�N -dimethylacetoamide, 0.5–5 mm
capsules of highly spheric poly(amic acid) were fabri-
cated [44]. Although the sphericity of the capsule (>99%)
obtained by the emulsion method was slightly lower than
the highest millimeter-sized polystyrene capsule, its surface
was smooth without irregular deviation. The curing for high
sphericity capsules required stabilization and deformation,
which were governed by several conditions such as the con-
centration of PAA, the viscosity of the emulsion matrix, the
stirring speed, and the temperature. The PAA capsule was
imidized by a chemical process.

Metal particle (20–30 nm) doped polystyrene capsules
were fabricated using an emulsion technique. The cap-
sule will be applied to suppress Rayleigh–Taylor instabil-
ity [45]. Another polystyrene hollow pellet with a high
atomic number atom boundary irradiator is fabricated for
inertial confinement fusion experiments. The pellet adsorbs
high Z micro- or nanoparticles on its inner surface to emit
characteristic X-rays of the high Z materials. A triphasic
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Figure 9. A polyimide capsule was obtained using the emulsion tech-
nique via a soluble precursor of the poly(amic acid) capsule and the
chemical imidation process.

emulsion of W1/O/W2 is used for the fabrication processes.
The W1 is a high Z microparticle (alumina) mixture in
water. After drying, high Z microparticles 300 nm in diam-
eter remain on the inner surface of the pellet [46].

2.1.3. Other Problems
with Capsule Treatment

Stephens et al. reported unique capsule fabrication using a
heated drop tower. Polystyrene capsules in the 1 to 1.5 mm
diameter range were prepared employing solid polystyrene
pellet feed [47].

The capsules need to be characterized in detail. A wall
mapping apparatus and a sphere mapping apparatus were
investigated to determine thickness along the same paths
as the surface profiles [48]. In the system, a capsule was
mounted on a horizontally rotating vacuum chuck. Sphere
mapping was done using AFM, while wall mapping was
monitored using optical fiber connected to a light source to
illuminate the capsule. Both mapping circles were on the
equatorial face of the capsule.

The economic viability of target fabrication is a crucial
issue for the feasibility of future IFE power plants. Current
targets produced for IFE ignition experiments are estimated
to cost about $2500 each. Design studies of cost-effective
power production from IFE have found a cost requirement
of about $0.25 each. While a four orders of magnitude cost
reduction may seem at first to be a significant challenge,
there are many factors that suggest this is an achievable goal.
Goodin et al. summarized the major steps in cost reduction
that will be taken to economically supply targets for IFE
power plant fueling [49].

Target delivery to the reactor center is important prob-
lem. In order for the driver to properly ignite the target,
the target and laser beams must come together at the center
of the reactor chamber with precise timing (±10 ms) and
positioning (±10 �m). The cryogenic target must not melt
[50� 51]. A preliminary injection system was constructed at
the Institute of Laser Engineering (ILE) in Osaka to ascer-
tain the initial perturbations in the injection speed and the
direction (Fig. 10). The system is composed of two sets of
coils. Each consists of three pairs of two coils triggered by
a 120 degree delay in the phase. The coils in the first and
second stage are powered with 300 V, 1980 �F and 840 V,

Laser diode

Cylindrical lense

Detector

pel let

Signals at v=40 m/s

Figure 10. Tracking system developed at ILE Osaka and the typical
signal obtained from a 5 mm polystyrene shell at v = 40 m/s.
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366 �F capacitors, respectively. This system can launch a
98 mm long, 12.5 mm diameter, 0.5 mm thick aluminum
sabot with a 5 mm diameter polystyrene shell inside at a
speed of 10 m/s.

2.2. Inorganic Capsule Fabrication

Glass microspheres were the principal fuel containier for
laser fusion targets. In particular, high-aspect-ratio targets
produced thermonuclear neutron yields exceeding 1012 with
the 12-beam green GEKKO XII laser [6� 7]. Two methods
were developed for the specific purpose of supplying high-
quality glass microspheres: liquid droplet and the sol–gel
methods. The liquid droplet method involves the formation
of highly uniform droplets of aqueous glass solutions by
breaking up a capillary jet flow of the solution. The droplets
are subsequently dried and fused to form the desired hol-
low glass microspheres. In the sol–gel method, a solution
of glass-forming oxides is dried to form gel. After crush-
ing and sieving to a suitable particle size, the gel particle
drops through a high-temperature furnace to form a glass
microsphere. The two methods are complementary in many
aspects. Reference [52] summarizes both methods briefly.

Recent developments in making glass shells from metal
doped GDP deposited by plasma polymerization (where
metal is Si or Ti) have significantly expanded the diameter
and wall thickness obtainable by the process. Further, the
wall uniformity of glass shells made by the process is gen-
erally superior to those made by the traditional drop-tower
approach. Hoppe enabled pressurization of a glass shell with
argon by taking advantage of permeability properties of the
glass before it is converted to full density where it becomes
essentially impermeable to most gases [53].

2.3. Cryogenic Solid Hydrogen Layering

Cryogenic targets with solid deuterium/tritium layers are
very important in laser fusion and have occupied a large area
in target development. The hollow, spherical solid density
fuel can be efficiently imploded due to the initially higher
density and lower isentropy compared with gaseous fuel with
the same mass. This means such targets reduce the energy to
compress it to a high density and high temperature. A cryo-
genic target system with low density plastic foam was devel-
oped 10 years ago [54� 55] and supplied for the fundamental
experiments [56], while very recently the first results from a
cryogenic target without foam have been supplied for implo-
sion experiments at Rochester University [57].

It is difficult to form a uniform layer because of grav-
ity and polycrystallization during the solidification process.
Many techniques have been proposed and studied to over-
come the difficulties. The first cryogenic target was fabri-
cated by cooling a fuel-filled glass sphere with direct thermal
conduction through a supporting copper fiber [58]. The sec-
ond technique, fast isothermal freezing, did not use the sup-
porting fiber which disturbs the implosion symmetry [59–62].

The -heating technique uses -decay-induced redistribu-
tion of a DT-filled fuel container to be cooled uniformly
below the freezing point. Because the DT fuel generates
heat due to  decay, the temperature of the inner surface
of the thicker area is higher than that of the thinner area

when it is cooled uniformly. The solid DT at the thicker area
is redistributed to the thinner areas through a sublimation–
condensation process. The maximum rate at which the
redistribution occurs was given by d�/dt = −�/�TC, where
� = DT ice thickness in excess of that for a uniform layer
and �TC = a time constant ∼1500 s [63]. The apparatus was
summarized in the [64], and �TC was reported depending on
the 3He content (the age of 3T [63].

Norimatsu et al. developed a plasma layering technique
in which a nonuniform solid fuel layer is redistributed into
a uniform one, with a glow discharge initiated in the void
by an external intense microwave field. Reactor sized frozen
deuterium was demonstrated with the redistribution time
constant of ∼80 s [31� 66� 67]. Mapoles et al. reported a
technique to generate a heat flux across the fuel surface by
applying an electric field to the DT layer in the center of
the shells. The vapor has a small but significant conductivity
due to ionization caused by  decay of tritium in the vapor
and the solid [68].

The IR heating method is also a powerful candidate
for future reactor use. Pumping the IR collision induced
vibration–rotation band in solid D2 (3.15 �m) and (HD,
heated deuterium-hydride 2.57 �m) redistributes the solid
depending on IR intensity profile [69]. HD layers 150–
250 �m thick formed near the triple point have a surface
roughness rms between 1 and 3 �m and become rougher
with decreasing temperature. When solid DT in an isother-
mally cooled shell is heated, the solid DT layer becomes
uniform through a process similar to -heating. Solid growth
dynamics have a significant impact on the quality of the
resultant layer. The solid layers slowly grown from the melt
were much smoother [70]. Kozioziemski et al. reported
results of modeling and experiments on infrared HD layers
in hohlraums [71]. A 2 mm diameter, 40 �m thick shell with
100–400 �m thick HD ice inside a NIF scale gold hohlraum
is heated by pumping the HD vibrational bands. Models
indicate control of the low-mode layer shape by adjusting the
infrared distribution along the hohlraum walls. They have
experimentally demonstrated control of the layer symmetry
perpendicular to the hohlaum axis.

The cryogenic foam target consists of a low-density, plas-
tic foam shell to sustain liquid fuel and an outer thin film to
prevent the fuel from boiling off (Fig. 11). The uniformity

Figure 11. Cross section of foam shell obtained from macromonomeric
acrylate with multifunctional groups.
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of the liquid fuel layer is confirmed by that of the foam
shell. The carbon in the foam material was considered to be
an acceptably low-content impurity for the fusion plasma.
A recent target design by Phillips et al. indicated that the
impurity of carbon is preferable to absorb laser efficiently
[72].

Layering indirect drive targets with the capsule already
assembled in the hohlraum would be advantageous. One
way to accomplish this is to layer targets in controlled tem-
perature tubes while they are being staged for feeding to
the injection system. Successful layering requires maintain-
ing a specially tailored temperature profile on the hohlraum
surface. Tritium decay heat removal from the filled cap-
sule depends upon the thermal properties of the tube mate-
rial, the capsule material, and other materials filling the
hohlraum. Pulsifer et al. evaluated various techniques for
achieving adequate thermal control during the in-hohlraum
layering process. Results provided feedback to target design-
ers on design techniques which will be important in order to
make in-hohlraum layering possible [73].

All the cryogenic targets mentioned previously were sup-
ported, for example, by a stork. Technologies based on using
freestanding targets (FST) are important for the next step
fuel production. In each production step (fuel filling, fuel
layering, and target delivery) the research has been inten-
sively explored at the Lebedev Physical Institute. The layer-
ing apparatus can form 30–100 �m H2 and D2 solid layers
on the inner surface of millimeter sized polystyrene shells.
Layering time was less than 30 sec. Based on their advances,
the FST technologies are now at the stage of extension on
a reactor target design for the IFE power plant [74–76].

To form the smooth cryogenic layer inside laser targets
a new approach is in progress which shares basic princi-
ples of fabrication of finely dispersed compounds (solid solu-
tions) with little doping that slows crystalline grain growth.
This approach has been demonstrated experimentally with
a H2/HD mixture where the amount of HD is less than
1%. As a result the transparent solid layer has been formed
inside 500 �m glass shells. The layer keeps its transparency
at cycling heat treating in the range of 5 to 16–20 K [77].

Concerning cryogenic targets, cooling-induced deforma-
tion of fuel capsules was experimentally characterized in
detail by Endo et al. In the experiments, polystyrene shells
were cooled using liquid nitrogen and observed with an opti-
cal microscope. Pictures of each shell were recorded at vari-
ous temperatures, and they were compared with each other.
As a result of precise error estimation, it was found that any
polystyrene shell showed deformation in varying degrees. It
has been found that thinner shells deform more remarkably
than thicker shells [78� 79].

2.4. Porous Foam Fabrication

Foam targets have been used not only for the cryo-
genic target [54–56] but also for the study of laser shock
[80� 81] and laser–plasma interactions [82–84], for which
the foam fabrication technique has also been investigated
over a wide range of element compositions, densities, and
microstructures.

Ultra-low-density foams provide a plasma under the cutoff
density (ncr) which allows the penetration and interaction of
laser light with the frequency of �L, and the relation is [85]

�L = [(
e2ncr

)
/��0me�

]1/2 (1)

where e� �0, and me are the elementary charge, vacuum per-
mittivity, and electron mass, respectively.

In addition to the ultra-low-density foams, recent laser–
plasma experiments have required finer structures such as
submicro- and nanostructures, for example, the high-power
laser-induced D–D reaction indicated a size effect of the
atomic cluster where the maximum nuclear yield was given
at the cluster size of 6 nm [86]. Therefore, a variety of micro-
and nanostructures of the foam materials are important in
controlling the laser plasma.

Poly(4-methyl-1-pentene) (denoted as PMP) foams [82,
87–96] have been investigated for the following reasons:
(1) they contain no oxygen which interferes with X-ray diag-
nostics, (2) they have the potential for heavy atom doping,
and (3) they can be fabricated by dissolving the polymer by
heat, cooling to coagulation, and removal of the solvent. See
Table 3.

Generally, the removal of the solvent from a gel to the
corresponding foam has been carried out by the freeze-
drying method or the supercritical fluid extraction (SFE)
method; either way a neat density polymer should be
obtained. Ultra-low-density foams were prepared by the
freeze-drying method to give a density of 2.5 mg/cm3

[87–90], and their structure, for example for a PMP foam
prepared from durene/naphthalene solution, was ∼20 �m in
size.

Recently, the coagulant effect for microstructures was
observed in PMP foam from its gel of hexanol derivatives via
supercritical fluid CO2. The obtained ultra-low-density PMP
foams have various microstructures depending on coagulant
alcohols (Fig. 12). Although alcohols do not dissolve PMP,
they have an alkyl group that interacts with the main and
side chains of PMP [96].

The silicon doped CH foams were prepared by a
thermally induced phase-inversion technique, with PMP,
durene/naphthalene, and SiO2 as the foam skelton material,
the solvent/nonsolvent, and the doping materials, respec-
tively. Foam density was 5–80 mg/cm3, and the weight per-
centage of Si was less than 10% [92].

One method of production of low-density polymeric
foams is to dissolve a multifunctional monomer and initia-
tor in a solvent and to polymerize by means of free-radical
polymerization. The gel produced is precipitated in a non-
solvent and subsequent SFE drying produces a low-density

Table 3. Characteristics of low-density foam of poly(4-methyl-1-
pentene) prepared from alcoholic gel.

Foam density Disk size at Wavelength
Coagulant (mg/cm3) the cutoff (�m) density (�m)

1-Hexanol 12 ∼10 0�55
2-Methyl-1-pentanol 5�0 ∼3 0�84
2-Ethyl-1-butanol 2�0 ∼6 1�3
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Figure 12. Scanning electron microscope image of poly(4-methyl-1-
pentene) foam prepared from (a) 1-hexanol, (b) 2-methyl-1-pentanol,
and (c) 2-ethyl-1-butanol.

microporous foam, which has a finer structure than that pre-
pared by the freeze-drying process [93].

The cross-linked acrylic polymer exhibited fine structure
of ∼200 nm [97–99] and was widely used as foam cap-
sules with a gas barrier and foam-coated cryogenic targets
(Fig. 11). The metal doping was done using lead and tita-
nium [97]. Other cross-linked polymers provide fine foam,
for example, phenol resin [100] and copolymer contain-
ing divinylbenzene. Resolsinol/formaldehyde foam, a kind of
phenol resin foam, exhibited fine structure and opacity for
laser light [101].

A middle density, foam layer coating was proposed to
protect direct-drive, cryogenic targets from melting due to
surface heating by residual gas in a laser fusion reactor.
A 100 �m thick, 50 mg/cm3 foam layer can prevent melt-
ing of the solid DT layer injected into the latest heat of
Pb vapor. A thermal insulator coating on the target surface,
or a sabot-in-chamber scheme, is necessary to protect the
direct-drive, cryogenic target [102� 103].

To characterize foam, SEM and optical interferometric
techniques are used. The latter method is limited by scat-
tering caused by the foam structure. Foam parameters were
estimated using model calculations to enable adequate foam
shell characterization for a baseline capsule [104].

2.5. Cluster Target

Vapor atomic clusters and large molecules are attractive
as targets for intense ultrashort pulse lasers. For example,
Ditmire et al. reported D–D fusion at high pressure and low
temperature gas jet, where 102–106 molecules of D2 were
coupled through van der Waals interaction [86� 105]. Such
a system has a high atomic density similar to solids, but
the average density is low: as a consequence the absorption
of laser light is more than 90%. The efficiently absorbed
laser light stripped almost all electrons, and the follwing ion
acceleration is called a Coulomb explosion, reaching kinetic
energy as high as 1 MeV. The neutron yield of the D–D
fusion reached 104.

Another difference of the cluster target from gas and solid
is well-ordered molecular orientation. This phenomenon

provides fundamental prospects to design not only neutron
generation but also generation of bright X-rays [106–109],
high energy ions [110], etc.

2.6. Other Techniques

Due to the recent progress in ultra-high-intensity lasers, the
“fast ignition” scenario enables heating of ultra-high-density
plasma [111� 112]. The target structure is shown in Figure 13
where a gold cone is inserted in a spherical poly(d8-styrene)
capsule. The gold cone was fabricated by electrochemical
gilding on a brass mandrel.

To fabricate the cryogenic gold cone guided target, a foam
technique is useful because the required cooling uniformity
is not as important as that for beta layering and IR heating.
The fuel will be loaded into the void through a gas feeder
pipe at a cryogenic temperature although normal targets are
loaded by diffusion across the wall at room temperature.
This technique can significantly reduce the inventory of tri-
tium in a future target factory. The liquefied fuel penetrates
into the foam leaving a void inside (Fig. 14) [113].

To examine hydrodynamic instability during high power
laser irradiation, targets with perturbed surfaces have been
prepared by, for example, the thermal-press method [114],
Fourier laser machining, the laser interference ablation tech-
nique, etc.

Nanoadhesion of metal foils was achieved to provide a
precise thickness (∼20 �m) of an adhered step target for
ultrahigh pressure, laser shock experiments [115]. The tech-
nique involves two processes: single molecule coating on
the metal surface and fastening the two surfaces together.
For the two 20 �m aluminum targets of single foil and
adhered foils, a negligible difference in laser shock speed
was observed in comparison with laser energy and target
thickness (Fig. 15).

3. LASER FUSION TARGET MATERIALS

3.1. Light Atom Materials

A beryllium capsule has been designed and has multi-
mode hydrodynamic instability in implosion simulations. In
comparison with a CH capsule, the instability of a beryl-
lium capsule is much less sensitive to DT ice roughness

Figure 13. Right: The implosion target for efficient heating of the
highly compressed plasma. A gold cone is attached to a poly(d8-styrene)
capsule. Left: An X-ray image of the implosion.
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Solid DT+FoamT=10K

0.5 to 2 mm

DT reservoir
Gas feeder

Figure 14. Structure of cryogenic foam target with gold cone guide.
Gaseous DT is filled into the target using the gas feeder shown in the
figure.

[116� 117]. Capsule fabrication of micrometer sized beryl-
lium metal and its alloy has been investigating at Los
Alamos National Laboratory [118]. Chemical vapor deposi-
tion of beryllium was done by using dialkylberyllium deriva-
tives [119], bis(cyclopentadienyl)beryllium [120].

Amorphous beryllium has a grain structure, and a model
study was done taking into account the possible effect of
beryllium grain sound speed anisotropy in capsule implo-
sions, where effects of crystallographic texture on sound
velocity propagation in polycrystalline beryllium were dis-
cussed [121].

Recently light atom hydride was fabricated as low-density
foam. Beryllium-containing materials were foamed to be

Al foil
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O O

Al Al

O O

Si
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O
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Figure 15. Schematic structure of single molecular membrane glue.
Left: ideal modified surface with isopropylsiloxy groups on the alu-
minum surface. Right: possible mechanism of adhesion.

less than 0.1 g/cc in density and pore sizes of ∼10 �m
could be used. Such structures could be obtained in the
course of thermal transformation of beryllium hydride (deu-
teride) [122� 123] as well as mixtures of beryllium hydride
and lithium hydride. Heavy elements can be admixed to
the low-density beryllium and their distribution can be con-
trolled over layer thickness.

3.2. Photovoltaic Target to Prevent
Laser Shine-Through

In the direct-driven ICF implosions, where laser light
directly irradiates the target, hydrodynamic instabilities such
as Rayleigh–Taylor instability during the implosion are
seeded by initial imprint due to laser irradiation nonunifor-
mity, along with the original target surface roughness. These
perturbations are accompanied by rippled shock propaga-
tion before the shock breaks out the inner surface, and they
grow due primarily to the Rayleigh–Taylor instability after
the shock breakout. The perturbations grown on the outer
surface are then fed through on the inner surface. These,
together with inner surface roughness, will grow again dur-
ing the spark and the main fuel, which could quench the
ignition and burn. The precise structures of the fuel cap-
sule have been designed and fabricated based on the strat-
egy mentioned previously, and a number of experiments on
the rippled shock waves, initial imprint, and Rayleigh–Taylor
instability in direct drive as well as indirect drive have been
done [124].

There is another problem in which the previous scenario
does not take into account, called the laser shine-through
effect. Recent experiments indicated that sparklike damages
are nucleated inside the capsule layer during the very early
phase of the laser pulse. The damages are considered to be
due to penetration of laser light into the transparent cap-
sule materials such as GDP and polystyrene before the laser
intensity reaches high intensity to ionize the capsule mate-
rials. A similar damage pattern and damage threshold are
well known in high-power laser optical materials, such as
potassium dihydrogenphosphate and silica glasses, in which
the damage threshold values are 1 × 1010–3 × 1011 W/cm2

[125� 126]. This damage inside the laser optical materials has
been characterized to be traces of self-focusing of the laser
beam, where both the nonlinear growth of small scale beam
break-up and the whole-beam self-focusing alter the focus-
ing properties of the system (Fig. 16).

Organic material is one of the promising materials to be
engineered for this purpose due to its feasibility based on
advanced synthetic chemistry. Such organic functional mate-
rials will provide us not only functionality of the IFE target
to suppress initial perturbations but also an efficient yield
of IFE because they consist of low Z atoms. Experiments
[127� 128] showed a uniform laser ablation in a polystyrene
film coated with a photovoltaic perylene/phthalocyanine
[129] bilayer when an incident took place at an inten-
sity range of 109–1010 W/cm2 (� = 1064 nm) as shown in
Figure 17b. Without the bilayer coating, the laser pulse
formed spiky structures in the polystyrene film as self-
focusing traces of the laser pulse, while for the coated film,
the uniform surface ablation trace without the spiky interior
structures was observed (Fig. 17a).
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Figure 16. Pulse shape of high power laser (left) and the perturbation
growth of the capsule surface and damage generation in the capsule
during laser irradiation.

In the case of a laser incidence of 532 nm where the
coating material exhibits no reflection, such a difference
depending on the coating was not observed [130]. These
phenomena were coupled with the reflection and conduc-
tion properties via the photovoltaic effect and agreed with
the required ablation to reduce the initial damage and to
achieve high-density compression of the fuel capsule for
inertial fusion energy. The property indicates a functionality
of organic materials, where a possible scenario is presented
in Figure 18.

3.3. Magnetic Materials

The next step of direct driven implosion experiments
demands high symmetrical irradiation for which a nonsup-
ported pellet is useful. Sakagami et al. reported the first
description concerned with fundamental studies of magnetic
suspension of a target: how one can coat the ferromag-
netic thin film over the pellet, how a magnetically suspended
pellet behaves in low temperature, and how the optical
forces damp unexpected horizontal oscillation of them [131].
Yoshida et al. designed and tested a magnetic suspension
system (“MINO” series) to suspend a Ni coated plastic cap-
sule without mechanical contact [132]. MINO-2 is composed

without coating coated with PV / H2Pc layers

1.4 x10 10 W/cm2 1.0 x10 10 W/cm2

Figure 17. Laser ablation trace of polystyrene film (4 �m thickness);
1060 nm input beam in a 1.1 ns (full width half maximum) pulse with
a 1/e2 beam diameter of 750 �m.
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Figure 18. Mechanism of uniform laser ablation utilizing organic pho-
tovoltaic materials.

of four compact units: the gas puff unit to detach a Ni coated
capsule into the detective area, the capsule detection unit
within 5 �m accuracy, the pellet control unit to achieve less
than 5 �m vertical vibration amplitude, and the pellet sus-
pension unit not to obstruct laser irradiation using a small
solid angle electromagnet (Fig. 19). Recently they succeeded
in suspension of Ni coated capsules in a hohlaum.

In the fusion reactor chamber, the irradiation frequency
is ∼4 Hz, which requires an injection system for capsule
delivery to the reactor center. Survival of the cryogenic tar-
get during acceleration and during its transit across the
high-temperature target chamber is also an issue. A com-
bination of thermal analyses, modeling, materials property
measurements, and demonstration tests with representative
injection equipment is being employed to demonstrate IFE
plant fueling [133].

A prototype of the facility for a reactor target repeti-
tive production and injection with the rate of 1–6 Hz has
been designed by Osipov et al. [134]. The most important
elements of the design are the unit for the protective sabot-
and-target cryogenic assembly, and the double-stage accel-
erator combining the coil gun for target preacceleration and
the gas gun for target final acceleration up to 200 m/sec.
This approach contributes to a considerable reduction of
the dimensions of the injector, increasing the reproducibility
of the injection velocity as well as increasing the reliability
of the device operation without mechanical and heat target
damage.

1m

Gas-puff unit

Ni-PS
Laser diode

Pellet suspension 
unit

Pho to  
sensor

Position control 
unit

Position
deterctor
unit

Fusion experimental 
chamber

Figure 19. Schematic diagram of magnetic suspension system for laser
fusion target “MINO-2,” where a nickel coated polystyrene capsule was
magnetically centered within 5 �m accuracy.
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For both capsule levitaion and injection, coating of
magnetic material is a promising technique. Actually, in
the MINO system, conventional metals have been used
as magnetic material. A light atom magnet is preferable
as a coating material for the same reason that one avoids
X-ray generation. Fourteen years ago, two organic magnets
were discovered of which one exhibits very low critical
temperature (Tc) with well-characterized spin source
and the other with high Tc with unknown organic spin
source. The field has been investigated as molecular-
based magnet, which unfortunately has not provided
high Tc with a well-characterized spin source. The IFE
target with solid DT is used at cryogenic temperature:
therefore a molecular-based magnet with low Tc is appli-
cable as a magnetic material for levitation. For example,
manganese(tetraethoxyphenylporphyrin)/tetracyanoethylene
(MnEtOPP/TCNE, C58H44MnN8O4, Fig. 20) and its
derivatives contains about 1% metal ion, but it has an
extremely high coercive force (20,000 Oe) [135].

4. SUMMARY
We have summarized the present status of the research
field of laser fusion target fabrication, especially capsule fab-
rication, low-density foam fabrication, cryogenic hydrogen
layering, and related materials. The present field will be
developed with further investigation of material chemistry,
cryogenic technology, and nanotechnology. In addition to
these improvement, the demands from laser plasma physics
and fusion reactor technologies are also important and will
contribute to the present field.

GLOSSARY
Cryogenic target A target with hollow, spherical solid den-
sity fuel is called as the cryogenic target and known to be
more efficiently imploded than a target with a gaseous fuel
with the same mass because of its higher initial density and
lower isentrope in the compression process.
Inertial fusion energy (IFE) A future energy source to
generate electric power. Fuel (typically deuterium and tri-
tium) is instantaneously heated to a high-temperature and
high-density plasma by laser or heavy ion beams to complete
nuclear reactions before it expands.
Laser fusion target Used to feed fuel to the burning posi-
tion of the IFE power plant. The typical target is a plastic
capsule filled with hollow, solid deuterium-tritium fuel. The
design and fabrication of the target is one of the key tech-
nologies of the Laser Fusion Energy.
Ultralow density foam A key material of the fusion tar-
gets. The usage of the foam includes supporting the liq-
uid deuterium-tritium fuel, protective coating on the target
against thermal radiation in the reactor and supporting the
fuel capsule in a cavity target. Foams whose electron density
is less than 1020/cc is especially called ultralow density foam
and laser light can deeply penetrate into the foam plasma.
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1. LASER INDUCED SURFACE
NANOSTRUCTURING

Laser processing has a wide range of industrial applications
from macroprocessing-like welding to ultraprecision machin-
ing using laser lithography technologies. Laser induced sur-
face nanostructuring is a type of ultraprecision machining
and deals with the surface phenomenon whose size is on the
order of laser wavelength, that is, from hundreds of nano-
meters to 10 �m. Laser induced surface nanostructuring is
being actively studied in the United States, Europe, and
Japan. In this chapter, the authors systematically explain in
detail their interesting reports.
In the past 37 years, the surface structuring of vari-

ous materials from a micrometer to nanometer size that is
induced by laser irradiation has been observed. Most of the
primary research was done by Birnbaum [1], who studied
the ruby laser irradiated damage of a semiconductor and
observed the damage morphology. The parallel straight line
pattern was then discovered and therefore the research was
likely the initial one for surface structuring by a laser.

The target materials dealt with until now were metals (Al
alloy, brass, NixP1−x, iron, etc.) [2–8], semiconductors (Si,
Ge, GaAs, etc.) [1, 3, 9–13], polymers [14–29], and recently,
multilayer materials [30–33], inorganic materials [34–39],
superconductor [40], fullerite [41], and diamond crystals and
microclusters [42]. The main interest of the researchers was
how the structures were formed on the irradiated surface.
Some researchers observed laser induced periodic surface
structures (LIPSS) on the irradiated material like a sili-
con single-crystal surface using CO2, Nd:YAG, and excimer
lasers. They explained the cause of the formation of the
periodic structure focusing on the relationship between the
optical characteristics of the laser beam such as the incident
wavelength and polarization and the periodic surface ripples
with spacing and direction. These structures were formed
with the morphology of several hundreds of nanometers to
tens of micrometer size.
On the other hand, many investigations of cone and col-

umn type micronanostructuring by laser ablation have also
been carried out. The target materials used were silicon
(Si) [43–51], a polymer (polyimide, etc.) [52–58], oxides
(YBa2Cu3O7−x, ZrO2� [59–62], nitride (Si3N4� [61], and
metal (Co, Ti, W, etc.) [63–70] to examine the microcones
and microcolumns. Two lasers such as a KrF (248 nm)
excimer laser and a Ti:sapphire (800 nm) laser have been
utilized for the laser ablation of the Si substrate, and the
influence of the ambient gas species such as SF6, Cl2, and air
was examined. The formation of micro–nano-sized protuber-
ances was considered by many different mechanisms such as
the shielding effect of the particulate impurities [53, 54] and
the resolvent [53, 54, 59, 60], the debris particles [61], cap-
illary waves [43–45], catalyst-free VLS (vapor–liquid–solid)
[46–50], etc., depending on the materials.
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Finally, a coherent array with hundreds of nm-sized pro-
tuberances was discovered by the authors for single crystal
tungsten substrates [71–74]. The influence of laser fluence,
wavelength, polarization, surface crystal structure, etc., was
examined. This study will be discussed later.
In this chapter, the various surface micro–nano-scale

structuring processes are described and the phenomena and
the formation mechanisms are also discussed. In particu-
lar, the authors deal with in detail the effect of the sur-
face modification parameters on both the process and the
product by using a pulsed laser ablation technique. This
chapter is composed of three interesting topics that include
laser induced periodic surface structures, cone and column
type surface structuring, and nanometer-sized protuberance
coherent array.

2. LASER INDUCED PERIODIC
SURFACE STRUCTURES

It is well known that laser ablation induces some inter-
esting phenomena on an irradiated surface. For instance,
the surface structuring by laser ablation includes the phe-
nomenon of a LIPSS. Some researchers observed a kind of
fringe, grating, and ripple pattern on the irradiated mate-
rial surface. They discussed these phenomena focusing on
the relationship between the optical characteristics of the
laser beam and periodic surface ripples with spacing and
direction. Based on their discussions, the periodic ripples
were related to the number of laser shots. The first pulse
caused only a rough surface while subsequent pulses cre-
ated periodic ripples [69]. The ripples depended on the inci-
dent wavelength, polarization, and the angle of incidence.
The ripple spacing was calculated from Rayleigh’s diffrac-
tion condition [2, 3, 5, 9–11],

� = �

�1± sin ��
(1)

where � is the ripple spacing, � is the laser wavelength, and
� is the angle of incidence relative to the surface normal.
Some other researchers considered it from the polariza-

tion (p-polarized incident beam) of the incident laser beam
[3, 5, 9–11]. In this case, the ripple direction should be
perpendicular to the polarization of the normal incident
beam and parallel to the plane of the incident beam at
� ≥ 45� [9]. The ripple spacing of the incident beam at � ≥
45� was calculated from �/ cos � [9]. When the laser beam
was circularly polarized, no ripples were observed [10]. In
a recent report about inorganic materials irradiated by an
ArF excimer laser, the influence of polarization on the pat-
terns was not confirmed. This research was planned to mod-
ify the geometric surfaces of the inorganic materials. In the
case of a single crystalline CaF2, the structure of the laser-
irradiation marking depended on the crystal surface struc-
ture [35, 36]. The LIPSS induced on metallic surfaces did
not depend on the laser light polarization or wavelength.
A more important factor seems to be related to the char-
acteristics of the material and its molten phase rather than
those of the laser [7].

2.1. Metals and Alloys

When Emmony et al. [2] investigated the damage of a
germanium-made mirror by CO2 laser irradiation, they dis-
covered a periodic pattern on the mirror surface. One of the
explanations for the formation of the pattern was the scat-
tering effect coming from dust or other particles on the mir-
ror surface. Interference between the scattered and cavity
radiations might proceed so that interference fringes could
occur with a spacing corresponding to the wavelength of
the laser. The most interesting feature in the surface dam-
age was the predominantly parallel nature of the damage
bars with a spacing calculated from Eq. (1), which might be
explained by the interference mechanism. In the two cases of
spacing, the scattered radiation has a component of velocity
toward or away from the incident laser beam. If the radia-
tion intensity falls rapidly in all directions except along the
direction parallel to the surface of the laser electrodes, high
radiation intensity will only occur in the interference fringes
along this direction.
Isenor [5] irradiated a CO2 laser on the surface of NixP1−x

used as a mirror material and the periodic ripple pattern was
also observed on the irradiated area. In the report, the influ-
ence of the polarization and laser intensity and the atmo-
spheric gas species on the surface pattern were investigated
in detail. The ripple wave fronts were normal to the electric
field and varied in spacing from a laser wavelength at normal
incidence to half the laser wavelength for 
 polarization at
grazing incidence. The damage was produced on the NixP1−x

surface in a vacuum and Ar and N2 atmospheres. However,
no distinct ripple pattern was observed under these condi-
tions. In air, O2, or CO2, the ripple pattern was observed
so that an oxygen atmosphere may be needed for the pat-
tern formation. The following formation mechanism was
also suggested. The combination of the incident, reflected,
and diffracted waves could produce a complicated electric
field distribution that would drive the localized plasma oscil-
lations, which would give a locally stronger heating which
would result in a greater erosion of the surface in the “val-
leys” of the ripple pattern.
Fuh has successfully obtained laser-induced ripple pat-

terns on various ferric metal surfaces by using a Q-switched
Nd:YAG laser [6]. Changes of the local magnetic properties
associated with the rippled areas were then investigated to
determine a possible reading method. All these observations
are consistent with the theory of Young et al. [9] for rip-
ple formation. Significant magnetic changes associated with
a steel/chromium formation of the ripples were found on
a steel substrate precoated with a layer of chromium. This
technique can be used as the basis of a machine-readable
laser marking system on steel surfaces, or even other sur-
faces that could be film coated.
For the iron with point defects, a point defect scatter-

ing center produced patterns consisting of confocal circles
while a liner scatter induced fringes parallel to the linear
scratches. The spacing is determined by Eq. (1). The ini-
tial surface state underwent a succession of melting and
solidification by rapid quenching [7]. It could not be simply
explained by the interference of light on a nonpolished iron
surface and the spacing was also different. The authors take
account of hydrodynamic sputtering for the formation. Non-
homogeneities (asperities) were sometimes formed on the
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surface of the target during the laser irradiation. It might
come from an additional expansion of the asperities rela-
tive to the molten surface. Since cooling took place at the
bottom of the liquid target, there was a tendency for the
asperities to move away from the target. The formation of
a particle (droplet) is related to the surface tension of the
liquid phase. It decreased with temperature and the liquid
tended to be pulled away from the hotter region to the
cooler one. This process resulted in a broadening of the
valleys and a narrowing of the hills. The crucial parame-
ter for the surface patterning of iron was surface temper-
ature and there was no simple relation to the wavelength
of the incident beam. Moreover, as the beam was polar-
ized differently for the two studied wavelengths, the theo-
ries based on beam polarization should also be neglected.
The more important factors seemed to be the characteris-
tics of the material and its molten bath rather than those
of the laser. The given temperature range, higher than the
melting point but lower than the ablation threshold and
in which the ejection–redeposition of the droplet occurred,
was necessary for obtaining the steady state rippled sur-
face patterning, whenever the initial state of the surface was
observed.
Yu and Lu report an alternative LIPSS that was produced

on Ni–P disks under low fluence near the melting thresh-
old of Ni–P. The ripple structures induced in Ni–P disks by
248 nm excimer laser pulses are experimentally investigated
by varying laser fluence (175–270 mJ/cm2 for 150 pulses)
and pulse number (400–1000 pulses for 118 mJ/cm2� [8].
A quantity of Ra/��/2� was proposed to characterize as the
real contact area at the head–disk interface. This quantity
was defined as the ratio of roughness height Ra to half ripple
period (�/2). The maximum shear stress and the plasticity
index were derived to analyze the ability of ripple struc-
tures to withstand stress and the head-ripple contact mode,
respectively. Increasing fluence and pulse number may lead
to an increase in ripple periodicity and, on the contrary,
decreases in corresponding maximum shear stress, real con-
tact area �Ra/��/2��, and plasticity index. The control of
the laser parameters (fluence and pulse number) is an effec-
tive way to improve the tribology of the head–disk interface
through the laser-induced ripple pattern such as periodic-
ity and roughness height. The laser irradiation with lower
fluence and fewer pulses is helpful in order to introduce
required ripple structures in magnetic media. This structure
could meet the requirements of elastic contacts between
head and disk, and less deformation under stress, although
with a slight sacrifice in contact-area reduction.

2.2. Semiconductors

The periodic structure was observed on the edge of the
laser-annealed spots on the ion-implanted silicon [10]. The
direction of the periodic fringes was always found to be
perpendicular to the electric vector of the light for linearly
polarized beams. No fringe pattern was observed for the cir-
cular polarization. They suggested that the observed pattern
was due to heating by a standing wave resulting from the
interference of the impinging wave and a radial scattered
wave.

The ripple structure was observed on Si and gallium
arsenide (GaAs) after picosecond laser irradiation [11]. The
ripple spacing was considered to depend on Eq. (1) for the
p-polarized waves and � for the s-polarized waves. When
the laser beam was circularly polarized, ripples could not be
observed. Large and small spacings sometimes coexisted in
the same region. This phenomenon seemed to disagree with
the defect-scattering theory used by Emmony et al. They
suggested that these surface ripples developed as the result
of an exponentially growing interaction between the incident
laser wave front and a scattered surface optical wave. For
GaAs, the arsenic was locally evaporated and redeposited
at the peaks of the ripples so that a pitlike structure was
formed.
In the �111� single crystalline germanium, the surface

structure was a hexagonal system coming from the sim-
ilar underlying symmetry of the �111� surface of germa-
nium [12]. When the incident beam irradiated the surface at
an oblique incident beam, the observed high-order grating
patterns became quite complex, but the observed patterns
generally reflected over rectangular rather than hexagonal
surface symmetry. Here, LIPSS was discussed as the forma-
tion mechanism relating to the spacing and direction of the
ripple determined by the wavelength and incidence angle
of the laser light. Moreover, LIPSS was discussed related
to the number of laser pulses of the laser irradiation and
the first pulse produced a surface roughness. That is, the
spacing for the new ripples could be interpreted from the
reinforcement of the initially incident weak and straggling
surface disturbances caused by the interference between the
incidence beam and successively scattered waves [13].

2.3. Polymers

Tonyali et al. examined the response of highly stressed poly-
imide films to excimer laser radiation (20 ns pulses at 248 nm
wavelength) in a vacuum [14]. They reported changes in sur-
face topography due to surface/near-surface damage, crack
initiation, and eventually crack growth over a wide range
of applied stress. The morphology of the stressed material
had a significant influence on the resulting damage and sug-
gested that the regions of highest damage were those expe-
riencing the highest local stress.
When the laser with a wavelength of the absorption edge

was irradiated on a polymer with a high glass transition
temperature, a microstructure with a periodicity of about
1 �m was formed. In this case, the XeCl laser was irra-
diated on polyethersulfone [15]. The optimization of the
laser fluence and polarization of the laser could lead to the
anisotropy and periodicity of the patterns [16]. For exam-
ple, although the microstructure of the random fingerprint-
like pattern was obtained by irradiation of the nonpolarized
laser beam, the anisotropy of the microstructure gradually
increased if the degree of polarization was increased. The
grating pattern was observed for the irradiation of the plane
polarized beam. Moreover, the periodicity increased as the
laser intensity increased. The periodicity was 1 �m, three
times larger than the laser wavelength, and there was no
effect by the interference of the incidence beams. Therefore,
the thermal processes of the surface during and after the
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laser radiation play a significant role in the formation of the
microstructures.
Dyer and Farley reported that periodic surface structures

were observed on organic polymers that were photoablated
using low coherence excimer lasers [17]. Both unpolarized
and linearly polarized radiation at 248 and 308 nm produced
well ordered, micrometer-scale structures over dimensions
greatly exceeding the coherence area of the laser at the
surface. The formation of such structures was understood
through effects by surface scattered wave effects.
Periodic line structures with a period of 167 nm and

linewidths varying from 35 to 100 nm were produced on
polyimide by direct ablation with a KrF laser using an
interferometric technique [18]. Since ablation is a nonlin-
ear process, the resolution can exceed that expected from
the wavelength and numerical aperture of the system; the
linewidth can be controlled by varying the laser fluence. This
externally generated period of 167 nm prevents the sponta-
neous growth of periodic surface structures due to radiation
remnants.
Bolle and Lazare contributed many papers on laser

nanostructuring of polymers [19–21]. A controlled
submicrometer-level rough surfaces is desired in many
applications. For the first time, pure LIPSS (without any
ablation or any larger structure) of submicrometer size
(spacing and amplitude of 0.2 �m) was developed on
polymer surfaces (polyethylene terephthalate, polybutylene
terephthalate, polystyrene, polycarbonate, etc.) by irradi-
ation with 1000 pulses of the polarized beam of an ArF
(193 nm) and KrF (248 nm) excimer laser [19, 20]. Fluence
should be below the ablation threshold of polymers and
chosen in a narrow window that depends on the polymer
and the wavelength. Structures were obtained also by
irradiation of thin films (200 nm) coated on silicon wafers.
The mechanism of ripple formation is related to the surface
wave. Owing to the simplicity of this irradiation procedure
large-scale surface treatments could be done. Surface
properties such as friction, adhesion, and so on could be
very much improved.
Periodic ripples and dot patterns with spacing smaller

than 200 nm were produced on various highly absorbent
polymers (polyethylene terephthalate, polybutylene tereph-
thalate, polystyrene, polycarbonate, etc.) using a polarized
beam of an ArF and KrF excimer laser [21]. The period
of the structures increases with the wavelength used and
with the angle of incidence of the beam, whereas the rip-
ple direction was parallel to the polarization direction. The
fluence interval in which the pattern could be produced
was far below the ablation threshold of the polymer but
probably allowed local melting or photolysis of the surface.
For polystyrene, a strong influence of the presence of oxy-
gen was observed, which led to the conclusion that photo-
oxidative processes played a major role in the structure
growing mechanisms.
Periodic structures of sub-half-micrometer size were pro-

duced on the surface of different polymers [polyethy-
lene terephthalate, polyimide-type Kapton (DuPont), and
polyimide-type XU 293 (Ciba-Geigy)] by Nd:YAG laser irra-
diation at 266 nm wavelength [22]. A phenomenological
explanation for the ripple formation in terms of generating
waveguide modes on the polymer surface was proposed.

A branched dendritic surface structure on polyethylene
terephthalate (PET) could be observed after 248 nm KrF
laser irradiation in a vacuum [23, 24]. These structures con-
sisted of independent objects with lateral dimensions of sev-
eral micrometers and a substructure starting at a certain
center. These structures were henceforth denoted as sur-
face dendrites. They were upheaving above the surface by
about 5–30 nm and extended into the surface by about
the same amount. The formation of these dendrites was
most pronounced for single-pulse irradiation and fluences
around the ablation threshold (for PET about 40 mJ/cm2

at 248 nm). The dendrites are probably polymeric crystal-
lites, which grew within the amorphous surface layer formed
by laser irradiation of the semicrystalline polymer foil. The
crystalline dendrites were formed through the process of
melting and solidification. The lateral growth rate of den-
drites was of the order of 100 nm/h.
Periodic surface structures generated by linearly polarized

ArF excimer laser (193 nm) were studied on PET, in a nar-
row fluence region (3–5 mJ/cm2) [25]. A homemade kine-
matic base plate ensured the reproducible positioning of the
sample with respect to the atomic force microscope (AFM)
and the laser beam. The main subsequent phases of the
LIPSS formation were identified as laser light scattering on
the originally existing granules, formation of elliptical struc-
tures around the granules, and the transformation of ellipses
into ripple-shape modulation. The LIPSS generating feed-
back mechanism was described: the incident beam and the
beams scattered on the granules and already existing LIPSS
interfere causing spatially modulated melting and crystal-
lization, which developed the structure. The dependence of
the LIPSS period on the wavelength and on the angle of
incidence was studied. The structure’s height and surface-
roughness vs the number of laser shots was measured. The
experimental results were in good agreement with the theory
of self-organized diffraction gratings. It was proved exper-
imentally that the LIPSSs were formed by redistribution
of the material on the surface, without significant material
removal.
Some applications of polymer films required microstruc-

turing of partly uneven substrates. This could not be
achieved by conventional photolithography, casually per-
formed with ultraviolet short-pulse lasers (excimer, fourth
harmonic Nd:YAG) [26, 27]. When processing is thermally
sensitive or polymers were undoped ones with low optical
absorption, the precision of ablation could be improved by
using femtosecond laser pulses and the heat-affected zone
would be reduced. Then, a Ti:sapphire laser system was
employed to perform ablation experiments on polyimide.
Highly oriented ripple structures, which were related to the
polarization state of the laser pulses, were observed in the
cavities. The relationship between the ablation threshold flu-
ence and the number of laser pulses shot to the same spot
was described in accordance with an incubation model.
The dichroism of the laser-induced periodic microstruc-

ture on a polyimide surface was studied with polarized
reflectance infrared spectroscopy. The experimental results
showed that the polar C O groups in the polyimide exhibit
a greater tendency of orienting in the direction parallel to
the microlines while the nonpolar C–C–C linkages between
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the two benzene rings in the diamine moiety tended to ori-
ent in a direction perpendicular to the nanolines [28]. This
result indicates that the polyimide molecule chains tend to
orient in a direction perpendicular to the nanolines.
Surface modification on a polyimide film by pulsed ultra-

violet (UV) laser irradiation with a fluence below its ablation
threshold was examined [29]. It was observed that a pho-
tochemical reaction occurred and hydrophilic groups, such
as -OH and -COOH, were formed on the polyimide sur-
face after irradiation. A ripple microstructure was formed
on the surface when the angle of incidence of the laser
beam was 20–50�. The contact angle of the polyimide sur-
face with water decreased and the adsorption ability of the
surface to a water-soluble dye clearly increased after laser
irradiation.

2.4. Multilayer Materials

An analytical model was proposed in order to predict
the LIPSS formation on silicon dioxide/silicon and silicon
dioxide/aluminum interfaces [30]. The freezing of surface
waves was considered to understand the dominant mecha-
nism for ripple formation. The model precisely predicts a
linear relationship between the interface periodicity and the
silicon dioxide thickness. The ripple periodicity in the sub-
strates could hence be adjusted by varying the thickness of
the SiO2 overlayer. This process was expected to be useful
in laser microtexturing for magnetic media of high storage
density, which requires microtextures to be well controlled
within a certain roughness to prevent stiction failure. The
theoretical calculation had good agreement with the experi-
mental results.
The LIPSSs by excimer laser at the interfaces of silicon

dioxide/silicon have been investigated experimentally [31].
It was found that a stable, fine, and homogeneous ripple
structure was preferentially generated under a comparatively
larger laser beam. The ripple periodicity seemed to have no
angular dependence and was enhanced with increased laser
pulses for the first few pulses. The initial substrate tempera-
ture also represented an important parameter that could be
used to control the interface ripple structures. The threshold
pulse number for the ripple formation at different laser flu-
ences, or at different oxide thicknesses was studied as well.
This study will be helpful to understand the physics of laser-
induced ripple formation and hence be useful in controlling
ripple structures within the range required for the laser tex-
turing of high density magnetic recording media.
Rapid thermal processing was reported to be capable of

improving film properties [32]. In this study, the effects of
rapid thermal annealing (RTA) on rapid-thermal-annealed
radio-frequency-sputtered silicon oxide films and hence on
LIPSS by excimer laser at the silicon dioxide/silicon inter-
face were investigated. It was found that the RTA of the
oxide film done by increasing either annealing temperature
or annealing time could enhance the ripple growth but did
not change the topography of the ripple structure. The ellip-
sometric measurements indicated that the optical constants
of the film, and hence the calculated film density, increased
with an increment of annealing temperature or annealing
time. The increase in film density is balanced by the decrease
in the corresponding film thickness. An analytical model by

Yu and Lu predicted that the increase in ripple period was a
result of enhanced energy absorption caused by the decrease
in equivalent reflectivity of SiO2/Si after RTA. The calcula-
tion was identified to be consistent with the experiment.
The periodicity of the ripple for a material like a mul-

tilayer film with SiO2/polysilicon/SiO2/single crystal silicon
by XeCl excimer laser (wavelength: 308 nm, pulse duration:
35 ns, repetition rate: 5 Hz, pulse number: 10 pulses, flu-
ence: 340 mJ/cm2� irradiation could not be explained using
Rayleigh’s diffraction condition. The ripple wave fronts were
chaotic patterns rather than parallel lines [33]. The ripple
wave fronts were controllable by changing the polysilicon
surface topology. Moreover, since molten silicon would not
be wet a SiO2 surface, these ripples likely formed in order
to release stress in the polysilicon film upon solidification.

2.5. Inorganic Materials

Ihlemann et al. reported on the ablation of fused silica
using several excimer lasers (20–30 ns pulse duration at
193, 248, and 308 nm) and a short pulse laser system
(500 fs at 248 nm) [34]. Ablation rates ranged from sev-
eral hundred nm/pulse (193 nm or fs-laser) up to about
6 �m/pulse (308 nm). The performance of the ablation not
only depended on wavelength and pulse duration but also
on the existing surface condition or laser induced surface
quality (e.g., roughness) of the material. Special ablation
phenomena were observed there. That is, at 193 nm and
moderate fluence (3 J/cm2) ablation took place at the rear
side of a plate without affecting the front side, whereas at
higher fluence normal ablation at the front side occurs. At
248 nm (28 ns pulse duration) the existence of two consecu-
tive ablation phases was observed: smooth ablation at a low
rate was followed by explosive ablation at high rate. The
smooth shaped holes using fs-pulse lasers were formed dur-
ing the first pulses, whereas high pulse numbers caused the
development of a ripple structure in the ablation craters. So
two different ablation mechanisms were involved. The first
was based on two photon bulk absorption while the second
was based on controlled surface damage in relation to (par-
tially laser induced) singularity conditions at the surface.
When microstriae were formed by ArF excimer laser irra-

diation on inorganic materials such as synthetic silica glass,
soda-lime glass, quartz, corundum, and calcium fluoride, the
relationship between the microstriae and polarization of the
laser beam was not confirmed [35, 36]. The direction of
the microstriae depended on the incidence angle of laser.
As the incident angle approached 90�, the directivity of the
microstriae became strong and the striae line became longer.
Polarization did not affect the directivity of the microstriae.
The microstriae were also formed on quartz as well as on
silica glass. Since soda-lime glass had the high absorption
coefficient, almost all of the laser beams were absorbed
and removed near the surface so that the surface became
smooth. When corundum and calcium fluoride surfaces were
irradiated and removed, the cleavage fracture occurred with
preference to the crystal direction having a weak binding
energy.
Regular structures on Al2O3 surfaces were observed on

the bottom of the ablation pit after Ti:sapphire laser (wave-
length: 800 nm, pulse duration: 120–300 fs, repetition rate:
1 kHz) ablation by linearly polarized laser pulses [37]. These
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structures did not comply with conventional ripple patterns.
Instead, they more nearly resemble wickerwork and were
aligned perpendicular to the laser beam polarization. They
observed parallel chains, 1–2 �m long and about 250 nm
wide, both on the bottom and on the edge of the pit. Neither
the general structure nor the spacing of about 3/� changed
with the angle of incident, the pulse duration, the fluence,
or the number of pulses. A similar morphology was obtained
by arc discharge erosion at AgCdO electrodes, suggesting
that explosive laser ablation might be characterized by high
electric field effects and self-organization in the ablation
craters.
Laser processing of sapphire using a Ti:sapphire laser at

790 and 395 nm and pulse widths varying between 200 fs
and 5 ps was reported [38]. A clear improvement in quality
was demonstrated for multishot processing with sub-ps laser
pulses. For fluences between 3 and 12 J/cm2 two ablation
phases were observed, which was in agreement with previ-
ous work from Tam et al. using 30 ps, 266 nm laser pulses
[39]. During the “gentle ablation” phase, periodic wavelike
structures like ripples were observed on the Al2O3 surface.
The structures were perpendicular to the laser polarization
and their spacing was almost equal to the laser wavelength,
indicating metallic-like behavior of sapphire in a thin sur-
face region due to the long lifetime of free electrons in
the conduction band. The ripple modulation depth was on
the order of a few tens of nm. For fluences between 1 and
2.5 J/cm2, below the single-shot surface damage threshold
and at a pulse width above 200 fs, microstructures could be
produced at the rear side of a 1 mm thick sapphire substrate
without affecting the front surface.

2.6. Others

For the Bi2Sr2CaCu2O8 (BSCCO) superconductor [40], the
hexagonal microstructure, with the diagonal of each hexagon
being about 0.7–0.9 �m and 10 nm heights, was formed.
However, the formation mechanism had not been clarified.
According to the theory of a two-dimensional phase transi-
tion, a single crystal should melt into a so-called intermedi-
ate “hexatic” phase. The experimental results of the charged
colloidal particles formed under a two-dimensional plasma
system supported the idea of hexagonal structure formation
during melting [75–77]. It is well known that the plasma
formed during laser ablation and the surface molten layer
have little interaction with the solid surface. Therefore, the
theory of two-dimensional phase transition might be able to
be applied to this case. These structures were formed dur-
ing the solidification process of the laser induced thin liquid
layer of BSCCO. Moreover, a crack of 0.1 �m depth by 5
laser pulses ran in accordance with the a-axis and b-axis. The
crack might be formed by the thermal stress induced on the
surface of the target. When the number of laser irradiation
pulses increased to 50, the crack became 2 �m in depth. Fur-
thermore, it had a pyramid-type projection of 3 �m height
by increasing the number of laser shots up to 1200 pulses.
Consequently, it was based on the influence of the surface
structure.
For the fullerite surface [41], the sharp regular pattern

of ripples was observed on the circumference of the laser
spot. In the process of ablating the surface area in the laser

spot, a wavelike morphology was created. Also, a crater in
the rough surface became clearer and it became sharper
as the number of laser pulses increased. The sharp ripple
could be reproduced and it was observed that the rip-
ple spacing depended on the incidence angle. The spac-
ing by �/cos� was realized from the 20� incident angle.
This is based on interference of the incident field with a
surface scattered field. The surface field can be generated
by electronic excitations or defects already present or cre-
ated by the laser irradiation. If there is anything like a
scratch, the spacing of a fringe from interference is given
by Eq. (1). The morphology of the periodic nanostructures
can be controlled by the laser conditions such as laser flu-
ence, angle of incidence, and wavelength. On the other
hand, the laser pulses of a 266 nm wavelength produced
patterns similar to those observed under analogous condi-
tions in polymers. Thermal effects were responsible for the
formation of bubblelike structures and the annealing of the
surfaces.
On the diamond surface [42], ripple grooves were formed

perpendicular to the direction of the electric field. The
spacing of the ripple was on the order of the wavelength,
which was in agreement with the previous report relating
to interference. However, a ripple with the small spacing of
50–100 nm was also formed besides the spacing with the
wavelength order. The formation of the secondary spacing
could be attributed to the out-of-phase superposition of the
electromagnetic fields due to the laser pulses. It was hypoth-
esized that the scattered wave was not only produced by
the interference but also by a thin waveguide etched on the
surface. When the unpolished surface was irradiated, two
surface ripple trains crossed each other on the side of a crys-
tal wall and a crosshatch pattern was created. The spacing
of the ripples was not in agreement with the value calcu-
lated from Eq. (1). The consistent periodicity (�/2) observed
on all the clusters nucleated along the ablation path indi-
cated that the formation of circular corrugations on these
clusters might not be due to random stacking faults, which
occurred during the growth process. The periodicity of these
ripples was significantly influenced by the surface roughness
and morphology of the surface. On an extremely smooth
surface of a single crystal and a diamond surface, an interac-
tion was produced only between the incidence wave and the
wave reflected from the surface. However, for a surface with
polycrystalline grains (i.e., for pyramids with smooth facets,
an unpolished diamond surface, or spherical random fea-
tures on a laser-processed diamond), the interaction among
the incident wave, the scattered one, and backscattered ones
became more complex.
Many investigations of LIPSS have been carried out on

various materials. In almost all cases, the formation of a
periodic structure was taken into account from the stand-
point of the laser beam characteristics. That is, the relation-
ship between the optical characteristics of the laser beam,
such as the incident wavelength and polarization, and the
periodic surface ripples with spacing and direction was dis-
cussed. Some parameters characteristic of the material, the
crystal structure of the material, and surface roughness were
also considered to be very important since researchers think
that such parameters are key factors.
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3. CONE/COLUMN TYPE
SURFACE STRUCTURING

The laser ablation method has attracted much attention
with respect to the surface patterns induced by laser irra-
diation as mentioned in the previous session. Besides the
surface patterns, microcones and microcolumns induced by
laser ablation have been studied. Many target materials have
been used in order to clarify this formation mechanism.
They include semiconductors (Si, Ge) [45–51, 64], oxides
(YBa2Cu3O7−x, ZrO2, Al2O3–TiC) [59–62], a nitride (Si3N4)
[61], a polymer (polyimide, etc.) [52–58], metals (Co, Ti, W,
etc.) [63–68], and alloys [69, 70]. The lasers used were an
excimer laser, a Nd:YAG laser, and a Cu vapor laser to form
the microcone and column. Nowadays, even a femtosecond
laser (Ti:sapphire) is used. This research field will be more
actively studied from year to year.

3.1. Semiconductors

The KrF (248 nm) excimer laser and a Ti:sapphire (800 nm)
laser were mainly used for the Si substrate ablation. Since
the column formation was related to the ambient gas
species, the influence of the ambient gas species such as SF6,
Cl2, and air was also examined. The microcones could not
be produced in an inert (Ar) gas atmosphere and did not
have sharp conical spikes in a vacuum [51]. Therefore, it
was concluded that their growth was driven by the chemical
reaction with the chemical gases.
Sánchez et al. [43–45] reported the growth of whisker-

like columnar structures on (100) silicon targets in air by
ArF excimer laser (193 nm, 23 ns) irradiation. Microcolumns
were not be formed with preferential etching of the sur-
rounding materials. The obtained results showed the dynam-
ics of the hydrodynamical growth leading to the formation of
the columns. These columns were typically 1–2 �m in diam-
eter and never below 1 �m and presented a dispersion in
height. Some of them were as high as 20–30 �m in a 0.3-�m-
deep crater. In this case, the dependence of the evaporation
was slight. The growth process of the columns was as fol-
lows. At first, small micrometer-sized depressions (Fig. 1a)
on the flat surface appeared after more than 100 laser pulse
shots. With more shots, the formed depressions increased in
area (Fig. 1b) but did not develop so significantly in depth.
Simultaneously, other depressions appeared and the result
was the constriction of the nondepressed area and the for-
mation of an elevated reticular network with a mesh size
of some micrometers (Fig. 1c). The original surface was no
longer identifiable and a quite flat new one appeared in the
inner part of the polygons defined by the network (Fig. 1c).
With additional pulses, the material of the network tended
to have fewer branches and accumulated at nodes. As a
consequence of this process, the branches became slim and
broke, and isolated hillocks were formed (Fig. 1d). As the
laser irradiation continued, the base material crawled up to
the top of the hillocks along the hillock surface so that the
structure became columnar (Fig. 1e). This process gradually
advanced and the initial conical shape evolved into a cylin-
drical one after more pulses (Fig. 1f). Tall columns resulted
with diameters between 1 and 2 �m, whose height could
increase as high as 15 �m in 100 pulses. The movement of
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Figure 1. 45� SEM views of Si microcolumns obtained after irradiation
at the laser fluence of 2 J/cm2 from the initial depressions (a) to the
final columns (f) [note that magnification of (f) is higher]. Reprinted
with permission from [43], F. Sánchez et al., Appl. Phys. Lett. 69, 620
(1996). © 1996, American Institute of Physics.

silicon atoms in the radial direction was presumably pro-
moted due to the thermocapillarity as a consequence of dif-
ferences in temperature and then in surface tension. Liquid
silicon has a higher density (2.52 g/cm3) than solid silicon
(2.32 g/cm3� so that the liquid will go up as the solid–liquid
interface advances during solidification (the volume of the
solidified layer is greater than that of the liquid phase and
the volume expansion of the solidified liquid at the top layer
occurs in a short time).
Pedraza et al. [46–50] researched most actively in this field

and proposed that microcolumn growth occurred through a
combination of the tip melting of the columns by pulsed-
laser shots and the condensation of silicon from the silicon-
rich vapor produced by ablation of the foot area of the
columns. This growth process is conceptually similar to the
VLS method used to grow silicon whiskers so that they
called it the “catalyst-free” VLS mechanism. The impurities
related to any growth mechanism through surface tension
effects [78] or thermal expansion of the liquid [79] might
affect their morphology with the tip becoming thinner. How-
ever, the experimental results showed that the columns did
not become thinner as their length became longer. More-
over, the cumulated thermal expansion model [79] is not
applicable here because the microcolumn formation and
growth strongly depended on the ambient atmosphere. It
strongly suggests that growth advanced due to the conden-
sation of small atom clusters and/or molecular reactions
at the tips of individual columns. The fact that an oxygen
atmosphere promoted column growth indicates that chem-
ical reactions and/or oxidized species exist at the growing
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tip. The column growth did not occur in an argon atmo-
sphere or vacuum. Figure 2 shows the conical arrays of
the walled silicon structure produced in 1 atm of SF6 by
KrF excimer laser irradiation with 2040 pulses and the flu-
ence of 1.5 J/cm2. In an oxygen atmosphere, silicon micro-
columns are produced as in Figure 1f. However, extremely
long structures are produced in SF6, and at first, they look
like walls surrounding very deep central holes. The conical
arrays formed in SF6 were more complex. They showed a
kind of melted droplet-shaped morphology not only at the
tips of the cones and walls but also on their sides. The axis
of a column remained the same as the axis of a solid and a
column grew upward along with the flow of gas, not along
the liquid between columns. The top of a column was higher
than the original surface. Since the tip of a microcorn is
exposed to the high-density plasma generated by laser abla-
tion, it may be etched so that the growth might be sup-
pressed. The maximum height of a corn decreased with the
increase in atmospheric pressure. From a heat balance equa-
tion, solidification of the molten silicon occurred before the
melted Si moved to a tip site (time is too short) so that it
deposited again with gas and made the column grow. Col-
umn formation was done with the ablation plasma induced
from the pulse laser irradiation.
Her et al. produced an array of sharp conical spike micro-

cones using a femtosecond laser [51]. The influence of the
ambient gas on the shape of the spikes indicates that the
chemical reaction between SF6 or Cl2 and silicon contributes
to the formation of the spike shapes. The sharp spikes did

10 µm

Figure 2. Walled Si structure produced by 2040 laser pulses at 1.5 J/cm2

in 1 atm of SF6. Reprinted with permission from [46], A. J. Pedraza
et al., Appl. Phys. Lett. 74, 2322 (1999). © 1999, American Institute of
Physics.

not form in a vacuum, N2, or He so that the chemical reac-
tion was considered to be very important.

3.2. Polymers

Many studies of the photochemical processing of polymer
films using excimer lasers have been reported. The direct
etching of polyethylene terephthalate film using a XeCl laser
was investigated and was shown to be consistent with a
thermal model for degradation. Microstructure revealed by
deep etching suggests that the UV laser might prove useful
for studying polymetric materials. Polyimide and photoresist
film was also directly etched [52]. Dyer et al. [53, 54] discov-
ered polyimide cones using excimer laser ablation (Fig. 3).
The cones were produced by the shielding effect of the
seeding particles. Therefore, the cone density of the area
was changed by the size of the seeding particles. In this
case, the areal cone density and cone full angle decreased
with increasing laser fluence. The microcones were also pro-
duced by the shielding effect of particulate impurities by
laser ablation.
The surface of polyethylene terephalate obtained by irra-

diation with the 193 nm pulsed radiation of the ArF
excimer laser (107 W/cm2� in air or the 185 nm low-intensity
(2.5 mW/cm2� radiation of the mercury lamp in a vacuum
was studied by Lazare and Srinivasan [55]. The X-ray photo-
electron spectroscopy (XPS) analysis revealed that both
were depleted in oxygen, but the efficiency of the change
was intensely dependent on nonlinear effects at high inten-
sity. The pulsed radiation gave ablative photodecomposi-
tion when the energy of the pulse was ≥40 mJ/cm2. The
radiation area yielded a rough surface that was composed
of tiplike structures of submicrometer size. The roughness
increased with the accumulation of pulses and the maximum
spacing of the roughness reached 1–2 �m at 10 pulses. The
roughness also showed some periodicity. Since the chemical
composition of the laser-treated surface dose not vary with
the accumulation of pulses, the increase in the advancing
contact angle with water was interpreted as depending on
roughness. Labeling reactions and XPS were used in order
to probe the reactivity of the modified surface. Carboxylic
acids, alcohols, and olefins were qualitatively and quantita-
tively probed. The laser treatment had a superior ability to
create new functionalities.
The ablation of PET by ArF laser radiation was stud-

ied at different fluences for amorphous and semicrystalline
samples [56]. The surface structure created on PET was
interpreted as resulting mainly from a difference in the etch
rate and not the ablation threshold between amorphous and
semicrystalline PET. UV laser etching was proposed as a
quick and easy method for observing the crystalline subsur-
face structure of aromatic semicrystalline polymers, as long
as low fluence and a low pulse repetition rate were used.
The melting of the PET surface occurred at high fluence
(≥80 to 100 mJ/cm2). The ablative photodecomposition pro-
cess threshold was about 20 mJ/cm2. At higher fluence of
150 mJ/cm2, ripples were observed but looked more like
“quenched drops” than those at 120 mJ/cm2. For this struc-
ture, Novis et al. suggested that the “hills” corresponded
to the more crystalline material and the ”valleys” to more
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Figure 3. XeCl laser etched polyimide (300 shots at 70 mJ/cm2). SEM
images showing (a) unseeded spun-on film, (b) seeding with ∼0.05-
�m-diameter particles, and (c) seeding with ∼3-�m-diameter particles.
Reprinted with permission from [53], P. E. Dyer et al., Appl. Phys. Lett.
49, 453 (1986). © 1986, American Institute of Physics.

amorphous material. The droplike shape of the top of the
hills was easily recognized.
Excimer-laser-induced ablation of polymers was often

accompanied by a modification of the surface morphology at
the irradiated regions [57]. The models by Novis et al. [56]
were proposed for this effect. The origin was sought for in
the different reflectivity or absorbance, or a higher energetic
stability of crystalline and amorphous material. A study by
Bahners and Schollmeyer on synthetic fibers irradiated by

UV laser was conducted to examine that assumption and
gave evidence of a thermal contribution to laser–polymer
interaction. Furthermore, a strong influence of internal or
external stress fields was found. On this basis a synergetic
understanding of the surface structures was proposed.
Niino et al. investigated the laser ablation of an elastomer

composite with picosecond (ps) and femtosecond (fs) pulsed
UV lasers (ps laser: � = 263 nm, � = 8 ps; fs laser: � =
248 nm, � = 500 fs) [58]. Upon laser irradiation, a unique
microstructure on the surface of the elastomer composite
(acrylate polymer) containing carbon black (particle size:
18–30 nm) was observed. The laser-ablated surfaces were
analyzed by scanning electron microscopy (SEM) and XPS.
The formation mechanism was discussed in terms of ther-
mal effects induced by the different pulse durations of the
lasers. Intrinsic laser ablation without thermal effects was
experimentally demonstrated by fs-laser ablation of the com-
posite, where the heat-affected zone on the surface during
laser irradiation was negligible. These advantages of fs lasers
indicated that it is a very promising technique for various
applications in precise material processing.

3.3. Oxides and Nitrides

For the YBa2Cu3O7−x microcone formation, the yttrium
concentration increased at the cone tip during the initial
step of the microcone growth; this yttrium-rich shell seemed
to suppress the laser vaporization [59, 60], which enabled us
to consider an impurity shielding mechanism for the cone
formation. Such phase segregation could provide the mech-
anism for column formation. The top of the columns must
be at the level of the initial target surface or below the level.
Miyamoto and Maruo [61] explained that a Si3N4

microcone formation mechanism was related to the debris
particles (Fig. 4). (1) During the first step, debris particles
produced by the laser irradiation stuck to the laser irradi-
ated area, then (2) small protuberances were produced by
an alternative ablation around the debris particles, (3) the
fluences were reduced on the side of the protuberance,
and (4) after these processes, the conical protuberance with
a high aspect ratio was generated. Therefore, this process
mainly occurs due to the etching of the base material and
not to the redeposition of base material on the tip. Conse-
quently, the top level of the microcone is below the level of
the initial target surface.
For Al2O3–TiC [62], the mechanism comes from the

shielding effect. Column growth started with the formation
of small globules of solidified TiC. With subsequent laser
pulses, the globules coalesced, leading to an increase in the
mean globule diameter. This process continued until the sur-
face was completely covered by the globule. At this point, a
further increase in the number of pulses lead to the evolu-
tion of the globules into a columnar topography.

3.4. Metals and Alloys

For metals, two cone formation mechanism models were
proposed. One is a kind of growth model. The nucleation
of cones is considered to occur only during the stage of ini-
tial laser irradiation. Once a surface relief is created, it is
accelerated to grow through the appearance of “hot” valleys,
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(a) E=1J/cm2, N=100 (b) E=1J/cm2, N=1000

(c) E=3J/cm2, N=100 (d) E=3J/cm2, N=1000

(e) E=4J/cm2, N=100 (f) E=4J/cm2, N=1000

Figure 4. Surface appearance of Si3N4 irradiated by KrF excimer laser.
(a) 1 J/cm2, 100 pulses, (b) 1 J/cm2, 1000 pulses, (c) 3 J/cm2, 100 pulses,
(d) 3 J/cm2, 1000 pulses, (e) 4 J/cm2, 100 pulses, and (f) 4 J/cm2,
1000 pulses. Reprinted with permission from [61], I. Miyamoto et al.,
Proc. SPIE 1279, 66 (1990). © 1990, International Society for Optical
Engineering.

where the electromagnetic energy of the light wave sustains
the cone growth. As a result of this effect, the depth of the
valleys increases and the cone structure becomes more and
more pronounced [63]. The other was developed by Dolgaev
et al. [64], who produced the microcone by combination of
Si, Ge, and Ti materials and a copper vapor laser. Figure 5
shows the Ge and Ti microcones irradiated in a vacuum. The
nuclei were formed by the capillary waves, which induced
different reflective areas on the surface. The bottom of the
wave was ablated more than the top of the wave so that the
evaporation produced a metal vapor, which could deposit
on the top of the wave. Cones were then produced with a
height of 20–30 �m. Both mechanisms indicate that micro-
cones grow by the process of evaporation and deposition of
metal vapor. In these papers, the densities of the cones and
the irregular arrays were not mentioned.
Krebs and Bremert investigated microcones using the

pulsed KrF excimer laser ablation with a laser fluence of
7 J/cm2 on thin metallic alloys of Fe50Nb50 [70]. In the outer
part with a lower energy density, microcolumnar structures
evolved, which were aligned in the direction of the inci-
dent laser beam due to the recrystallization process after
laser irradiation, although the laser plume emanated nor-
mal to the target surface. Most columns were narrowed in
the upper part and covered on top by small droplets, but

(a)

(b)

Figure 5. Conical structures on the surface of a single-crystal Ge (a)
and polycrystalline Ti (b). Irradiation in vacuum, laser fluence of
1 J/cm2. Space bar denotes (a) 20 and (b) 40 �m. Reprinted with per-
mission from [64], S. I. Dolgaev et al., Appl. Phys. A 73, 177 (2001).
© 2001, Springer-Verlag.

underneath cracks were visible. They investigated the sto-
ichiometry transfer from the target to deposited films by
pulsed laser ablation. However, they did not define the for-
mation mechanism of the microcolumns in detail.
The authors examined the tungsten microcone using

Nd:YAG laser ablation [65–68]. Figure 6 shows the SEM
micrographs of tungsten microcones obtained after irradi-
ation at the laser fluence of 2.6 J/cm2 with 1–2400 pulses.
The initial few hundred pulses by the laser produced only a
rough surface (Fig. 6a–d) and subsequent pulses created the
microcone arrays (Fig. 6e–g). The morphology of the micro-
cone was strongly affected by the number of laser pulses.
The irradiation with more than 1200 pulses (Fig. 6f) pro-
duced microcones up to a 20 �m height with about a 1.5 �m
diameter at the tip. This experimental result showed that the
cone’s height increased with the number of pulses, so that
a multiplicity of pulses was required to get a cone with a
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Figure 6. 45� SEM views of tungsten microcone obtained after irradia-
tion at the laser fluence of 2.6 J/cm2 in 4 KPa of He gas: (a) 1, (b) 30,
(c) 100, (d) 300, (e) 600, (f) 1200, and (g) 2400 pulses. Reprinted with
permission from [65], Y. Kawakami et al., Appl. Phys. A 74, 59 (2002).
© 2002, Springer-Verlag.

high aspect ratio. Figure 7 shows the relationship between
the density, height of the microcones, and number of laser
pulses. The microcone density decreased and height rapidly
increased until about 600 pulses. They then gradually began
to saturate. The cause of the decrease in the microcones
was due to the absorption of the smaller microcones by the
larger ones as if they were following a kind of capillary since
the smaller ones were more easily melted than the larger
ones during the laser irradiation. The authors also exam-
ined the effect of laser fluence on the morphology of the
microcone arrays. Microcones were also formed with about
a 10 �m height when the irradiation was done at the lower
laser fluence of 1.5 J/cm2 after 2400 pulses. Therefore, the
microcone growth rate depended on the laser fluence.
For a high laser fluence, microcones were not created

because the irradiated surface has been significantly melted,
etched, and ablated by the very high laser fluence. The
authors then observed a random pattern or a ring structure.
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Figure 7. Relationship between the density, height of microcones,
and number of laser pulses. Reprinted with permission from [65],
Y. Kawakami et al., Appl. Phys. A 74, 59 (2002). © 2002, Springer-
Verlag.

Such a different pattern growth might be due to a ther-
mal strain wave, thermal expansion, temperature gradient,
and nonuniform temperature by various spatial distributions
of intensity in the laser spot. The pattern formation might
be affected by the laser plasma plume because it depended
on the size of the plume. These patterns were also con-
firmed in the laser fluence at 6.8 J/cm2. The critical laser
fluence to change the morphology from microcones to the
random structure was 4–5 J/cm2 under these experimen-
tal conditions.
The microcone and silicon whisker growth by the VLS

method [46–50] showed an analogous morphology. The
growth of silicon whiskers could be attributed to the pres-
ence of various impurities. For the silicon laser ablation,
chemical gases such as SF6, Cl2, and air were used to form
a silicon microcolumn and microcone. However, the authors
used neither an impurity nor chemical gases. The authors
thought that the growth mechanism of the microcone was
different from that of the silicon whisker. Their experi-
mental results showed that the melted tungsten induced
by the repetition of the pulsed laser irradiation played a
significant role in the formation of the microcone. That is,
the initial laser pulse produced only a rough surface like a
crater structure (Fig. 8a). Successive several tens of pulse

Initial laser pulse

Tungsten substrate

Many dome and
crater Structure

(a) Several tens
laser pulses

Tungsten substrate

Fixed/melted/solidification
and become to tip Structures

(b)

Several hundreds laser pulses

Tungsten substrate

Shielding effect

Laser induced
plasma plume
with ablated particles

Ablated in this area

(c) More than six hundred
laser pulses

Tungsten substrate

Microcones
array φ1.5 µm

20 µm

(d)

Redeposition

Capillarity effect

Figure 8. Schematic illustrations of growth mechanism of tungsten
microcones by laser irradiation. Reprinted with permission from [65],
Y. Kawakami et al., Appl. Phys. A 74, 59 (2002). © 2002, Springer-
Verlag.
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irradiations could create the melted/solidification tungsten
hemispheres. The decrease in the number of hemispheres
was due to the capillarity among the random protrusions
(Fig. 8b). The large hemispheres absorbed smaller ones
because the surface energy could decrease. The morphol-
ogy of the microcone was strongly affected by the num-
ber of laser pulses. In this process, resolidification of the
slightly induced liquid tungsten took place. The protuber-
ance and dome structures of the rough surface are easily
created due to the initial melt generation. The spherical tip
like a mushroom during the next several hundreds pulses
(Fig. 8c) was produced by the high surface tension of tung-
sten (2500 mN/m) compared with Si (865 mN/m). The small
mushroom structures were produced by a preferential abla-
tion and etching around the tungsten tip. The fluence was
reduced on the side of the mushroom structure. After these
processes, the microcone array grew under the shielding
effect of the tungsten tip (Fig. 8d). The top of the cones and
their bottom area were easily ablated, because the top of
the cones had a high efficiency of heat absorption and the
bottom area had a high ablation rate compared with the side
of the cones. Once the mushroom structure appears, the top
of the mushroom induces the shielding effect on the side.
Then evaporated tungsten atom and cluster from the bot-
tom area are deposited on the top and side of the cones to
make the cone grow. Consequently, the melting and solidifi-
cation process of the tungsten tips becomes very important
for producing the microcone structure.
For tungsten, the influence of various ambient gas atmo-

spheres on the morphology of the microcone arrays was con-
firmed. The microcones were formed in He and air under
the described experimental conditions. In SF6, the chemical
reaction between SF6 and tungsten contributed to the for-
mation of the microcones with a blunt spike due to the
etching effect, and it could not redeposit to form on the
top portions of the microcones. Tungsten tips were also
etched/vaporized due to a dense SF6 gas around the top sec-
tions of the microcones. Therefore, the height of the micro-
cones was limited. In air, the vapor pressure of tungsten
oxide was so highly that air acted as a highly efficient etching
agent. However, the oxide vapor formation did not influ-
ence the formation of the microcones. Only oxidation of the
top area occurred and left an oxide after the laser pulses
stopped.
In order to investigate the influence of the laser wave-

length, a KrF excimer laser (wavelength: 248 nm) was used.
The laser fluence was set up with a sufficiently larger value
than an ablation threshold one. The influence of the laser
pulses on the formation of the tungsten microcorn by using
the KrF excimer laser irradiation was investigated. The
experimental result is shown in Figure 9. The large growth
of microcones did not take place, although the formation of
the tip was observed. The evolution of the microcorns done
with different laser fluences is shown in Figure 10. The size
of the tip significantly changed with different fluences, which
was about 1 �m at 0.9 J/cm2, about 2 �m at 1.5 J/cm2, and
further, 3 �m at 3 J/cm2. It was found that the density of
the tips decreased with the increasing laser fluence. Further-
more, when it was 6.3 J/cm2, it became a rocklike structure
and a decrease in density took place. These results suggest
that the microcorn does not grow and the tip size changes

(a)

1 µm

(b)

(c)

Figure 9. SEM microphotograph of tungsten microcone obtained after
irradiation by KrF excimer laser in air (248 nm, 1.7 J/cm2, 20 Hz):
(a) 100 pulses, (b) 600 pulses, (c) 1200 pulses.

due to the change in the temperature and quantity of the
melted tungsten.
Recently, many investigations concerning the microstruc-

turing formation of a ripple or corn under the polarization
of a femtosecond laser have been carried out. For example,
Baudach et al. studied the ripple orientation of a polyimide
and found that it was always parallel to the electric vector
of the light for linearly polarized light and that the spacing
was nearly the same as the wavelength. Moreover, it had a
corn structure toward the center of the cavity bottom when
circularly polarized light was used [26, 27]. At the top of
each cone, a small hole was observed. In order to investigate
the influence of the pulse width on the nanostructuring, the
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(a) (b)

(d)(c)

1 µm

Figure 10. SEM micrographs of tungsten microcone obtained after irra-
diation at various laser peak fluences after 1200 pulses in air: (a) 0.9,
(b) 1.5, (c) 2.0, (d) 3.0 J/cm2.

authors used a Ti:sapphire laser (energy: 100 �J, damage
area: 0.01 mm2, wavelength: 800 nm, pulse width: 120 fs,
repetitions: 200 Hz). Figure 11 shows the influence of the
polarization on tungsten nanostructuring. These morpholo-
gies were almost the same as in previous reports.

Electric field vector

Electric field vector

1 µm

(a)

(b)

Figure 11. Effect of the polarized waves of tungsten surface mod-
ification obtained after irradiation by Ti:sapphire laser in air:
(a) p-polarized waves, (b) s-polarized waves.

In order to form the shaper tip of the microcorn, chem-
ical etching was tried. This result is shown in Figure 12.
Figure 12c and d shows very sharp tips that were etched in
boiling hydrogen peroxide and distilled water. Especially, the
tips etched for 90 sec shown in Figure 12d had the shaper
microcorn tip. The high magnification of a typical shaper
tip of the microcorn before and after the etching under the
conditions described in Figure 12d is shown in Figure 13. It
is clearly shown that facets in the crystal appear after etch-
ing. A specific crystal side was preferentially etched. There-
fore, this etching technique might be able to be used to
make a sharp edge that might have a significant potential for
widely diversified industrial applications ranging from emis-
sion cathodes for a field emission display to microelectronic
devices, since it was less than 100 nm in diameter.
Many investigations of cone- and column-type micro–

nanostructuring have been carried out using laser ablation
techniques. Silicon, a polymer, oxides, a nitride, and met-
als were used to form the microcones and microcolumns.
The formation mechanisms has been proposed depending
on both the target materials and laser ablation conditions
such as the shielding effect of the particulate impurities and
the resolvent, the debris particles, capillary waves, catalyst-
free VLS, and so on.

4. NANOMETER-SIZED PROTUBERANCE
COHERENT ARRAY

A self-assembled coherent array of tungsten protuberances
was discovered around a laser-irradiated mark on a single-
crystal tungsten surface [71]. The tungsten protuberances
were about 150 nm in diameter and their spacing was
hundreds of nm [73]. The substrates were irradiated by a
Q-switched Nd:YAG laser at a wavelength with the funda-
mental (1064 nm) and the second harmonic (532 nm) at low

90 sec, 83 - 85 °C.
H2O2(31 %) 2 ml + H2O 100 ml H2O2(31 %) 2 ml + H2O 100 ml
30 sec, 81 - 82 °C.

(NaOH 10 g + H2O 100 ml) +
(K3Fe(CN)6 10 g + H2O 100 ml) 60 sec.

(KOH 10 g + H2O 100 ml) +
(K3Fe(CN)6 10 g + H2O 100 ml) 60 sec.

10 µm

Figure 12. Modification of tip tungsten microcone by chemical etching
[laser fluence: 2.6 J/cm2, pulse number: 1200 pulses, ambient gas: He
(4 kPa)].
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10 µm

1 µm

10 µm

1 µm

Before etching After etching

Figure 13. High resolution of typical tungsten microcone in the condi-
tions of Figure 12d [H2O2 (31%) 2 ml+H2O 100 ml, 90 sec, 83–85 �C].

pressure in an inert gas atmosphere. As it was a very inter-
esting phenomenon, the authors investigated the influence
of the laser fluence, wavelength, polarization, surface crys-
tal structure, etc., on the arrangement and spacing of the
protuberances in order to clarify the formation mechanism.
Figure 14a shows a SEM microphotograph of a laser-

irradiated mark (wavelength; 1064 nm) on the orientation
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Figure 14. (a) SEM microphotograph of a tungsten surface irradiated
by the Nd:YAG laser. We can observe many cracks on the laser-
irradiated mark due to the effect of crystal orientation on the tung-
sten surface. (b) SEM microphotograph around the laser-irradiated
mark on the tungsten surface, irradiated at an angle of incidence � =
4� with the p-polarized beam. A coherent array of ultrafine particles
was observed around the laser-irradiated mark. (c) The highly magni-
fied SEM microphotograph of the ultrafine particles arranged like a
hexagonal system with about a 1.3 �m array spacing. (d) AFM trace
of the ultrafine particles arranged like a hexagonal system with about
a 1.3 �m array spacing, of which the hemisphere height was about
270 nm. Reprinted with permission from [73], Y. Kawakami et al., Appl.
Phys. A 71, 453 (2000). © 2000, Springer-Verlag.

of the (110) surface of a single crystal tungsten with a laser
fluence at 19.6 J/cm2. Many cracks on the laser-irradiated
mark were found. They might be created by thermal shock
to the single-crystal tungsten. The laser-irradiation mark-
ings observed on the three types of single-crystal tungsten
surfaces such as (100), (110), and (111) were square, rect-
angular, and triangular, respectively [72]. These phenomena
were related to the cleavage plane of tungsten. That is, when
the tungsten surfaces were irradiated, the cleavage fracture
occurred with preference to the crystal direction having a
weak binding energy. Figure 14b shows a SEM micropho-
tograph around the laser-irradiated mark on the tungsten
surface. The rapid resolidification of a highly melted layer
of tungsten was observed. Figure 14c and d shows a highly
magnified SEM microphotograph and Figure 14b shows the
AFM trace. The authors could observe a coherent array of
protuberances of about 750 nm with the spacing at 1.3 �m
around the laser-irradiated mark. The spacings of 1.0 or
1.1 �m were calculated from Eq. (1). The spacing values
from the SEM observations were different from the calcu-
lated one. In the case of the 17.4 J/cm2 fluence, the spacing
of the coherent array was also different from the calculated
spacing [71]. Therefore, the surface patterns depended on
the laser fluence rather than the wavelength and the angle
of incidence. For another region in the same sample, it was
observed that the array was like a two-dimensional cubic sys-
tem based on the AFM trace of Figure 15. The array spacing
was also about 1 �m. Two types of arrays, namely, a cubic
system and a hexagonal one, were finally confirmed. In the
case of the angle of incidence of � = 4� with an s-polarized
beam, nearly the same results were obtained [71, 72]. This
was also confirmed for the other orientations of the single-
crystal surface. The array was not observed on the polycrys-
talline tungsten surface [73].
Figure 16a and b shows a SEM microphotograph in/

around a laser-irradiated mark (wavelength; 532 nm) on
the (100) surface of the single-crystal tungsten with a laser
fluence of 5.2 J/cm2. Column structures are observed in
the laser-irradiated mark. This formation mechanism was
explained in Section 3 of this chapter. The lower fluence
might be compensated by a decrease in the reflection coeffi-
cient at 532 nm. The protuberances of about 150 nm (radius
of curvature: 70–80 nm) were coherently arranged with a
spacing at 640 nm. However, the array could not be observed
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Figure 15. AFM trace of the ultrafine particles arranged like a cubic
system. Reprinted with permission from [71], Y. Kawakami et al., Appl.
Phys. Lett. 74, 3954 (1999). © 1999, American Institute of Physics.
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Figure 16. (a) SEM microphotograph of a tungsten surface irradiated
by the Nd:YAG laser irradiated at an angle of incidence � = 4� with the
p-polarized beam. We can observe many columns on the laser-irradiated
mark due to a temperature high enough to induce melting and solidifi-
cation by rapid quenching on the tungsten surface. (b) The highly mag-
nified SEM microphotograph of the ultrafine particles arranged like a
hexagonal system with about a 640 nm array spacing. (c) AFM trace
of the ultrafine particles arranged like a hexagonal system with about a
640 nm array spacing, of which the hemisphere height was about 180 nm.
Reprinted with permission from [73], Y. Kawakami et al., Appl. Phys. A
71, 453 (2000). © 2000, Springer-Verlag.

for the specimens with several tens of J/cm2 irradiation but
many droplets were observed instead. For the higher laser
fluence, many droplets were produced due to the increment
of expansion on the inside of the tungsten. The spacing cal-
culated from Eq. (1) was 490 or 570 nm. These values are
very different from the ones observed by SEM. Figure 16c
shows an AFM trace of the same area in Figure 16b. The
hundreds of nm-sized protuberances were arranged like a

two-dimensional hexagonal system. Their hemisphere height
was about 180 nm.
In order to investigate the influence of the laser fluence,

three fluences of 2.6, 5.2, and 10.5 J/cm2 were tuned. The
array structures of the protuberances at 2.6 and 5.2 J/cm2 are
clearly observed. The protuberances of about 380–500 nm
are coherently arranged with a spacing at 595 nm (2.6 J/cm2)
and 683 nm (5.2 J/cm2). For the higher laser fluence of
10.5 J/cm2, the arrays could not be found but many droplets
and peeling of the surface layer induced by thermal expan-
sion of the tungsten were observed. The spacing calculated
from Eq. (1) was 453 or 644 nm. These values were very dif-
ferent from the ones obtained from the experimental results.
For the 17.4 J/cm2 laser fluence at 1064 nm and 5.2 J/cm2

laser fluence at 532 nm, the spacing of the coherent array
was also different from the calculated spacing [73]. That is,
the surface patterns depended on the laser fluence rather
than the wavelength of the laser.
Judging from a cross-sectional transmission electron

microscope image of the protuberances, the protuberances
composing the coherent array seemed to grow from the
matrix surface as if they rose continuously from the base
material. No grain boundary between the protuberances and
the matrix surface was detected. From this experimental
result, it was concluded that the formation of protuberances
depended on the kind of crystal growth and that the con-
trolling factors for the formation were the laser fluence,
the crystal surface structure preferential growth direction of
the crystal, cooling rate and its direction, etc. Anyway, the
recrystallization of the slightly melted tungsten on the top
surface induced by the repeated laser irradiation should play
a vital role in the formation of the array.
In order to more fully understand this phenomenon, more

studies should be necessary. The rapid solidification process
of the molten tungsten induced by the laser beam should be
examined more carefully especially about the rapid solidifi-
cation rate, heat flow on the specimen, surface temperature,
etc. The fluence also seems to be a very important factor for
inducing the coherent array, since the spacing of the array
was changed by the intensity of the laser fluence. The effect
of the surface structure, crystal growth (dendrite), surface
tension (surface energy), thermal effect, and standing wave
should be carefully considered. The formation mechanism of
a Coulomb crystal [75–77] formed from the Coulomb poten-
tial energy due to the charge between the protuberances
might also be considered.
In summary, the authors formed different spacing coher-

ent arrays with 150–700 nm-sized protuberances using the
short-pulse Nd:YAG laser irradiation technique. The cause
of the formation of the two-dimensional coherent arrays
could not be explained by only the laser’s characteristics
such as the wavelength, incident angle, and polarization of
the cones as previously mentioned. The interesting points
of the coherent arrays are as follows: (1) the ultrafine tung-
sten protuberances of 150 nm were coherently arranged in
several lattice directions, (2) two types of arrays, namely, a
cubic system and a hexagonal one, were confirmed, (3) the
formation of coherent patterns will not be affected by the
wavelength of the laser, (4) the spacing of arrays depends on
the intensity of the laser fluence, (5) coherent arrays could
be observed only on the surface of single-crystal tungsten,
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and (6) the recrystallized texture on the surface was con-
firmed for the protuberances. A much more detailed discus-
sion should be necessary to understand this phenomenon.
It is a very interesting topic for science such that a more
detailed examination is expected.

5. RECENT TOPICS
Morphological changes during dehydration of single crystals
containing lattice H2O (hydrates) were dramatic. Surfaces
became rough, polycrystalline, and laden with defects. Ionic
crystal surfaces containing point defects readily desorbed
energetic positive ions under UV excimer laser irradiation.
Kawaguchi et al. examined the consequences of thermally
pretreated single crystal brushite (CaHPO4· 2H2O) exposed
to 30 ns pulses of 248 nm laser irradiation and showed
that the surface modifications strongly enhanced the emis-
sion of Ca+ and other positive ions [80]. When they were
gently irradiated on the untreated brushite surface in a
vacuum with 248 nm laser irradiation only, they produced
“microflowers,” where laser-induced heating alone activated
efflorescence.
Nonerasable micrograting structures were successfully

encoded in amorphous SiO2 thin film on silicon wafers by
colliding a pair of focused pulses split from a single femtosec-
ond pulse from a 10 Hz mode-locked Ti:sapphire laser with a
regenerative amplifier (wavelength: � = 800 nm, pulse dura-
tion: 100 fs, pulse energy: ∼3 mJ/pulse). The encoded peri-
odic spacing varied with the angle, �, between the two crossed
pulses according to d = �/�2 sin��/2��. A minimum periodic
spacing of ∼430 nm was achieved for a laser wavelength of
800 nm. Volume compaction resulting from structural alter-
ations of the silica network in amorphous SiO2 induced by
intense femtosecond laser irradiation was responsible for the
formation of these grating structures. Further, an array of
dot structures was fabricated in amorphous SiO2 thin films
by encoding two perpendicular gratings [81].
Li et al. investigated a periodic microstructure induced by

a 355 nm ultraviolet polarized laser on a polyimide surface
and the dependence of the structures on laser parameters.
Laser-induced periodic surface structures of submicrometer
size were generated on three kinds of polyimide films by a
polarized Nd:YAG laser of 355 nm within a wide range of
laser fluence. The formation of LIPSS was greatly influenced
by the chemical structure of the polyimide, the film-making
process, the number of laser pulses, and the laser fluence.
The periodicity of LIPSS was decided by the wavelength, the
incidence angle of the laser beam, and the apparent refrac-
tive index of the material [82].
Ripple structures by KrF excimer laser irradiation were

observed on a silicon surface capped with a thin layer of
patterned silicon oxide. The ripples were highly dependent
on the patterns of the silicon oxide. They were centered and
enhanced at the boundaries of the opened windows, forming
a radial wavelike structure. The formation of the ripples was
attributed to the combined effect of surface stress, surface
scattered wave, and boundary effects [83].
Relatively low-energy laser illumination, specifically the

second harmonic (� = 532 nm) of a Nd:YAG laser, was used
to prepare laser-induced periodic surface structures on sur-
faces of polymers doped and grafted with Dispersed Red 19.

This dye strongly absorbed the laser light, and the use of
532 nm wavelength irradiation avoided the photolysis reac-
tions on polymers that often accompanied the use of UV
lasers. Li et al. found that LIPSS could be obtained on
grafted polyurethane-imide film. Effects of scanning speed,
laser fluence, and the angle of incidence on formation of
LIPSS were examined. Nonpolarized and polarized trans-
mission Fourier transform infrared spectroscopy was applied
to characterize the orientation of azobenzene side groups,
which were found to tend to align in the plane perpendicular
to the direction of LIPSS [84].
Crater morphology was investigated after femtosecond

laser ablation of wide bandgap insulators (BaF2 and CaF2�
[85]. Experiments performed at a weak laser ablation
rate showed a particular elastic, sound-wave-like structure,
frozen on the surface, with a periodicity on the order of
some micrometer and a modulation depth up to 500 nm.
A superimposed and periodic fine structure (ripples) was
generated, the origin of which could not be explained by
the classical ripple model. Costache et al. [85] observed a
periodicity ranging from 100 to 500 nm, dependent on the
laser intensity rather than on the laser wavelength. Based
on their recent results, demonstrating an explosive surface
decomposition, they assumed self-organizing relaxation of a
nonequilibrium surface to be responsible for the structures.
Pedraza and et al. reported on an interesting topic, the

formation of linear arrays of nanoparticles by pulsed-laser
irradiation [86, 87]. Periodic undulations, ∼10 nm high,
were formed when flat Si substrates were irradiated with
polarized laser light. These periodic structures had a wave-
length that was a function of the light wavelength and the
angle of incidence of the laser beam. At a slightly higher
laser fluence, ∼40-nm-diameter nanoparticles were formed
on the surface of laser irradiated flat Si specimens. Lin-
ear arrays of Si nanoparticles with fairly uniform size were
observed in a microstructured region. These nanostructures
were explained within the framework of the LIPSS theory.
Laser-induced surface structuring of Si was studied using

fluences close to the melting threshold and in a He gas
background atmosphere. The effects of an initial surface
microstructured region and of light polarization on the evo-
lution of the surface topography were investigated. The
microstructured surface topography consisted of an array of
microholes surrounded by microcones of 2–3 �m tip diam-
eter and over 20 �m high. Pulsed laser irradiation of laser-
microstructured Si induced nanostructures. Nanocolumns
having a diameter of 100 to 200 nm and a height of up
to 3 �m upon cumulative laser pulses grew on top of
every microcone. The mechanisms of nanocolumn origin and
growth were analyzed [86].
Sequential pulsed-laser irradiation of silicon in a SF6

atmosphere induced the formation of an ensemble of
microholes and microcones. Profilometry measurements and
direct imaging with an intensifying charge-coupled device
camera were used to study the evolution of this microstruc-
ture and the laser-generated plume. Both the partial pres-
sure of SF6 and the total pressure of an SF6–inert gas mix-
ture strongly influenced the maximum height. The height of
microcones was attained over the initial surface. The cones
first grew continuously with the number of pulses, reached
a maximum, and then began to recede as the number of
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laser pulses increased further. The growth of the cones was
closely connected with the evolution of the laser-generated
plume [88].
For the application of field electron emission (FEE),

Karabutov et al. reported low-threshold FEE for peri-
odic arrays of microtips produced by laser ablation of Si
wafers [89]. The best samples had threshold fields as low as
4–5 V/�m for n-type Si substrates and 1–2 V/�m for p-type
Si substrates, as measured with a flat-screen technique.
György et al. reported micrometer-sized crownlike struc-

ture growth on a Ti surface by multipulse Nd:YAG (� =
1�064 �m, � = 170 ns) laser irradiation in air at atmo-
spheric pressure [90]. The irradiation was performed at 8×
107 W/cm2 laser-pulse intensity, below the ablation thresh-
old. A ring-shape structure was created in the center of the
irradiation spot after the action of five laser pulses. The fur-
ther increase of the laser-pulse number led gradually to a
crownlike structure, which had a height of 120–140 �m for
150 pulses higher than the nonirradiated Ti surface. The
forming crater’s depth did not exceed the height of the
grown structure. In the neighboring zone, after the action of
25 laser pulses, microcracks of the oxide surface layer devel-
oped. With the next pulses this led to the formation of a
surface microrelief. Molten material movement attributed to
the laser-induced plasma-recoil pressure might lead to the
crownlike structure.
Polyimides were known to exhibit large ablation rates with

excimer laser because of their high absorbance in the UV
and low fluorescence yield [91]. Metayer et al. studied dif-
ferent regimes of laser ablation according to the fluence and
the structures resulting from carbon product deposition. For
fluences larger than the polyimide ablation threshold, but
lower than the carbon one, the development of one structure
was the dominant process, whereas large ablation rates led
to polyimide etching above the carbon ablation threshold.
The deposition of a carbon layer on the walls of ablated slits
was in particular investigated using an original experimen-
tal technique. Optical microscopy and MEB showed that this
carbon layer covered the main height of the ablated holes
whereas a threshold (bare polyimide) for carbon condensa-
tion was evidenced at the bottom of the ablated hole. Raman
spectroscopy and conductivity measurements revealed that
the carbon phase was mainly graphitic. Dependence of the
carbon condensation threshold on the slit width was made
clear and discussed in relation to the angle of ejection of
ablation debris. A procedure was developed to render the
bare polyimide of the threshold region conductive. Lastly, the
conductive properties of the walls of the ablated holes were
exploited to perform an electrolytic metallization. Implica-
tions for the production of interconnection vertical intercon-
nections in high density printed circuits were addressed.
This research field will evolve and generate many reports.

GLOSSARY
Ablation threshold The laser fluence Eth [J/cm2] of thresh-
old while the surface is ablated.
Capillary wave The wave which occurs on the liquid sur-
face by surface tension.

Coulomb crystal When a coulomb interaction occurs
between the charged particles and the interaction energy sig-
nificantly exceeding the thermal kinetic energy of a particle,
the “Coulomb crystal” is denoted by the regular arrange-
ment between the charged particles such as the atomic
arrangement in a solid crystal.
Debris particles Large-sized particles of hundreds of nm
to several micrometers, which are contained in the laser-
induced plasma plume formed by a large quantity of parti-
cles emitted from a solid by laser ablation.
Dendrite Many crystals, which have the shape of a branch
due to the solidification texture of the melted metal.
Field emission display (FED) One of the various types
of flat-panel displays. A field emission display has the advan-
tages of both the CRT and liquid-crystal displays, having a
high display quality while being thin and lightweight with a
low power consumption.
Laser Light amplification by stimulated emission of
radiation.
Laser ablation A sputtering process in which the material
removal rates typically exceed one-tenth a monolayer per
pulse; the surface is structurally or compositionally modified
at mesoscopic length scales; and particle yields are superlin-
ear functions of the density of excitation.
Laser fluence The energy density, E[J/cm2], of the product
between the power density and pulse width of a laser.
Laser induced periodic surface structures (LIPSS) A very
general phenomenon. It occurs from the interference of
scattered light from a rough surface with the incident laser
beam.
Vapor-liquid-solid (VLS) method The growth mechanism
in which the three phases of vapor, liquid, and solid are
simultaneously involved. It is used especially for the growth
of a whisker.
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1. INTRODUCTION
Recent developments in nanoscience and nanotechnology
have provided fresh motivation for the search of innovative
nanostructured materials. As far as organic materials are
concerned, two main techniques have been used to fabri-
cate ultra-thin, nanostructured films, namely, the Langmuir–
Blodgett (LB) and the layer-by-layer (LBL) techniques. The
LB method was conceived several decades ago [1], follow-
ing developments in surface chemistry dating from the early
20th century [2]. It was originally proposed for deposition of
multilayers of amphiphilic organic compounds, but has been
extended considerably to a variety of substances, including
polymers [3] and other macromolecules [4]. The LBL tech-
nique is much more recent; its first form employed chemical
adsorption of suitably derivatized molecules [5]. A more ver-
satile method was proposed by Decher et al. [6], in which

physical adsorption is driven by ionic attraction. A num-
ber of review articles and book chapters have been pro-
duced recently on LB and LBL methods [7–9]. In addition
to emphasizing the wide variety of materials that can be
employed with these techniques, in some cases the reviews
address specific issues such as the characterization tech-
niques [7], the films formed from conducting polymers [8],
the applications in opto-electronics and photonics [9], or
the physical principles involved in film assembling [9]. In
this article, we shall focus on the use of LBL and LB tech-
niques for producing supramolecular structures involving
inorganic compounds combined with organic materials. Par-
ticular emphasis will be placed on the special characteristics
due to the nanostructured nature of the films, in comparison
to the corresponding bulk or thicker film properties.

The main aim in producing hybrid inorganic/organic
supramolecular structures lies in the possibility of obtain-
ing new physical, chemical, electronic, and optical prop-
erties due to specific interactions at the molecular level
and/or quantum confinement. Polymeric thin films can be
used, for instance, as a matrix for inorganic particle growth
in a strategy for controlling size, shape, and spatial distri-
bution. Additionally, the build-up of structures comprising
organic/inorganic layers of appropriate molecules is a well-
known strategy to improve properties such as photolumi-
nescence, catalysis, and photochromism. In electrochemical
and sensing applications, in particular, nanostructured films
formed from spherical particles like dendrimers or polyox-
omethalates were found to provide a porous architecture
where specific ions can easily diffuse through. Therefore,
the development of composites that can be manipulated
at the supramolecular level has potential application within
opto-electronic and biotechnology industries.
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Before describing in detail the latest findings in LBL and
LB films from inorganic/organic structures, we shall present
in Sections 2 and 3 a brief description of the techniques
where the focus will be in the issues directly associated
with the manipulation of macromolecules and nanoparticles.
Section 4 covers the extensive works carried out in the fab-
rication of LBL films with nanoparticles, while Section 5
is dedicated to LBL films from aluminosilicates. The use
of macrocyclic compounds and dendrimers in LBL films is
described in Sections 6 and 7, respectively. Because exten-
sive literature already exists in LB films from metallic com-
plexes, we focused on recent developments of our group
exploiting ruthenium complexes. This is aimed at providing a
sample of the possibilities to combine organic and inorganic
compounds, particularly in the case of mixtures of ruthe-
nium compounds with conducting polymers.

2. THE LANGMUIR–BLODGETT (LB)
METHOD

The LB method is named after two eminent scientists that
worked at General Electric (USA) in the early 20th century.
Irving Langmuir was responsible for putting on a solid scien-
tific basis the field of monolayers from amphiphilic materi-
als spread onto aqueous subphases. Following previous work
by Pockels [10] and Lord Kelvin [11], Langmuir introduced
experimental, as well as theoretical procedures, to manip-
ulate and interpret the thermodynamic properties of such
monolayers, now referred to as Langmuir films or Langmuir
monolayers. One such monolayer is spread from a volatile,
organic solvent solution containing a small aliquot of the
amphiphile onto the aqueous subphase. By employing mov-
able barriers, the monolayer may be compressed until form-
ing a condensed film that may be highly organized. The
presence of this film is sensed by the decrease in surface ten-
sion of the subphase, which has been traditionally referred
to as surface pressure. With pressure area per molecule
isotherms, one can investigate the various phases formed
during compression. Figure 1 shows a typical pressure-area
isotherm for stearic acid, one of the most investigated
amphiphiles. At large areas per molecule, the interaction
between molecules is negligible and the surface pressure
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Figure 1. Pressure-area isotherms for an Stearic acid (SA) and polyani-
line monolayers.

is null. Upon compression, the monolayer suffers a phase
transition to a liquid-condensed phase, denoted by an almost
linear increase in pressure with the change in area. Also
shown in the figure is an isotherm from a polymer film.
The latter is usually nonmonomolecular in nature due to the
aggregation of material at the air/water interface. Several
strategies must be sought to obtain stable polymer films and
therefore research into Langmuir films is a prerequisite for
any further application. A review on the strategies to over-
come the difficulties in processing polymers for Langmuir
monolayers is given in [12].

The film in the liquid-condensed or condensed phase can
be transferred onto a solid substrate by immersing and with-
drawing the substrate vertically across the film. If several
immersions and withdrawals are made, a multilayer film is
formed. The deposited film is referred to as an LB film,
even when only one layer is deposited. While transfer of
stable Langmuir monolayers from amphiphilic materials is
relatively straightforward, the same does not apply when
more complex molecules are to be deposited. For example,
polymer films at the air/water interface may be too rigid for
deposition. Furthermore, films from nonamphiphilic materi-
als such as ruthenium complexes [13] and lignins [14] tend
to contain aggregates and the deposition of good-quality LB
films requires optimization of experimental conditions such
as the speed of immersion and withdrawal of the substrate,
the surface pressure to be kept fixed during transfer, the sub-
phase, and even the speed of compression of the Langmuir
film.

3. THE LAYER-BY-LAYER (LBL)
METHOD

Spontaneous adsorption of several monolayers onto a single
substrate may be achieved by covalent bonding of deriva-
tized groups of the monolayers with the substrate for the
first layer and with the molecules of the adjacent layer
for the following layers. This process leads to chemically
adsorbed multilayers, also referred to as self-assembly [5]
for the obvious reason that monolayers spontaneously self-
assemble on each other. There are many advantages in using
this strategy to build a multilayer, the main one perhaps
being the high stability of the films. However, chemical
adsorption requires highly specific groups to establish the
covalent bonds, and this restricts the type of material that
can be employed. Moreover, adsorption is easily precluded
by defects on the top layer. In the more versatile version
proposed by Decher et al. [6, 15], multilayer adsorption is
driven by ionic attraction. Originally applied to polyelec-
trolytes, the method was extended to conjugated polymers
[16–19] and then to a variety of materials with adsorption
being driven not only by ionic interactions but also by sec-
ondary interactions such as H-bonding [20].

Because a multitude of materials are now employed, the
characteristics of LBL films may vary enormously. A con-
venient way of classifying LBL films is based on identifying
the mechanism responsible for adsorption. Oliveira et al.
[9] have suggested that four main types of film may be
produced.

1. Highly charged polyelectrolytes lead to molecularly
thin films as originally proposed by Decher et al.
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[6, 15], with adsorption via ionic attraction. This is by
far the most common class of LBL films.

2. When partially charged, weak polyelectrolytes are
used, much thicker layers may be obtained. Ionic
attraction is still the main driving force in the process
though the amount of adsorbed material may vary by
one order of magnitude due to the so-called anoma-
lous adsorption [21].

3. Secondary interactions such as H-bonding [20] can also
be responsible for adsorption, either in conjunction
with ionic interactions or on their own. The amount
of material adsorbed depends on an even larger num-
ber of parameters, and nonself-limiting adsorption may
occur [22].

4. Finally, LBL films produced with very specific interac-
tions are also reported in the literature. In this case,
multilayers may be formed with polyelectrolytes of the
same charge [23].

4. NANOPARTICLES IN LBL FILMS
Inorganic particles with nanometer dimensions form a new
class of materials with size-dependent properties, which are
unique due to the large surface area compared to their
volume. These materials are relevant to diverse fields, rang-
ing from opto-electronics which rely on quantum confine-
ment effects in semiconductors, to magnetism, catalysis,
and biotechnology. They have been studied in the form
of micelles, vesicles, sol–gel glasses, zeolites, LB films, and
polymers [24–29]. The immobilization of nanoparticles in
supramolecular structures is an endeavor, where the main
aim is to achieve confined structures that may possess
properties that differ considerably from those of the same
materials in other forms. Clear examples of applications of
nanoparticles are the use of Fe3O4 nanoparticles for exploit-
ing magnetic-related phenomena, and of TiO2 and MbO2
for their catalytic and photovoltaic activity, in addition to
the use in the paint, paper, and food industries as pigments,
fillers, and whiteners. One of the difficulties in obtaining
nanoparticles in solid films is to preserve their nanosized
nature by avoiding aggregation and to achieve organization
of the particles in order to maximize the potential appli-
cation. This may be circumvented if the LBL technique is
employed. In this context, use is made of the various exten-
sions of the LBL technique proposed in recent years, which
have extended the original paradigm of adsorption of alter-
nated, oppositely charged polymer layers. For gold parti-
cles, for example, aggregation is avoided if the Au particles
are assembled with a generation 5 dendrimer [30]. In this
approach, a few atoms of Au can be located in the hol-
low structure of the dendrimers, avoiding aggregation. Many
reports have demonstrated the use of weak and strong poly-
electrolytes to prepare multilayers combining various mate-
rials including conjugated polymers, dyes, proteins, etc.

The formation of organic/inorganic nanocomposites is
achieved by incorporation of nanoparticles in LBL struc-
tures, either by selective growth inside a previously built
LBL organic structure which operates as a matrix for con-
trolling particle structure, size, and distribution, or by assem-
bling inorganic particles to replace one of the polymeric
components during the film build-up process, resulting in a

layered organic/inorganic film. Since surface charge is the
main requirement for film growth, in order to have an effec-
tive increase in film thickness, the inorganic spherical par-
ticles that have been used were, in most cases, modified by
incorporation of a charged capping layer.

The choice of the substrates onto which nanoparticles
will be assembled depends, in almost all the cases, on
the application desired for the film as well as the tech-
niques employed in film characterization. Reports have
been made on the growth of LBL films onto hydrophilic,
hydrophobic, or indium-tin-oxide (ITO)-coated glass, silicon
wafers, polymeric-colloidal particles, etc. It should also be
mentioned that identical particles may lead to films with
different properties, since the polymeric counterpart in the
incorporation process determines the particle distribution
and interaction. Therefore, the polymer is crucial for the
final film properties, which extends the capabilities of the
LBL approach for nanocomposites.

In the following subsections we shall illustrate several suc-
cessful attempts to obtain nanoparticles. For the sake of clar-
ity, the description will be split into two topics: nanoparticles
growing within LBL films, and layers of nanoparticles assem-
bled in conjunction with charged species in the films.

4.1. Nanoparticle Growth in a LBL
Polymeric Matrix

Layer-by-layer polymer films have been employed as a
matrix for growth of several crystals and nanoparticles. The
strength of the polyelectrolytes is critical in determining the
final characteristics of the particles and therefore their prop-
erties of interest. A matrix is comprised, for example, by
poly(diallyldimethylammonium chloride) (PDDA) and sul-
fonated polystyrene (SPS) bilayers [31], where assembly of
nickel and cobalt compounds, PbS, and manganese oxide
has been obtained. The polymer base imparts the ability of
sulfonate groups from SPS to act as strong binding sites for
metal ions, which conversely are available for further chemi-
cal reactions. Hence, by appropriate chemistry, it is possible
to convert the metallic ion into the desired oxide, hydroxide,
or oxihydroxide compound. Additionally, the polymorphic
crystal structure may be controlled. That is an important fea-
ture since for nickel and cobalt compounds, for instance, the
less stable � form presents better electrochemical properties
due to larger d-space. Several reports are found in the liter-
ature employing such an approach. Fojas et al. [32] reported
the nucleation of Ni(OH)2 by cycling polymer-coated sub-
strates in Ni2+ and NaOH solutions. Fourier transform
infrared (FTIR) results indicated that the Ni particles grown
are �-Ni(OH)2, which was corroborated by transmission
electron microscopy (TEM) micrographs. Such crystals are
reported in the literature [33, 34] as ribbon-like-shaped and
fibrous, consistent with the microcrystals observed in [32].
�-Ni(OH)2 crystals are reported [35] to be hexago-
nal platelet-like structures. X-ray diffraction (XRD) data
showed that the d-spacing was consistent with a �-Ni(OH)2
form. The authors pointed out that �-Ni(OH)2 may be con-
verted to the �-form over time or by thermal treatment or
exposure to alkali solutions.
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Co and Fe compounds were studied by Stroeve et al.
[31, 36, 37] for their catalytic, electric, and magnetic prop-
erties. Transition-metal layered structures can be used to
enhance the electrochemical performance of nickel elec-
trodes by modifying conductivity and chargeability. In [31],
Co compounds were obtained inside a PDDA/SPS matrix
previously deposited on quartz slides. UV-vis absorption
data showed linear growth of the polymeric matrix as well
as growth of the crystalline particles. Crystals were prefer-
entially deposited inside the SPS layer and were not con-
fined in a given SPS layer but rather grew within the whole
film, since an increase in the number of SPS layers led
to an increase in the number of crystals. Three types of
crystalline structures (�, �, and an oxyhydroxy phase) were
obtained depending on the number of cycles and environ-
ment (N2 or O2�, again indicating that the polymorphic form
can be chosen by controlling the environment and film fab-
rication parameters. Iron compounds were also built and
the morphology and type of final crystal depended on the
starting material. Lepidocrocite (�-FeOOH), for example, is
formed when ferric nitrate is employed and akaganéite (�-
FeOOH) is obtained by using ferric chloride [36, 37]. The
latter authors also found that the polymeric matrix restrains
crystal growth in specific directions depending on the mor-
phology of the free space (or cavities) formed by polymer
chains.

Stroeve et al. nucleated PbS nanoparticles inside a LBL
matrix [38]. They were particularly interested in control-
ling particle size and film structure, which is mandatory in
exploiting quantum-confinement effects that determine size-
dependent opto-electronic properties. The procedure was
similar to that employed for Ni, Co, and Fe compounds:
nucleation was achieved by absorption of Pb+ into the poly-
mer film followed by water rinsing and exposure to H2S
vapor. The UV-vis spectrum was redshifted and widened as
the number of cycles increased, which was associated with
the escalation of particle size. The crystals grow in a rhom-
boid form with a broad size distribution due to the con-
strained geometry of the void space. The XRD pattern was
found to be consistent with PbS particles, and small amounts
of PbSO4 impurities were possibly present.

A further step in controlling particle size and distribution
into a polymeric LBL matrix was achieved by Joly et al. [39].
They observed that by using weak polyelectrolytes which
allow chemistry afterwards, nanoparticles are grown selec-
tively and controllably within specific regions of a multilayer
polyelectrolyte thin film. The use of strong polyelectrolyte
such as SPS tends to form layers in which all of the strong
acidic anionic groups are compromised with the cationic
groups of the previous layer, leaving few or no active sites
available for subsequent chemistry. When weak polyacids
are used, the change in pH allows control of the number
of free acid groups in the final structure and the use of
different bilayer combinations results in a multilayer het-
erostructure in which nanocluster growth is restricted to spe-
cific regions. The authors used a poly(acrylic acid) (PAA)
and poly(allylamine hydrochloride) (PAH) matrix. Ag and
PbS particles were obtained by immersion on a silver acetate
solution or lead acetate using low salt concentrations to
decrease precipitation. Oxidation was carried out in air for

silver and by exposure to H2S for PbS. The selective deposi-
tion of the nanoparticles was confirmed by energy dispersive
X-ray spectroscopy (EDXS) profiles in TEM micrographs.

4.2. Nanoparticles Assembled
in Conjunction with Charged
Species in LBL Films

4.2.1. LBL Nanostructures
of Organic/Inorganic Composites

An alternative procedure for fabrication of LBL nano-
composites uses charged nanoparticles as a substitute for
one of the polymeric materials. This was, in fact, the first
approach employed and has been demonstrated for sev-
eral types of particles. Usually, inorganic particles must be
surface-modified by a suitable molecule that provides the
necessary surface charge for LBL film growth. It seems
that the kinetics of adsorption for most of the systems is
similar to a polymer/polymer process. One of the earliest
works in building organized organic/inorganic multilayers
was reported by Kleinfelde and Ferguson [40] employing
synthetic hectorite, a mica-type, layered silicate that serves
as an electrical insulator, diffusional barrier, or for medi-
ating electron transfer. The research in [40] describes a
method for stepwise preparation of ordered multilayered
films from ultrathin (∼1 nm) layers of PDDA and exfoli-
ated sheets of synthetic hectorite onto 100 single-crystal sil-
icon wafers having a native oxide layer. Films with a thick-
ness up to 0.2 �m were fabricated by dripping solutions
of both materials alternately onto the substrates, instead of
the standard dipping procedure usually employed for poly-
mer film build-up. Adsorption of approximately two hec-
torite layers per cycle occurred, indicating that some loosely
bound polymer interpenetrates into the inorganic material
allowing adsorption of an extra hectorite layer. This sug-
gests that the amount of hectorite adsorbed can be varied
by controlling the amount of polymer in each layer. X-ray
diffraction data confirmed the structural order of the films,
and the absence of reflection corresponding to the structure
of the three-dimensional starting material indicated prefer-
ential orientation of the sheets parallel to the surface and
the absence of the crystalline precursor within the film struc-
ture. Also, in 1994, Keller et al. [41] reported the build-up
of several organic/inorganic systems, though there was no
systematic study on film growth. Use was made of surface-
modified particles with a loose coating layer which can be
displaced by the ionic groups of the polymer in the film
fabrication process, using the standard dipping procedure.
Therefore, electrostatic attraction was the driving force for
the film build-up. Keller et al. [41] reported the sequential
layering of structurally well-defined, two-dimensional col-
loidal polyanions containing Zr, Al, or cytochrome com-
pounds with a variety of polymeric cations.

Other zircon-based nanocomposites were later studied in
a more detailed work [42], which was aimed at fabricat-
ing dense, polycrystalline zirconia hard coatings. Up to 150
bilayers were built onto quartz and 111 silicon wafers using
a zirconia nanocluster commercial solution and SPS. The
film thickness was estimated using ellipsometry to be of the
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order of 2 nm. Atomic force microscopy showed a defect-
free surface comprising well and densely packed structures.
These films had a Vickers micro-hardness of 25 GPa, which
according to the authors is higher than for zirconia coat-
ings deposited by other methods such as sputtering, ther-
mal spray, or laser treatment. This good performance was
attributed to the high molecular packing density of the film,
the ultra-small size of the zirconia nanoclusters, and the
absence of voids. Heat treatments resulted in even better
packing arrangements and improved structure of zirconia
layers due to the burnout of the polymeric matrix layer.

4.2.2. LBL Films from Magnetic
Nanoparticles

The possibility of obtaining an assembly of magnetic nano-
particles/polymer with no phase segregation and the oppor-
tunity of selecting particles according to size and shape
prior to deposition providing a better control over the final
properties was explored by several authors [43–45]. An
interesting magnetic structure comprises metallic and ferro-
magnetic nanoparticles encapsulated by ultra-thin graphite
shells. Such structures have potential application in data
storage and/or biomedicine, and metals such as Co, Cu, and
Ag can be successfully cosputtered with graphite resulting
in encapsulated carbon cages. Cassagneau and Fendler [43]
were able to assemble Ag-GO (graphite oxide) magnetic-
caged particles alternated with PDDA in an LBL-type struc-
ture. Films were found to grow linearly with the number of
deposition steps and have a very flat surface, as indicated in
AFM images. It was also observed that the polymer reorga-
nizes itself around the particles.

An important issue in magnetic storage is to achieve a
high signal-to-noise ratio, which can be done by partial mag-
netic isolation of the grains by cosputtering of chromium,
carbon, and SiO2 [46–48]. The nonmagnetic layer prevents
cooperative switching and zigzag noises. One limitation to
this approach is the poor regularity between layers and
the particle size, which reduces the capability of tailor-
ing the desired properties. Aliev et al. [44] suggested that
control over spatial distribution of the particles could be
achieved with the LBL approach, with the additional advan-
tage of film fabrication under ambient conditions without
the need of post-annealing. This allows the use of any type
of substrate. The nanoclusters employed were superpara-
magnetic Fe3O4(plain and SiO2-coated) and the polyelec-
trolyte PDDA. Adhesion to the substrate was reported to be
outstanding, since no peeling or cracks were observed after
intense physical stress. Optical microscopy and atomic force
microscopy (AFM) results confirmed the physical integrity
of the samples after the stress experiments, and also the sta-
bility of the LBL films after 1 year of fabrication. Superpara-
magnetic properties were observed for films prepared from
both plain and coated particles, revealing drastic reduction
of the cooperative magnetization between adjacent nano-
particles with the coating layer.

Yttrium iron garnet (YIG) nanoparticles and barium ferr-
ite were also assembled using the LBL approach and PDDA
again for preventing phase segregation [45]. The authors
observed that the domains might grow laterally in a two-
dimensional (2D) mechanism instead of the regular vertical

fashion normal to the film growth direction observed for
polymeric systems. They claim that both mechanisms can-
not be differentiated by standard kinetic procedures, since
lateral growth also depends on the number of layers. For
high-quality films, it is important to have nanoparticle dis-
persion solutions, where the surface potential of the colloids
must overcome attractive forces between the particles. This
is achieved by the right solution parameters. Therefore, con-
trol of ionic strength and pH are crucial for determining
growth kinetics. Scanning electron microscopy (SEM) results
showed that YIG does not form uniform layers but rather
forms domains of 0.5 to 1.5 �m. Such domains expanded
laterally (and linearly) with the number of layers, regardless
of the nature of the substrate.

Interesting work involving magnetic particles was devel-
oped by Mamedov and Kotov [49]. They were interested
in building free-standing LBL films to act as ultra-thin
membranes. The availability of mechanically resistant free-
standing films may open new possibilities and applications,
including nanofiltration and nanoseparation, taking advan-
tage of the organized structure of the films. Their approach
was to build up PDDA and negatively charged colloidal mag-
netite nanoparticles onto a cellulose acetate (CA) film that
was previously placed onto a glass support. The choice of the
substrate was based on its hydrophilic and solubility proper-
ties. After film deposition, CA plus LBL film was removed
from the support and placed in acetone which caused disso-
lution of the substrate, thus leaving a free-standing ultra-thin
film. Measurements indicated that the magnetic properties
were preserved.

4.2.3. LBL Films from Oxides
Oxide nanoparticles were largely explored using the LBL
technique. Lvov et al. [50] investigated the adsorption of
surface-modified nanoparticles of manganese oxide, alter-
nated with PDDA or myoglobin (Mb) layers onto silver,
quartz, and rough pyrolytic graphite substrates. Mb/MnO2
structures were built to produce electroactive films. The sat-
uration time for adsorption of the nanoparticles, measured
with a quartz crystal microbalance (QCM), was similar to
those typically measured for polymeric systems. The bilayer
thickness for the PDDA particle system was 23 ± 2 nm
where approximately 21 nm is due to the nanoparticle layer.
This thickness is increased if particles are aged for 2 weeks
indicating aggregation, although films were found to be sta-
ble for up to 6 months. X-ray photoelectron spectroscopy
(XPS) results indicated a surface rich in carbon and oxygen
with less than 7% of manganese and nitrogen. Manganese
had two valences (Mn4+ and Mn3+�, and nitrogen appeared
in two different environments suggesting the formation of
contact ion pairs and long-distance charge pair formation
between the Mn particles and PDDA.

Colloidal oxide particles were studied by Lvov et al. [51],
using PDDA and SPS and colloidal dispersions of several
SiO2-size particles (diameter of 25 ± 5, 45 ± 5, and 78 ±
5 nm), CeO2, and anionic TiO2. All systems were investi-
gated using QCM. For SiO2 layers alternated with PDDA,
the thickness per layer depended on the particle concen-
tration and the ionic strength of the solution. For 45-nm
particles, for example, ca. 70% coverage was found when a
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100-mg mL−1 was used and there was only a sparse cover-
age for 0.1 mg mL−1 for all particle sizes. Other assemblies
were made from oxide particles (CeO2 and anionic TiO2�
and complex layer architectures using, in addition to poly-
mers, glucose oxidase (GOD) (SiO2/PDDA/GOD/PDDA or
SiO2-PDDA complex/SPS). A flat and smooth surface was
found for these films but cross-section SEM images showed
no long-range order. Atomic force microscopy measure-
ments pointed to individual particles on the film surface.
The large difference in size, morphology, and charge density
between the particle and the polymer appeared to cause for-
mation of long-distance charge pairs. Hence, the assembly
was strongly dependent on ionic strength and particle con-
centration. Rinsing with water did not lead to desorption of
the SiO2 layer.

Ichinose et al. [52] described the build-up of LBL
films from molybdenum oxide layers obtained via ammo-
nium octamolybidate alternated with PAH layers. These
compounds, whose generic name is polyoxomethalates,
have potential applications in catalysis, solid-state devices,
photo and electrochromic displays, and in biochemistry and
medicine. The assembly of oxide layers and PAH was found
to be highly dependent on the pH of the PAH solution,
which should be between 2.5 and 3.0. Saturation in the
adsorption of the inorganic compound was attributed to
the loss of negative charge on the molybdenum oxide layer
during the adsorption, as the species in solution are not
restricted to the ions—there are also protonated and con-
densed species. Therefore, the formation of a PAH layer at
regular intervals is essential for growth control of the Mo
oxide. The film thickness measured with a QCM varied with
deposition time with a growth ratio of 5.7 Å/min. Scanning
electron microscopy showed a very smooth surface in spite
of the presence of cracks, which were attributed to the vac-
uum drying process for the microscopic studies.

Titanium oxides (TiO2� were employed for LBL film fab-
rication using PAH [53] or sulfonated polystyrene (SPS)
[54] following the same approach of using modified sur-
face particles. Cassagneau et al. [53] were able to use the
TiO2/polymer structure sandwiched between ITO and gold
to fabricate Schottky diodes. The presence of a capping layer
did not prevent the TiO2 electroactivity, which means that
this approach can be extended to any oxide particle.

Nanocomposites of V2O5 and polyaniline (PANI) were
fabricated with the LBL technique [55], as an alternative to
the previously used xerogel method [56]. It was found that
obtaining nanocomposites was much easier with the LBL
technique, probably due to the intimate contact between
the adjacent layers of oxide and PANI, since the thick-
ness per bilayer was only ca. 2.5 nm. Such intimate con-
tact was reflected in the film characteristics, which differed
from those of films from the separate materials or cast films
from mixtures of V2O5 and PANI. For example, a large shift
in the V = O bands of FTIR spectra was observed, which
was attributed to a more effective H-bonding between the
polymer and oxide in the LBL films. Figure 2 shows the
proposed structure for the PANI/V2O5 LBL films, in which
the architecture of the film can be controlled. Interestingly,
the film properties depended on which material is the top
layer [57], as demonstrated by UV-vis and Raman charac-
terization. When the top layer was V2O5, the absorption

PANI

2.5 nm

V2O5

Substrate

Figure 2. Schematic representation of PANI/V2O5/LBL films.
Reprinted with permission from [55], M. Ferreira et al., J. Nanosci.
Nanotech. 2, 29 (2002). © 2002, American Scientific Publishers.

spectrum peaks were at ca. 600 nm, which is characteristic
of undoped PANI and/or PANI in the pernigraniline form.
When the top layer was PANI, the absorption maximum
shifted to ca. 800 nm, which is characteristic of doped PANI.
Raman experiments were also carried out with a 20-bilayer
PANI/V2O5 LBL film whose last layer of PANI was partially
overlaid by a 6-nm Ag film to achieve the surface enhanced
phenomenon. The spectra remained similar to that obtained
with no Ag coating, showing that Ag does not chemically
interact with the PANI/V2O5 film. The main changes were
observed for the bands at 575 cm−1 (benzene radical) and
1410 cm−1 (C-N-C and C = N stretch), which became more
intense for the Ag overlaid film. When the last layer of V2O5
was also partially overlaid by a 6-nm Ag film, a more drastic
change in the spectra was observed, if not in terms of new
bands at least in terms of relative intensities. The spectra
from the Ag overlaid film were dominated by the band at
576 cm−1. Raman scattering experiments were carried out
where the LBL films with a PANI top layer were submit-
ted to HCl vapor. The intensity of the 1336 cm−1 (polaronic
structures (C-N+�� band increased upon this treatment, thus
indicating that PANI was in the emeraldine form, but the
intensity was less than for a cast film (doped PANI). For
V2O5 as the top layer, the intensity of this band decreased.
One possible explanation for such effects is deprotonation
or overoxidation of PANI, but the latter is more plausible
because V2O5 is an acid semiconductor, which is unlikely to
deprotonate the emeraldine salt.

More complex oxide structures can be devised for LBL
film fabrication. One example is the interest on highly
dielectric thin films. Available techniques for producing
structures with such characteristics, for example, magnetron
sputtering, laser ablation, chemical vapor deposition (CVD),
and sol–gel, require high processing temperatures, vapor-
ization of the bulk dielectric material, or use of soluble
precursors. This requirement has associated problems of
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undesired elements in device fabrication. Fang et al. [58]
took advantage of the LBL technique for fabrication of
films from previously exfoliated perovskite-type oxides and
polymeric cations that could be converted into a tridi-
mensional structure by means of chemical reactions. The
oxides employed were Ca2Nb3O10 and HTiNbO5, whose lay-
ers were alternated with PAH layers onto p-type Si wafers
and borosilicate glass. A unilamellar colloid structure was
obtained as a pure phase for pH ≥ 8.5. Both oxides form
dense monolayers onto PAH at pH 8.5–9.0, with only a single
layer of the colloid being deposited, which suggests repul-
sive interactions between the sheets. X-ray diffraction data
showed relatively strong Bragg peaks indicating well-ordered
stacks of the oxide layers. The lamellar films could be further
converted into three-dimensional (3D) structures by chem-
ical condensation reactions, which were confirmed by ther-
mal analysis.

Some compounds are obtained as platelets rather than
particles and those are also easily assembled in a LBL struc-
ture as demonstrated by Cassagneau et al. [59], who used
oxidized graphite. The adsorption process of these films is
affected by the extent of oxidation of graphite that can be
selectively controlled. Layer-by-layer films deposited on ITO
and SiOx-coated glass and quartz were analyzed with QCM,
surface plasmon spectroscopy, UV-vis, FTIR, and AFM. The
thickness of graphite-oxide (GO/PDDA) or poly(ethylene
oxide) GO/(PEO) layers increased linearly with the number
of bilayers, while the GO layer depended on the underlayer,
as can be observed in Figure 3 that shows the schematics for
three different sequential growths studied and the respec-
tive absorbance at 230 nm versus the number of layers.
Poly(diallyldimethylammonium chloride) was always found
to render higher coverage and thicker films compared to
PEO, as expected since the first is a positively charged mate-
rial and PEO is a neutral polymer.

4.2.4. Metallic Nanoparticles in LBL Films
Metallic nanoparticles can be assembled in LBL films, sim-
ilarly to what was described for oxide particles. The surface
of the particles is modified to form a colloidal suspension.
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sus number of layers self-assembled onto a quartz substrate (bottom).
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The first example of layered nanocomposite films prepared
from colloidal metal particles and polyelectrolyte appears
to be that of Schmitt et al. [60]. The interest in this kind
of composite is in tailoring optical and electrical proper-
ties such as photo-induced charge separation for energy
storage applications. The superlattices formed by gold par-
ticles and polyelectrolyte could either be layered or dis-
ordered structures, depending upon the thickness of the
polymer interlayer. In [60], gold particles were prepared
in a colloidal suspension with a narrow size distribution
[61] and then used to produce the LBL films. Silicon
wafers or glass substrates were alternately immersed into
the colloidal dispersion and in a poly(ethyleneimine) (PEI)
solution. For the film structure (PEI/SPS/PAH)1/(Au/PAH)4
X-ray reflectivity data showed that the polymer layer was
not thick enough to prevent interparticle interaction, that
is, the systems were highly interpenetrated. Spacing layers
were then used as control layers in film structures, such as
PEI/[SPS/PAH]3/[Au/PAH]4, and X-ray reflectivity measure-
ments showed multiple Bragg reflections indicating the well-
defined layers of gold nanoparticles. The separating layers
play no active role in the film. This approach to control
particle interactions was extended to other polymers, with
the nanoparticles being covered by different groups such as
carboxylic acids or pyridine groups. The presence of gold
particles was well evidenced by FTIR spectroscopy.

Control of interaction among gold nanoparticles of spher-
ical and triangular shape in layer-by-layer (LBL) films was
achieved by Malikova et al. [62]. Interaction was assessed
by measuring the surface plasmon frequency, which was
affected because oscillations of free electrons are largely
dependent on the space available. The shape of the par-
ticles is also relevant. For example, electrons in rods can
oscillate in transversal and longitudinal paths generating
two well-defined surface plasmon peaks [63]. On the other
hand, metallic spherical shells also display two surface plas-
mon bands, but these depend on the thickness and diam-
eter of the sphere [64]. In [62], gold particles dispersed in
solution were LBL processed with PDDA, with the gold par-
ticles being assembled with a flat conformation on the sub-
strate as shown by TEM and AFM. The appearance of a
new band at 650 nm attributed to interparticle interactions
between adjacent monolayers occurred after four bilayers
had been deposited. Particle interaction could be diminished
by interposing spacing bilayers of PDDA/PAA. Such con-
trol is important for applications in catalysis, surface plas-
mon resonance, and to enhance nonlinear optical properties.
Gold nanoparticles could also be assembled using hydrogen
bonding as the driving force [65].

A direct synthesis method of 3D nanoparticle multilay-
ers on carbon electrodes functionalized with 4-aminobenzoic
acid (4-ABA) was proposed in [66]. The Pd nanoparticles
were obtained from QPVP-Os (a quaternazed poly(4-
vinylpyridine)) complexed with [(Os(bpy)2Cl]2+ and PdCl2−4 .
After build-up, the film was electrochemically reduced to
yield zero-valence 3D Pd nanoparticles. This was indeed
confirmed by XPS results showing that the reduction takes
place within the whole film thickness. Film growth was fol-
lowed by the redox current of the Os-complex that increased
linearly with the number of layers. Atomic force microscopy
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images showed that before reduction, a poor surface mor-
phology was observed. After reduction, however, Pd nano-
particles could be readily observed. The average diameter
was estimated to be around 3–7 nm. The catalytic current
increased with the number of layers and the particles did not
show clear interfaces, which is favorable for charge transfer
through the film. The nanoparticles could effectively cat-
alyze the reduction of O2 and the oxidation of hydrazine
compounds.

4.2.5. Quantum Dot-Type Nanoparticles
Quantum dots are nanoparticles with very well-defined
emission wavelength that can be tuned by size variation
associated with high fluorescence efficiency. Those charac-
teristics put them as promising structures for electrolumi-
nescent device fabrication. Additionally, such particles can
be easily assembled with several polymers rendering differ-
ent LBL structures [67–72]. Gao et al. [67] took advantage
of CdSe quantum dot opto-electronic properties by combin-
ing them with poly(p-phenylene vinylene) (PPV) electrolu-
minescent devices. Such devices can be easily built with the
LBL technique and it has been shown that the structure
and material combination are determining for the emission
properties [73, 74]. The large quantum efficiency of quantum
dots contributes to improving external quantum efficiency of
polymeric devices. Negatively charged CdSe nanoparticles,
PAH, SPS, PPV (deposited as precursor and converted at
130 �C under 10−5 bar vacuum for 11 hours) were used to
assemble several device structures. Since emission of quan-
tum dots depends on their size, the same device fabrica-
tion process and structure can be used for tuning different
colors. The LBL technique also provides a means of control-
ling particle interaction using polymeric inert spacing lay-
ers, thus tailoring the final color emission. Gao et al. [67]
studied several device structures, changing the composition
of blocks: SPS/PPV, CdSe/PPV, CdSe/PAH, and CdSe/PAH-
SPS/PPV. For CdSe/PPV, emission was found to come from
CdSe rather than from PPV, which worked better as a hole
injection layer. Emission from CdSe/PAH was redshifted by
about 50 nm compared to CdSe/PPV, implying that there are
some deep trap sites formed at the particle’s surface dur-
ing measurements. The two-block device was observed to be
more stable. The most interesting result is that the nano-
particles were oxidized but this was prevented in the pres-
ence of PPV. X-ray reflectivity results indicated the presence
of domains with an inhomogeneous distribution of CdSe
particles, and with the average thickness being smaller than
the particle diameter, that is, coverage was incomplete. CdSe
nanoparticles were also studied by Hao and Lian [70], where
assembly was made with H-bonding as the driving force.

In [42], Rosidian et al. reported on LBL films of HgTe
nanocrystals. These materials display strong emission in the
infrared region, therefore being relevant for the telecom-
munication industry. The average particle size used was
3.5 nm with size deviation of 30% as detected by TEM.
Poly(diallyldimethylammonium chloride) was used as the
assembling material and adsorption of the nanoparticles sat-
urated after 80 min. The nanoparticle layer was 8-nm thick,
which represents 2–3 monolayers in spite of the electro-
static repulsion. The film roughness estimated with scan-
ning tunneling microscopy (STM) was slightly larger than

the quantum dot diameter. Layer-by-layer films showed
strong emission around 1600 nm with no effect from solvent
reabsorption.

Zhang et al. [72] proposed a new approach where CdTe
nanoparticles are assembled with a special polymer, nitro-
containing diazoresin (NDR), relying on ionic bonds. The
ionic bonds are converted into covalent bonds by photoreac-
tion of the photosensitive precursor film exposed to ultravi-
olet irradiation. Diazonium groups from the polycation were
easily decomposed under UV irradiation forming cationic
phenyl groups which could further react with the nucleophile
of carboxylic acid groups and convert ionic to covalent
bonds. This was achieved in 20-bilayer films, with decompo-
sition being monitored by UV-vis and FTIR spectroscopy.
The assembly of the nanoparticles was verified by XPS. The
high stability of the irradiated film was checked by etching
with a solvent mixture (H2O-dimethy-formamide (DMF)-
ZnCl2�. For films irradiated during 30 min, only 11.9% of
the particles were removed whereas 47.3% were removed
for the nonirradiated film.

Finally, “coupled” nanoparticles can also be used. Those
structures are anticipated to have potential applications in
photocatalysis and solar energy conversion. They are large
bandgap semiconductor particles with energetically low-
lying conduction band. Such particles were LBL-assembled
[75], using TiO2/PbS “coupled” nanoparticles and SPS.
Poly(ethylene oxide) was used to modify the substrate sur-
face and promote adhesion. The first step consisted of the
preparation and characterization of the semiconducting par-
ticles. The LBL films displayed a morphology characteristic
of well-packed layers.

5. LBL FILMS FROM
ALUMINOSILICATES

The use of layered aluminosilicates in potential technologi-
cal applications is limited due to their powdery nature. The
conventional route to film formation is casting, spraying,
or sometimes simply painting a suitable substrate with a
polymer-nanoparticle mixture. However, these approaches
do not allow control of film thickness, typically ranging from
a few nanometers to a few micrometers, or of the particle
orientation within the film. Furthermore, using these meth-
ods partial phase separation of the polymer/nanoparticle
solutions may occur, leading to microheterogeneities in the
film. Due to the strong negative surface charge of lay-
ered aluminosilicates, the LBL technique is suitable for the
production of films in the nanometer range with vertical
organization of different sandwich-like layers. In LBL films,
aluminosilicate layers are alternated with positively charged
polyelectrolytes, where the host lattice can have an ordered
molecular arrangement. A further advantage is that the ther-
mal and oxidative stability of organic molecules is improved
when they are confined to interlamellar spaces of host lat-
tices, owing to the reduced thermal motion and a quasi-
absence of oxygen [76].

Although the mechanisms involved in the physical adsorp-
tion of clays are believed to be the same as for polyelec-
trolytes, significant differences have been observed in the
times involved in the adsorption process. Table 1 summa-
rizes the data for the adsorption kinetics of inorganic and
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Table 1.

Time for
Adsorbent adsorption/saturation Ref.

Organic materials
Linear polyions 8–10 min [78]
Anionic dye polymer 20–40 min [79]
SPS and PAH 5 min [80]
Anionic polythiophene 10 min [81]

derivates
Anionic polyaniline derivates 5 min [81]
Ionene polymers 15 min [82]
Proteins 10–20 min [83]
Ionic dyes 15–20 min [84]
PDDA (onto SiO2 layer) 40 s (20 sa) [77]

Inorganic materials
SiO2 nanoparticles 10 s (2 sa) [77, 51]
Montmorillonite 5–6 min [85]
Molybdenum oxide Infinite growth [52]

aMinimum adsorption time for successful assembly.
Source: Reprinted with permission from [87], K. Ariga et al., Appl. Clay Sci.

15, 137 (1999). © 1999, Elsevier Science.

organic materials. The inorganic species assemblies show
quite large differences in saturation time, while adsorption
of most of the organic materials reaches saturation within 5
to 20 min. These characteristics can be explained by plausi-
ble models shown in Figure 4. Adsorption of rigid, spherical
SiO2 particles appeared to be diffusion-limited (Fig. 4A).
The diffusion time of SiO2 from solution onto the surface is
estimated to be 2 s using a diffusion coefficient of 1�1× 10−7

cm2 s−1. Lvov et al. [77] demonstrated that 2 s are suffi-
cient for SiO2 assembly. If this diffusion rate is applied to
the adsorption of PDDA at a concentration of 3 mg mL−1,
one should expect hundreds of monolayers to be adsorbed
within 20 s, which was actually the minimum PDDA adsorp-
tion time required for only one SiO2-PDDA bilayer. It was
concluded that the adsorption process of PDDA was not
determined simply by its diffusion rate, for rearrangement
of the adsorbed polymer chains may slow down the PDDA
adsorption. Furthermore, the adsorption process depends
on the clay nature. While adsorption of montmorillonite
microplates is similar to that of organic materials (Fig. 4B)
due to the flexibility of the polyions that change their confor-
mation to achieve an efficient interaction with surface-bound
opposite charges, the adsorption of molybdenum oxide is
different (Fig. 4C). In the latter, protonation and conden-
sation allow films to grow without excessive accumulation
of the surface charges and the adsorption does not satu-
rate. For montmorillonite, the adsorbed plates may reori-
ent on the film surface to give the most stable or packed
arrangement as in the case of proteins and dyes. The adsorp-
tion of montmorillonite microplates may resemble a dye
assembly as most dye molecules possess rigid nonsymmet-
rical shapes. Their slower adsorption times (15–20 min for
saturation) probably arise from rearrangement of adsorbed
species to achieve stable aggregates and effective electro-
static attraction.

Several clays were demonstrated to render well-defined
LBL polymeric/clay structures, among which montmoril-
lonite is the most popular [85–90], followed by hectorite [91]
and laponite [92, 93]. The polycations used are generally the

(C) Infinite growth

(B) Slow adsorption

(A) Fast adsorption

SiO2 particle

Reactive surface

Rearrangement

Rearrangement

Montmorillonite

Diffusion-limited
adsorption

Rate-limiting step
Dye

ProteinLinear polyion

orientational changes

Oriental change

Conformational and

Mo8O26
4–

Figure 4. Schematic illustration of adsorption processes of inorganic
materials in alternate LBL assembly. Reprinted with permission from
[87], K. Ariga et al., Appl. Clay Sci. 15, 137 (1999). © 1999, Elsevier
Science.

common polyelectrolytes for LBL film fabrication, but there
are cases in which PPV [86] or dyes such as coumarin [94]
have been employed. Montmorillonite as polyanion in LBL
films was investigated by Lvov et al. [85]. Well-structured lay-
ered films or solid gels could be obtained depending on the
concentration of the two components and on the prepara-
tion methods. The authors suggested that the assembly pro-
cess of montmorillonite/polycation multilayers occurs with
precise control of its architecture. As a result, LBL films and
highly hydrated gels could be obtained, giving rise to useful
functional materials. It was shown later on that the individ-
ual aluminosilicate-polyelectrolyte sheets were unexpectedly
flexible and oriented in parallel to the substrate plane [89].
The LBL aluminosilicate-polyelectrolyte composites exhib-
ited exceptionally high mechanical strength and resilience to
crack proliferation [89], thus making this system promising
material for gas separation and other membranes.

In a new approach, LBL films were produced under an
applied electric field [90]. Positively charged PDDA was
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found to bind strongly to the surface of anionic montmo-
rillonite platelets in aqueous dispersions up to a saturation
beyond which reversible physisorption occurred. The LBL
films were prepared under an electric potential in a standard
three-electrode electrochemical cell. Glass slides coated by
Cr and Au were used as substrates. The substrate was con-
nected to the bias source (in a potentiostat/galvanostat),
immersed into a solution of PDDA (or dispersion of mont-
morillonite), and the desired potential was applied for
10–15 min. When the potential-assisted assembly of mont-
morillonite or PDDA was completed, the substrate was
rinsed with ultra-pure water, dried with a stream of nitro-
gen, and introduced into a dispersion of montmorillonite
(or solution of PDDA). In a given LBL film, only one of the
components, either PDDA or montmorillonite, was assem-
bled under a potential. The thickness of the montmorillonite
layer was found to depend on the external voltage applied.
The layer thickness increased when positive potentials or
large negative voltages were applied but decreased slightly
for films produced under a small negative potential.

Rigid platelets of Laponite with low surface charge den-
sity were obtained in LBL films where the Laponite polyan-
ion was alternated with a cationic copolymer [93]. Film
thickness increased linearly with the number of dipping
cycles, as measured by ellipsometry. The characterization
of these LBL films was accompanied by studies of LBL
films from strong polyelectrolytes, where the influence of
charge density of the polyelectrolytes on the growth of LBL
multilayers from pure aqueous solutions was studied. For
example, the analysis of the cationic copolymer/SPS system
revealed that a critical linear charge density (�c) of 0.036
elementary charge/Å of contour length is necessary to obtain
stable multilayer growth in pure water. Above �c, the thick-
ness per layer varies with the linear charge density of the
cationic copolymers, in good agreement with current the-
ories of polyelectrolyte solutions. Analogous results were
obtained for the variation of the basal spacing of internally
structured hybrid multilayers (cationic copolymer/hectorite).
However, in contrast to the first system, no critical linear
charge density was found for the hybrid system. This was
explained by the authors due to the existence of nonelec-
trostatic interactions between the clay platelets and the for-
mamide fragment.

Some applications have been suggested for alluminosili-
cate LBL films, including the production of inorganic hol-
low spheres for microencapsulation [92], humidity sensors
[91], and in optoelectronics and photonics devices [86, 94].
The applicability of the LBL technique for the formation of
a range of polymer-core, inorganic-shell particles and inor-
ganic hollow spheres was demonstrated by Caruso et al.
[92]. Composite particles comprising a polystyrene (PS) core
and TiO2, SiO2, or Laponite nanoparticle/PEI multilayers
were fabricated. The influence of nanoparticle type, shape,
and size on the formation of multilayer shells was exam-
ined by TEM and SEM. The LBL technique for coating
polymer spheres is adaptable with small variations in the
coating steps used to optimize the nanoparticle coatings of
different materials. The number of polyelectrolyte multilay-
ers separating the nanoparticle layers and the number of
nanoparticle/polyelectrolyte depositions cycles may be var-
ied to generate uniformly coated nanocomposite spheres.

The hybrid core-shell particles were subsequently calcinated
to create well-defined hollow spheres with predetermined
diameters.

Eckle and Decher [86] fabricated organic light emitting
diodes (OLEDs) based on the PPV/Poly(methacrylic acid)
(PMA) system including an insulating layer of montmoril-
lonite. Multilayers of the cationic precursor polyelectrolyte
(pre-PPV) and PMA were prepared by a cyclic immersion
of PEI-coated substrates in pre-PPV and PMA solutions.
Thermal conversion from pre-PPV to PPV was carried out
at 270 �C for 12 h under vacuum. They demonstrated that
a single clay layer affects the devices, lowering the current
densities and increasing the light output in comparison with
other polymer systems. Figure 5 shows the luminescence ver-
sus current density curves, whose slopes indicate the relative
efficiency of the devices. Furthermore, when the distance
between the clay layer and the ITO anode increases, the
efficiency becomes slightly smaller. The device performance
increased by a factor of at least 14 in the presence of a
barrier layer. The authors also showed that the subnanome-
ter positioning of this insulating barrier within the active
medium with respect to both electrodes, which is easily con-
trolled by the LBL technique, had an important role for the
electro-optical properties of the diodes.

Nanocomposites containing a layered aluminosilicate with
an expandable lattice such as hectorite and a coumarin
dye were prepared using the LBL technique [94]. The alu-
minosilicate/coumarin dye was alternated with PDDA and
deposited on hydrophilic glass substrates. The films exhib-
ited blue fluorescence emission centered at 465 nm when
excited at 386 nm and had an outstanding thermal stability.
The intercalation of the dye causes the molecules to adopt
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Figure 5. Luminescence-current density profiles showing the greatly
enhanced performance of OLEDs containing a montmorillonite layer.
The device without a clay layer (MLA-1, straight line) has a somewhat
lower relative efficiency than those with an insulating layer. Device effi-
ciency is further increased when the insulating inorganic layer is close to
the ITO anode (MLA-2, filled circles). Reprinted, with permission from
[86], M. Eckle and Decher, Nano. Lett. 1, 45 (2001). © 2001, American
Chemical Society.
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a flat conformation. The same authors observed [94] that
the linear build-up of the multilayer films containing up
to 20 cycles resulted in transparent films which exhib-
ited strong blue-green fluorescence due to coumarin dye
molecules adhered to the exfoliated hectorite platelets.
These organic/inorganic core-shell nanoparticles may be
promising building blocks for ordered ultra-thin nano-
composite films with high mechanical strength, chemical
resistance, and thermal stability. Such properties are prob-
ably associated with the layered architecture and the ionic
interaction with the cationic polyelectrolytes.

6. LBL FILMS FROM
MACROCYCLIC SYSTEMS

Macrocyclic porphyrins and phthalocyanines have been
widely reported as being suitable for microelectronics, pho-
toresponsive materials, modified electrodes for catalyses, gas
sensing, etc. The main characteristics exhibited by this class
of materials are semiconductivity, well-defined redox activ-
ity, and high thermal stability. The fabrication of thin films
of porphyrins and phthalocyanines is relevant for many fields
because of the basic advantages to work with solid-state
films where thickness and molecular engineering can be
tailored for specific applications. The limited solubility of
most metallic phthalocyanines has led researchers to employ
vapor deposition techniques for film fabrication. Neverthe-
less, reports have been made on the preparation of ultra-thin
films of substituted phthalocyanines using the LB and the
LBL technique. The fabrication of LB films from phthalo-
cyanines dates from decades ago and interesting results have
been reported by a variety of groups [95–97]. Here we shall
not cover such works, but rather concentrate on the more
recent use of phthalocyanines in LBL films. A key for the
production of LBL films has been the incorporation of sul-
fonated groups to metallic phthalocyanines, allowing LBL
active layers of tetrasulfonated phthalocyanines to be alter-
nated with cationic polyelectrolytes. In these films, interac-
tions between the components may be maximized due to the
nanostructured nature of the films.

The possibility of assembling sulfonated water-soluble
phthalocyanines as active layers in LBL films was first
reported by Lütt et al. [98]. In this seminal work, nickel
tetrasulfonated phthalocyanine (NiTsPc) was assembled with
PDDA. Growth of the multilayers was confirmed via UV-
vis spectroscopy. Lütt et al. [98] observed significant differ-
ences between deposition of PDDA/NiTsPc onto silicon and
glass substrates mainly regarding the thickness of the layers.
When Si substrates were used, the thickness of the bilayers
was ca. 2 nm for the few first bilayers, decreasing with the
number of deposited layers to 0.8 nm after 40 bilayers had
been deposited. Deposition on glass substrates did not show
such dependency, with the thickness per bilayer being con-
stant at ca. 1 nm. The latter implied that NiTsPc molecules
were adsorbed in a standing up conformation onto the Si
substrate (orthogonally in relation to the substrate plane)
during the first layers. From X-ray reflectivity it was found
that the electron density of the first deposited bilayer was
not affected by the subsequent depositions [98].

In a subsequent work, Li et al. [99] presented a detailed
study on film fabrication and optical properties of LBL

films made of PDDA and NiTsPc. The multilayers were
grown by electrostatic attraction onto glass and silicon-
charged substrates. X-ray reflectivity analysis showed that
the PDDA/NiTsPc LBL films displayed a thickness of about
1.1 nm per bilayer with surface roughness of 0.2–0.7 nm
(rms). Such thickness values were applied as constraints
for ellipsometry measurements in order to obtain opti-
cal parameters such as refractive index, n, and extinction
coefficient, k. The refractive index varied from 1.6 to 1.8.
The use of LBL films from tetrasulfonated phthalocya-
nines in rectifying devices was evaluated by Li et al. [100].
The main scope of the work was to investigate the influ-
ence of bilayers of NiTsPc and poly(p-quaterphenylene-
disulfonic-dicarboxylic acid) (PPP) assembled with PDDA
on the potential barrier at the interface of rectifying devices
made of aluminum and a p-type silicon semiconductor. The
authors aimed at reducing the Schottky barrier across the
metal/semiconductor interface. Through I-V characteriza-
tion, it was found that the devices containing organic active
layers did not show a Schottky behavior but rather a power-
law dependence of current on voltage (at forward bias),
J ∼ V �, with � = 1.4, 2.2, and 2.7 for PDDA/PPP, PDDA
monolayer and PDDA/NiTsPc, respectively. This research
opened up the possibility of exploiting phthalocyanines
LBL films in electroluminescent devices as hole-transport
layers.

L. S. Li et al. [101, 102] studied the electronic proper-
ties of conductive surfaces modified by the deposition of
polyelectrolyte/NiTsPc layers. They evaluated the changes
in work function of an ITO-modified glass when NiTsPc
was assembled with PDDA [101] or an oligomeric viologen:
oligo(hexylene 4,4′-bipyridinum dibromide) (OHBP) [102],
respectively. The films were characterized by FTIR at an
external grazing-angle reflection configuration and X-ray
reflectivity. The work function of the films was obtained
using the Kelvin probe technique. Preferential orientation
for both PDDA and NiTsPc was inferred by FTIR at the
grazing angle configuration [101] on drop cast films in com-
parison with the bulk materials. The same orientation was
found in the LBL films, that is, the NiTsPc molecules seem
to lie flat on the surface of the PDDA layer. Fourier trans-
form infrared spectra also confirmed the presence of salt
bridges between SO−

3 and Me2N+ (1227 and 1200 cm−1�,
which acted as binding forces between PDDA and NiTsPc.
Kelvin probe measurements showed that the work function
of the surface could be changed from 500 mV to 100 mV
depending on whether the outermost layer was PDDA or
NiTsPc (for any number of deposited bilayers). A possible
explanation for the periodic variation on the work func-
tion of the film is that when one monolayer of PDDA is
deposited atop ITO, there is an increase in the current
due to the presence of dipoles from the PDDA config-
uration. When a NiTsPc layer is added atop the PDDA
layer, a decrease in the current is observed due to the pres-
ence of another dipole layer that cancels the dipoles from
PDDA.

The control of electronic properties on surfaces through
molecular engineering was also demonstrated in [102],
where the hole conductor behavior of NiTsPc and the elec-
tron acceptor characteristic of viologens were exploited to
control the work function and photovoltaic characteristics of
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LBL films made from OHBP and NiTsPc. In agreement with
the results from [101], the work function of the film surface
varied from 450 mV to 100 mV, depending on the termi-
nal layer (OHBP or NiTsPc, respectively). Figure 6 shows
the photovoltaic behavior of OHBP-NiTsPc on ITO evalu-
ated by surface photovoltage spectroscopy. When one layer
of OHBP is deposited on ITO (curve a), the photovoltaic
response drops from 200 mV to about 105 mV at 350 nm.
With the addition of one layer of NiTsPc to the film, about
30 mV of the photovoltaic response is recovered. Although
this effect repeats with the deposition of additional layers
of OHBP and NiTsPc, the photovoltaic effect diminishes
with each addition of OHBP layer. The Kelvin probe tech-
nique and surface photovoltage spectroscopy were employed
in another work by Li et al. [103] in the study of elec-
tronic and photovoltaic effects of LBL layers from PDDA
and NiTsPc deposited onto conducting and semiconducting
ITO and TiO2 surfaces, respectively. The work aimed at
investigating the charge-transfer properties between PDDA
and NiTsPc. As expected, the work function of the films
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Figure 6. Top: Surface photovoltage spectra dependence on the ter-
minating layer of OHBP and NiPc. (a) OHBP/ITO; (b) NiPc-OHBP/
ITO; (c) OHBP-NiPc-OHBP/ITO; (d) NiPc-OHBP-NiPc-OHBP/ITO;
(e) blank ITO. Bottom: Photovoltage spectra after the correction from
blank ITO, that is, �sam − �ITO. Reprinted with permission from [102],
L. S. Li and A. D. Q. Li, J. Phys. Chem. B 105, 10022 (2001). © 2001,
American Chemical Society.

differed by approximately 300 mV depending on the top
layer, whether it was from PDDA or NiTsPc. This occurred
for ITO and TiO2 substrates—in the dark or under illumina-
tion. Using surface photovoltage spectroscopy, it was shown
[103] that the effect of the terminal layer is not significant
when the PDDA/NiTsPc system is deposited on ITO. How-
ever, the presence of PDDA/NiTsPc layers seems to have a
more remarkable effect for films deposited on TiO2, espe-
cially for excitation beyond the bandgap.

The electrochemical properties of LBL films compris-
ing cobalt and iron tetrasulfonated phthalocyanines (CoT-
sPc and FeTsPc) were investigated by Lvov et al. [104] and
Zucolotto et al. [105, 106], respectively. In these works, LBL
films from phthalocyanines are used to modify electrodes for
electrochemical analysis. Investigating the ion transport phe-
nomena inside the films, Lvov et al. [104] showed that the
redox process of PDDA/CoTsPc films containing one to five
bilayers is controlled by charge diffusion. The diffusion coef-
ficient for charge transport, D, was estimated as 10−13 cm2/s
for a 5-bilayer film.

In the works cited above, the assembling of tetrasul-
fonated phthalocyanines is expected to occur via the sul-
fonated group from phthalocyanine and the positively
charged moiety of the polycation (e.g., PDDA, PAH). How-
ever, unusual interactions binding tetrasulfonated phthalo-
cyanine and the polycation were observed in PAH/FeTsPc
films [105]. Such specific interactions occurred between the
metallic center of the phthalocyanine and the unproto-
nated NH2 groups from PAH, as schematically illustrated in
Figure 7.

Reports have been made of porphyrins in LBL films
[107–111], where in addition to the study of basic concepts
and film characterization, the films have been proposed for
sensing [107] and to modify electrodes for electrochemical
analysis [108]. The first report appears to be due to Araki
et al. [107], where studies were made with two porphyrin
species bearing opposite charges, viz. tetraruthenated zinc
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Figure 7. Schematic illustration suggesting the additional interaction
binding the Fe atom and unprotonated NH2 groups from PAH.
Reprinted with permission from [105], V. Zucolotto et al., J. Phys. Chem.
B, in press. © —, American Chemical Society.
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porphyrin (ZnTPyPBpy)4+ and meso-tetra phenyl porphyrin
sulfonate (M-TPPS)4−. The deposition process was driven
primarily by electrostatic attraction between the charged
species. The multilayer structured films displayed microcrys-
talline morphology, with grain size of 0.12 �m. The thickness
of each bilayer was approximately 1.27 nm. The latter sug-
gested a slip-stacked configuration with the molecules ori-
ented coplanar with the substrate. Also worth mentioning
is the work by Jiang et al. [111 and references therein]
on the fabrication of LBL-patterned structures. It focuses
on the assembly of several polyelectrolytes with a PPV
derivative or an organometallic ruthenium electrolumines-
cent dye (sulfonated ruthenium polybispirydyl complex):
(Ru(phen′)4−3 ). Direct multilayer patterning of different dyes
could be obtained based on the selective adsorption of poly-
electrolytes onto surface templates made of carboxylic acid
and oligoethylene glycol (EG) self-assembled monolayers
(SAMs). By using the two dyes assembled with different
polyelectrolytes it was possible to grow LBL films specifi-
cally on the COOH or on EG-modified regions of the pat-
terned template. This new approach allows the formation of
multilayer films placed in a side-by-side arrangement on the
surface. The main interest in side-by-side deposition is the
fabrication of patterned electrochemiluminescent devices.

7. DENDRIMERS IN LBL FILMS
The development of a new class of polymers, referred to
as dendrimers, is relevant for several fields, particularly in
the so-called wet chemistry. The interest in the fundamen-
tal understanding and application of dendrimers comes from
the unique properties presented by these materials, such
as monodispersity, tree-like architecture, well-defined func-
tionalities, and the ability to self-organize into superstruc-
tures. In addition, a series of conducting or semiconducting
particles can be placed into the hollow structure of the
dendrimer. Dendrimers with specific properties can be suc-
cessfully tailored by adjusting the functionality of the end
groups. These features allow the use of dendrimers in a wide
range of applications especially in the form of thin films.
Nanostructured thin films made from dendrimers, in partic-
ular, may serve as active surface layers for sensing, nano-
reactors, reservoirs for conductive particles, and as modified
electrodes for electrochemical analysis.

The LBL technique is suitable in producing nano-
structured films of dendrimers due to their water-solubility,
stability, and presence of functional end groups. These
groups allow the fabrication of layered structures made from
dendrimers in conjunction with a number of charged species
such as polyelectrolytes, biomaterials, polyoxomethalates,
and even with other dendrimers. The first report of LBL
films from dendrimers was made by Watanabi et al. [112],
where only one type of dendrimer was used. In that seminal
work, polyamidoamine dendrimers (PAMAM) were assem-
bled on themselves by functionalization of the end groups
with K2PtCl4 after each dendrimer layer had been adsorbed.
This functionalization process provided sites where a fur-
ther layer of dendrimer could attach. This process allowed
the deposition of 8-nm thick layers at each deposition step.
In a similar approach, Wang et al. [113] produced covalently
bonded LBL multilayers of PAMAM G1.5 dendrimer and

nitro-containing diazoresin (NDR). The multilayered films
were initially built via electrostatic attraction and then irra-
diated with UV light which promoted the conversion of the
bonds from electrostatic to covalent.

Tsukruk et al. [114] produced LBL films with two types of
dendrimers bearing opposite charges. Polyamidoamine den-
drimers presenting surface amino groups for generation 4,
6, and 10 (G4, G6, and G10) and carboxylic groups for
generations 3.5, 5.5, and 9.5 (G3.5, G5.5, and G9.5) were
adsorbed onto each other driven by electrostatic attractions
between the amino and carboxylic functional groups. An
important result was that the thickness of a dendritic mono-
layer in the layered structure was smaller than the diame-
ter of ideal spherical dendritic macromolecules as estimated
from molecular models or from chromatography data of
dendritic solutions [114 and references therein]. Such behav-
ior can be explained by the strong interaction of the sticky
groups of adjacent dendritic layers leading to the formation
of a compressed, flattened structure for the dendrimers. The
structural state of dendrimers on air-solid (self-assembled
films) and air-water (Langmuir monolayers) interfaces was
further investigated in [115].

Evidence of unexpected compressed multilayers was
also found by Casson et al. [116] for LBL films assem-
bled with a propylenimine generation 3 dendrimer and
azobenzene-containing polymer poly[1-[4-(3-carboxy-4hydr-
oxylphenylazo)benzebesulfonamido]-1,2-ethanediyl, sodium
salt], (PAZO). When PAZO was the top layer, it adsorbed
as a loosely packed layer due to electrostatic repulsion of
the negative charges, resulting in a thicker layer. With a
subsequent dendrimer deposition, the PAZO layer collapsed
to a more compact form, as seen in Figure 8. The lat-
ter occurs due to a screening effect as the dendritic layer

Addition of
dendrimer

Addition of
PAZO

Addition of
PAZO

Addition of
dendrimer

(1) (2) (3)

(5) (4)

Figure 8. Schematic diagram of the dendrimer/PAZO multilayer sys-
tem showing the interpenetration of the dendrimer molecules into
the PAZO polymer and the collapse of the film. (1) a terminal den-
drimer layer; (2) a loosely packed layer of PAZO on a dendrimer layer;
(3) a collapse of the PAZO layer when dendrimer is adsorbed onto it;
(4) another layer of loosely packed PAZO on top of the dendrimer and
collapsed PAZO layers; (5) a second collapse of the underlying PAZO
layer when dendrimer is adsorbed. Reprinted with permission from
[116], J. L. Casson et al., J. Phys. Chem. B 106, 1697 (2002). © 2002,
American Chemical Society.
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interpenetrates in the PAZO layer shielding the charges and
allowing the PAZO molecules to pack close together.

The use of dendrimers as encapsulating materials or
nanoreservoir materials was exploited by He et al. [30] and
Khopade and Caruso [117], using multilayers built up with
a PAMAM dendrimer and an anionic polyelectrolyte, SPS.
Layer-by-layer films from dendrimers encapsulating gold
nanoparticles were produced by He et al. [30]. The insertion
of gold particles within the hollow structure of a PAMAM
G5 dendrimer was carried out by mixing an aqueous solu-
tion of AuCl4 with an aqueous solution of the PAMAM
dendrimer (at a molar ratio of 10 gold atoms per den-
drimer) followed by a reduction reaction with hydrazine.
Figure 9 depicts the structure of the Au-dendrimer nano-
composite. The final solution with concentration of 3.78 g/L
for dendrimer and 0.58 g/L for gold was used in the fab-
rication of LBL films with SPS onto solid substrates mod-
ified with a monolayer of PDDA. The adsorption process
was monitored by UV-vis spectroscopy showing that the
growth of the Au-dendrimer/SPS multilayer nanocomposites
was uniform after the sixth bilayer. The effectiveness of
incorporation of Au into the dendritic structure was probed
by TEM performed on Au-dendrimer/SPS layers deposited
onto carbon-covered copper grids. The results showed that
Au appears as nanoparticles (5–20 nm) aggregated within
the Au-dendrimer structure. The nanostructure of the films
was observed via AFM that showed uniform spherical gold-
dendrimer nanoclusters packed on the surface.

Khopade and Caruso [117] showed that multilayers of
PAMAM G4 dendrimer assembled with SPS can act as
nanoreservoirs. The LBL films of PAMAM/SPS were assem-
bled onto PS colloidal particles (925 nm). In the sequence,
the SPS/PAMAM-coated PS particles were exposed to
an aqueous solution containing a model fluorescent dye
(4,5 Carboxyfluorescein (CF)). The presence of entrapped
dye molecules in the LBL films was confirmed by pho-
toluminescence experiments and confocal laser scanning
microscopy (CLSM). In the CLSM images, the fluorescence
of the entrapped dye molecules appeared as a ring on the
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Figure 9. Structures of the polyelectrolytes and Au-dendrimer (G5
PAMAM) nanocomposites for electrostatic LBL assembly. Reprinted
with permission from [30], J.-A. He et al., Chem. Mater. 11, 3268 (1999).
© 1999, American Chemical Society.

dendrimer/SPS-coated particles. Since CF is not expected
to bind SPS, the entrapment is due to interactions of CF
with amino groups of the PAMAM dendrimer. Further-
more, it was observed that ca. 80–90% of the entrapped
dye molecules could be released under physiological condi-
tions by exposing the dendrimer/SPS-coated PS particles to
a stirred solution of 0.154 M NaCl at pH 6.5 (isotonic saline
solution), thus suggesting the potential use of these films as
drug delivery materials.

The versatility of addressing specific functional sites as
end groups in dendrimers contributed to the development of
a new approach concerning the mechanisms of adsorption in
LBL films [23, 118]. Multilayer films fabricated with biotin-
labeled polyamines and avidin were reported by Anzai et al.
[23]. Despite the fact that avidin and polyamines are both
positively charged, multilayer growth was possible due to
the very specific interaction between avidin and biotin, since
the avidin-biotin interactions are stronger than the ionic
repulsion. The latter was confirmed by the fact that mul-
tilayers could not form when unmodified polyamines were
used. Differences in deposition behavior and structure of
the LBL films were observed depending on the geometry
of the modified polyamine. Films prepared with a modified
dendritic polyamine (PAMAM) provided the deposition of
a monomolecular layer of avidin. Such behavior, however,
was not observed when avidin was assembled with branched
poly(ethyleneimine) and linear poly(allyllamine).

The nanometer-scale porous structure presented by den-
drimers has become of special interest in applications
where diffusion of molecules is required, such as heteroge-
neous catalysis and sensing. Layer-by-layer dendritic films,
in particular, have been reported as modified electrodes for
electrochemical catalysis [119] and bio [120, 121] or vapor
sensing [122, 123]. The reason is that the porous structure of
dendrimers may facilitate ion exchange throughout the film.
Layer-by-layer films especially designed for electrocatalysis
were prepared by Cheng and Cox [119]. The films were
made up of PAMAM G4 dendrimers assembled with two dif-
ferent polyoxomethalates (POMs), viz. PMo12O

3−
40 (Keggin-

structure) and P2W18O
6−
62 (Dawson-structure). The structure

of the LBL films is shown in Figure 10. The growth of
the multilayers was uniform according to UV-vis and cyclic
voltammetry data. The catalytic effect of the films was con-
firmed via cyclic voltammetry where the electrochemical
reduction of iodate and nitrite was analyzed. In addition to
the catalytic effect, the stability of POM into the layered
structure was improved.

The feasibility of LBL dendritic films for biosensing appli-
cations was demonstrated by Yoon et al. [120, 121]. Multi-
layer structured films were assembled alternating PAMAM
G4 dendrimer with periodate (IO−

4 � oxidized glucose oxi-
dase (GOx) onto a gold electrode surface [120]. Thin films
containing 1 to 5 bilayers (ca. 5.2 nm per bilayer) were
used for detecting glucose via electrochemical analysis using
ferrocenemethanol as an electron-transfer mediator. Glu-
cose was detected by the increase in the anodic current
plateau as a function of its concentration. Besides, the mod-
ified electrodes displayed thickness-dependent sensitivity. A
linear increase of the anodic current was observed as a
function of the number of bilayers in the presence of 20
mM of glucose. The sensitivity of the 5-bilayer film was
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(a) (b)

(c)

Figure 10. Structures of: (a) PAMAM and (b) PMo12O−3
40 . In the

PAMAM structure, the branching site is −N< and the surface is −NH2.
In the PMo12O−3

40 structure, the dark ball represents Mo atom, while the
shadowed ball represents an O atom with the exception that the cen-
tral shadow ball is a P atom. (c) The conceptual model of a multilayer
of Au
4-ATP
(3) PMo12O−3

40 
(2)PAMAM. Note: the sizes of PAMAM
and PMo12O−3

40 drawn are not to scale. Reprinted with permission from
[119], L. Cheng and J. A. Cox, Electrochem. Comm. 3, 285 (2001).
© 2001, Elsevier Science.

14.7 �A ·mM−1 glucose · cm−2. In order to produce reagent-
less biosensors, modified gold electrodes were produced
for glucose detection, using a PAMAM-functionalized den-
drimer and GOx [121]. The primary amine end groups of
a PAMAM G4 dendrimer were chemically modified with
ferrocene carboxaldehyde leading to the ferrocenyl-tethered
dendrimer (Fc-D). As in the case previously discussed [120],
the sensitivity of the LBL modified electrodes built with
Fc-D could be tuned by adjusting the number of bilayers
of the films. Dendrimers exhibiting 32% of modification
provided the optimum balance between conjugation with
enzyme and electrocatalytic activity.

Dendrimers as building blocks for porous LBL films were
exploited by Vossmeyer et al. in vapor-sensing devices [122,
123]. The devices comprised gold nanoparticles assembled
with different types of dendrimers onto lithographic inter-
digitated electrodes. High selectivity could be achieved in
the devices upon appropriate choice of dendrimers with
hydrophilic, amphiphilic, or hydrophobic character. Elec-
trical conductivity was provided by the Au nanoparticles.
The use of dendrimers allowed the assembly of Au nano-
particles in addition to the fact that they provided specific
sites for the sorption of the analyte molecules. Three dif-
ferent types of dendrimes were employed, viz. polypheny-
lene dendrimer (PPh) (hydrophobic), poly(propyleneimine)
dendrimer G4 (amphiphilic) (PPi), and poly(amidoamine)

PAMAM G3 (hydrophilic) (PAMAM). The sensor charac-
teristics of the LBL films were evaluated by monitoring the
changes in the film electrical conductivity in the presence
of toluene, 1-propanol, or water vapors. Figure 11 illus-
trates the electrical responses of the devices in the pres-
ence of 5000 ppm of the solvents. The sensing mechanism is
attributed to a swelling effect of the film in the presence of
the solvent, which increases the tunneling distance between
the Au particles, thus diminishing the film conductivity. Such
a mechanism explains the high selectivity of the films since
the swelling effect depends on the affinity between solvent
and dendrimer.

8. LB FILMS FROM
METALLIC COMPLEXES

The scientific interest in the fabrication of ultra-thin films
from organometallic materials [124–127] is motivated by the
possible extension of applications that today are based on
inorganic compounds, especially semiconductors. The LB
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Figure 11. Response traces measured by dosing the Au/dendrimer
films with toluene, 1-propanol, and water: (a) Au/PPh; (b) Au/PPI;
(c) Au/PAMAM. In each case the vapor concentration was 5000 ppm,
and the temperature of the sensor cells was kept constant at 39 �C. The
arrows indicate switching between carrier gas (dry, purified air) and the
test vapor. Reprinted with permission from [123], N. Krasteva et al.,
Nano. Lett. 2, 551 (2002). © 2002, American Chemical Society.
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technique has been exploited in this context due to the con-
trol over film thickness and architecture [128, 129], in addi-
tion to the intimate contact between distinct materials in
heterostructures. Complexes of transition metals, for exam-
ple, are advantageous when containing ligands with low-
energy � electrons coupled to metal ions with various redox
states [130]. In order to exploit the advantages of the LB
technique, one has to optimize film fabrication conditions
since most materials do not readily form stable LB films.
The LB technique was conceived for amphiphilic, small
molecules that are efficiently spread on an aqueous sub-
phase and suitable rigidity to allow transfer onto a solid sub-
strate. For macromolecules or semi-amphiphilic materials, a
number of difficulties may arise. The first one comes from
the poor spreadability of the material, particularly when the
hydrophilic and hydrophobic parts of the molecules are not
well defined. Such compounds tend to form aggregates with
a consequent decrease in monolayer stability. This is an
important issue as the fabrication of high-quality LB films
requires stable monolayers. In the case of macromolecules,
there are additional difficulties associated with the rigidity of
the monolayer which hampers transfer onto a substrate. Fur-
thermore, Langmuir films from macromolecules are most
often not true monolayers, that is, they are not monomolec-
ular layers. In any case, special strategies must be used to
produce LB films. A number of such strategies have been
used in the recent past, and perhaps the most frequent one
is the mixture of the nonamphiphilic material with a tradi-
tional amphiphile like a fatty acid [131].

8.1. LB Films from Ru Complexes

Ruthenium complexes are certainly among the most used
metallic complexes for the fabrication of Langmuir and
LB films. Such compounds may be classified as semi-
amphiphilic or nonamphiphilic—their spreading ability is
generally low. As a result, stable monolayers are only
formed after optimization of experimental conditions. The
first attempts to produce LB films from amphiphilic ruthe-
nium compounds, including those with long alkyl chains,
were unsuccessful [132–135], mainly because the Langmuir
films were unstable due to hydrolysis of the ester groups.
Zhang and Bard [136, 137] and Obeng and Bard [138]
investigated the electrochemical properties of LB films of
[Ru(bpy)2(bpy-R)]2+ (bpy = 2,2′-bipiridyne; R is a long alkyl
chain) and suggested that the monolayer of ruthenium com-
plexes tends to aggregate on the water surface, thus lead-
ing to unstable films. In later works, it was shown, however,
that stable Langmuir films could be formed. For example,
while producing mixed LB films of stearic acid (SA) and
the complex [Ru(dppen)3]2+ (dppen = 4,7-diphenyl-1,10-
phenanthroline), Murakata et al. [139] showed that long
alkyl chains are not required in the ruthenium complex for
the formation of stable Langmuir films. Murakata et al.
[139] proposed a mechanism of monolayer formation consis-
tent with the ion-pair interaction, as depicted in Figure 12,
where the metallic complex interacts with the carboxylate of
SA. In the experiments by Murakata et al. [139], the incor-
poration of the complex alters the surface pressure isotherm
of stearic acid, by introducing a phase transition between the
liquid-expanded and liquid-condensed phases, which is not
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Figure 12. Schematic diagram for the formation of the Langmuir
monolayer via ion-pair interaction. Reprinted with permission from
[139], T. Murakata et al., J. Phys. Chem. 92, 6040 (1988). © 1998, Amer-
ican Chemical Society.

present for the pure acid. The plateau characteristic of this
phase transition was attributed to the interaction between
the metallic complex and the carboxylate.

Langmuir films from other ionic Ru complexes were fab-
ricated by DeArmond et al. [140], where the complex was
dissolved in the aqueous subphase on which a fatty acid
monolayer was spread. This was motivated by Palacin et al.’s
work [141, 142] for cobalt(II) phthalocyanines. The area
per molecule for the fatty acid condensed monolayer on a
subphase containing Ru complex is 23–24 Å2, compared to
20 Å2 for the monolayer on pure water. This increase was
attributed to the ionic interaction between the complex and
stearic acid molecules. It is known that when the subphase
contains CdCl2, a stearic acid monolayer displays no liquid-
expanded phase [143]. However, when Ru2+ were present in
the subphase, the packing of the stearic acid molecules was
less efficient and the liquid-expanded phase appeared [141].

Samha and DeArmond [144] investigated Langmuir films
from mixtures of stearic acid and Ru(II) ionic complexes
([Ru(N-N)3]2+, where N-N = 4,4′,5,5′-tetramethyl-2,2′-bipy-
ridine, 1,10-phenanthroline, 4,7-diphenyl-1,10-phenanthro-
line) dissolved in the subphase solutions compared with films
of stearic acid on pure water. They showed that equilib-
rium is reached for monolayers of these complexes within
30–60 min after spreading. Immediately after spreading,
however, the collapse pressure decreased and tended to the
collapse pressure of stearic acid. The area per stearic acid
unit in the compressed film of stearic acid on the surface
of the ruthenium complex subphase (23–24 Å2� is larger
than that on the pure water subphase (20 Å2�. Such behav-
ior is due to the ion-pair interaction between the stearic
acid and the metal complex ions. This was attributed to the
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migration of molecules of the complex into the subphase.
The collapse pressure of the film decreased with time (in the
range of 30 to 60 min) becoming the same of the collapse
pressure of pure stearic acid (55–65 mN/m, 120 min) [144],
which indicates the migration of the complex molecules from
the surface to underneath the stearic acid layer, as shown
schematically in Figure 13.

The interaction of Ru complexes with fatty acids in
Langmuir films has been investigated in [145]. Arachidic
acid (AA) monolayers were spread on subphases contain-
ing tris(1,10-phenanthroline)ruthenium(II) chloride hexahy-
drat. The electrostatic interaction between Ru(II) ions and
AA molecules is similar to that with Cd2+ ions, which
caused the monolayer to be more stable. The only dif-
ference was that the Ru(II) complex kept AA molecules
further apart than in the case of cadmium ions. The red
shift in the UV-vis absorption spectra of the mixed LB
films, in relation to the spectra of Ru(II) in acetoni-
trile, can probably be assigned to aggregates and a coun-
terion effect. Interaction with fatty acid (arachidic acid)
monolayers was also studied for [Ru(L)(totpy)(OH2�](ClO4�
(L = Ph2AsCH2CH2AsPh2�; 4-totpy = 4′-(4-tolyl-2,2′:6′,2′′-
terpyridine) complex (2:1). The surface pressure (�) ver-
sus surface area (A) isotherms obtained for the Langmuir
films showed a phase transition between the expanded
and liquid-condensed states, which is not present in the
�-A curves for pure AA monolayers. In surface poten-
tial, �V , versus area, A, isotherms, the critical area corre-
sponding to the onset for the surface potential increased
considerably with the incorporation of the ruthenium com-
plex. Also, the difference between the minimum and max-
imum surface potential increased with the concentration
of the ruthenium complex in the mixed monolayer. UV-
vis, and FTIR spectroscopy of the LB films from the mix-
ture confirmed the partial dissociation of the acid [146].
This mixed monolayer approach was also employed for
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Figure 13. Schematic illustration of the migration of the metal com-
plex molecules from (A) the surface of the subphase (surface film) to
(B) beneath the stearic acid monolayer (subphase film). Reprinted with
permission from [144], H. Samha and M. K. De Armond, Langmuir 10,
4157 (1994). © 1994, American Chemical Society.

other ionic ruthenium complex, for example, [Ru(dppe)(4′-
totpy)(H2O)]ClO4, where dppe = PPh2(CH2�2PPh2 and 4′-
totpy = 4′-(4-tolyl-2,2′:6′,2′′-terpyridine) [147]. In the latter,
FTIR characterization confirmed that the acid molecules
were ionized and complexed with the ruthenium complex
molecules.

The properties of Langmuir films from [Ru(L18�(tPY-
PO3H)]PF6 complex, where L18 = 2,6-bis(N-octadecylbenzi-
midazol-2-yl)pyridine and tPY-PO3H = 2,2′;6′,2′′-terpyri-
dine-4′-phosphonic were strongly affected by the pH of
the subphase and by the metal coordination [148]. The
surface pressure-area isotherms displayed a smaller area
per molecule at lower pHs. The in-situ UV-vis absorption
spectra of the Ru complex at the air-water interface also
depended on the pH of the subphase, because as the sub-
phase becomes acidic, the absorption band at 363 nm from
the intraligand � − �∗ transitions is sharpened with a slight
red shift, which reveals the formation of molecular aggre-
gates at the air-water interface.

Uemura et al. [149] reported hybrid multilayers of nat-
ural saponite and the amphiphilic ruthenium(II) com-
plex [Ru(phen)2(dcC12bpy)]2+ (phen = 1,10-phenantroline,
dcC12bpy = 4,4′-caboxyl-2,2′-bipiridyl didodecyl ester) pre-
pared by two methods: in method A (Fig. 14a), the hybrid
monolayer was deposited by a horizontal dipping one after
another; in method B (Fig. 14b) a hydrophilic surface of
the transferred hybrid monolayer was dipped in an aque-
ous solution of an alkylammonium salt to render the surface
hydrophobic with alkylammonium cations. The isotherms
obtained for the films of [Ru(phen)2(dcC12bpy)]2+ spread
on pure water and on clay suspensions showed a dependence
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Figure 14. Preparation methods of hybrid LB multilayers of amphi-
philic ruthenium(II) complex cations and clay platelets: (a) Method A
and (b) Method B. Reprinted with permission from [149], Y. Uemura
et al., J. Am. Chem. Soc. 124, 992 (2002). © 2002, American Chemical
Society.
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on the clay concentration (10, 50, and 100 ppm), suggesting
the formation of a hybrid monolayer of the complex and the
clay at the air-suspension interface. The difference in orien-
tation resulting from the application of the two methods was
apparent in the area per cation for the multilayer. It was
concluded that in method A, the multilayer was produced
LBL, but the orientation of the Ru(II) complex cation in
the layer was disturbed [149]. The multilayer prepared by
method B was also built in a LBL fashion, but with a better
defined structure with the layer oriented in one direction,
that is, the hydrophobic alkyl chains of the Ru(II) complex
cation would be directed to the alkylammonium salt layer,
and the hydrophilic head group of the complex cation and
phenantroline ligands would face the clay layer [149].

A fullerene-ruthenium-porphyrin complex was employed
in the fabrication of LB films, building upon previous
experiences [150] with fulleropyrrolidines functionalized
at the nitrogen with hydrophilic chains possessing the
correct hydrophobic–hydrophilic balance to form stable
monomolecular layers at the air-water interface [151]. The
existence of a true monolayer was confirmed by means of
�-A isotherms. The �-A isotherm for a 1:20 molar mixture
of ruthenium complex and AA displayed different phases as
the dyad molecules were squeezed out from the film. When
� > 35 mN · m−1, the dyad molecules were virtually on top
of the hydrophobic arachidic acid layer. Photophysical stud-
ies, performed by transient absorption spectrophotometry,
demonstrated that electron transfer occurs in the solid film
with a lifetime of 2.2 �s.

Another class of ligands for transition metals comprises
the tertiary phosphines that may be strongly bonded to tran-
sition metal ions. Phosphines may be employed to stabilize
isolated compounds or intermediates in homogeneous catal-
ysis [152, 153], as well as in chemotherapy agents [154].
Because they possess a reasonably strong trans effect, phos-
phines lead to easily labile complexes that are essential
for homogeneous catalysts [152, 155, 156]. Ru-containing
catalysts with chelated biphosphine ligands for asymmet-
ric hydrogenation have been used since the 1970’s [157],
and in recent years applied in classical catalytic reac-
tions (e.g., hydrogenation, isomerization, decarbonilation,
homologation of amines) [158, 159], in the activation of
C-H species in the coupling of olephines [160], for oxida-
tion [161] and incorporation of carboxylic acid in alkynes
[162], hydrogenation of styrene [163], and imines [164, 165].
With regard to LB films from phosphine-containing metal-
lic complexes, in 1993 Fu et al. [166] reported the use
of a long-chain phosphine ligand, P(C18H37�3, coordinated
to the complex [Ru(P(C18H37�3�(DTBSq)] (DTBSq = 3,5-
di-tert-butyl-o-benzosemiquinonato). These LB films were
characterized using UV-vis spectroscopy, and in-situ cyclic
voltammetry. Santos et al. [147] employed the achiral
biphosphine ligand dppe with the complex [Ru(dppe)(4′-
totpy)(H2O)]ClO4, and the resulting LB films were assessed
as electrode modifiers. Enhanced electrochemical activity
was observed with the immobilization of the complex within
the matrix formed by the LB film, due to the orientation
conferred by the LB technique that assists the electron
transport.

The molecular-level interaction between a biphos-
phine ruthenium complex, mer-[RuCl3(dppb)(4-Mepy)]

(dppb = PPh2(CH2�4PPh2; 4-Mepy = 4-methylpyridine)
(Ru-pic) [167] (Fig. 15) and stearic acid was investigated
in LB films by Wohnrath et al. [168]. Langmuir–Blodgett
films could also be produced from pure Ru-pic, but in this
case the films that were spread on the water/air interface
were not true monolayers. Transferability was considerably
enhanced upon mixing Ru-pic with stearic acid. Neverthe-
less, the LB films from pure Ru-pic displayed higher elec-
troactivity, partially because there was no insulating matrix
of stearic acid and also because the resulting films had
higher roughness. Cyclic voltammetry results also indicated
that the irreversible behavior of this complex in the LB films
was associated with its spatial rearrangement when Ru(III)
was converted into Ru(II), which caused the electron trans-
fer rate between film and substrate to be lower than for
the compound in solution. In the latter, such restructur-
ing induced different species. It should be stressed that
cast films from Ru-pic were not electroactive, which demon-
strates that this property depends on the order induced in
the LB technique.

A parent biphosphine ruthenium complex, mer-[RuCl3 ·
(dppb)(py)], (py = pyridine) (Rupy), was also investi-
gated for a molecular-level interaction with stearic acid in
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Figure 15. Three-dimensional illustration and chemical structure of the
complex mer-[RuCl3(dppb)(4-Mepy)]. Reprinted with permission from
[168], K. Wohnrath et al., Thin Solid Films 402, 272 (2002). © 2002,
Elsevier Science.
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Langmuir and Langmuir–Blodgett films [169]. The inter-
action was demonstrated in the Langmuir films by a non-
linear increase in the area per molecule and in surface
potential with the relative concentration of the ruthenium
complex in the mixture. Interaction with stearic acid in the
LB films occurred via complexation with the ruthenium com-
plex, even though Rupy is not charged. It was suggested
[169] that one of the chlorides was labilized to promote
complexation and keep the Ru(III) oxidation state of the
complex. Complexation was confirmed through FTIR spec-
troscopy. Another interesting feature of the LB films from
Ru-pic and Rupy was the color change in comparison to cast
films or solutions of the complexes in organic solvents, as
illustrated in Figure 16. This color change was attributed to
an order-induced effect caused by the LB fabrication pro-
cess, and was enhanced due to the interaction with stearic
acid.

In the previous paragraphs, we mentioned LB films from
mononuclear ruthenium complexes. Langmuir–Blodgett
films have also been produced from binuclear Ru species
with mixed valence. The behavior of the organized
monolayers of the dyad Ru(II)-Rh(III) (water soluble)
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and monolayers of opposite head-group charge such as
dimyristoyl-phosphatidic acid (DMPA) and protonated eico-
sylamine (EA) has been studied [170]. The Rh(II) sub-
unit has two 2,2′-bi-(4,4′-dicarboxy)-pyridine ligands and the
bipyridine-residual of the bridging 1,2-di-(4,4-(2,2′-bi(4′,4′-
dimethyl)-pyridine))-ethane, which also acts as a ligand
of the octahedral Ru(II) subunit with two further 1,10-
dimethyl-phenanthroline ligands. The dyad has a net posi-
tive charge of 1+, if all four COOH groups in the Rh moiety
are ionized. The Ru moiety has the charge 2+ (Fig. 17). The
surface pressure area isotherms indicated that the pure dyad
is water soluble and forms no monolayer at the air-water
interface. The polar heads of DMPA bind electrostatically
not only to the Ru(II) center but also interact with Rh(III).
The COOH groups of the Rh(III) ligands and the charge
of the metal ions provide a variety of possibilities to bind
the dyad to a charged monolayer and/or to incorporate a
subunit into the hydrophobic moiety of the lipid monolayer.
The isotherms of dyad-EA demonstrated that the dyad with
a net positive charge also interacts with a positively charged
monolayer: the positive head group of the EA monolayer
with three deprotonated carboxyl groups of the Rh subunit
while the Ru subunit was oriented towards the subphase.

The system Ru(II)-Rh(III) dyad [171] was incorporated
in monolayers at the air/water interface by cospreading
with a positively EA or negatively SA charged amphiphile.
The morphologies of the two resulting systems after trans-
fer onto mica were determined using two scanning probe
techniques, scanning probe microscopy (SPM) and scanning
force microscopy (SFM). No dyad was lost with SA upon
compression and transfer of the monolayer. In contrast,
much less dyad remained at the water/interface with EA as
the lipid anchor.

Rh

N

HOOC

N

COOH

N

COOH

N

COOH

N

NMe

N

N

Me

N

Me

N

N

Me

Ru

Me

N

Me

Figure 17. The Ru-RH dyad: Chemical structure (left), and three-
dimensional model of the dyad (right). Reprinted with permission from
[170], H. Huesmann et al., Thin Solid Films 284–285, 62 (1996). © 1996,
Elsevier Science.
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8.2. LB Films from Metallic Complexes
Other than Ru

A great deal of work has been done in organometallic
materials in the form of LB monolayers and multilayers.
A review of the topic was published by Nalwa and Kakuta
in 1992 [172], where the electrical and nonlinear optical
properties of LB films from several systems were dis-
cussed. Such systems included organoruthenium complexes,
ferrocene derivatives, metal(4,5-dimercapto-1,3-dithiol-2-
dithiolene)2 complexes, metallophthalocyanines, metallopor-
phyrins, metal(dibenzotetra-aza[14]annulene)s, and siloxane
polymers. Details were also given of the possible appli-
cations of these organometallic LB films in sensors, elec-
trochromic devices, and optical switches.

Recently, LB films have also been produced from other
metallic complexes as described in the review article by De
Armond and Fried [124]. For instance, Zhang et al. [173]
obtained a stable monolayer of the molecules Eu(TTA)3Phen
and Sm(TTA)3Phen (�-diketone 2-thenoyltrifluoroacetone),
(TTA) using a composite subphase—an aqueous solution
saturated with TTA, Phen and Eu(TTA)3Phen. The rea-
son for reproducible �-A isotherms and homogeneous crys-
talline monolayer is that the dissolution and dissociation of
Eu(TTA)3Phen are effectively inhibited by the composite
subphase [174]. Gao et al. [174] were the first to report the
influence of different compounds introduced in organized
molecular films for the fluorescence of rare earth complexes.
They reported the fabrication of 10 alternate LB films: each
of the two rare earth complexes was alternated with AA, tri-
n-octyl phosphine oxide (TOPO), a long chain Schiff base
(SB), 5,50,15,20-tetra-4-oxy(2-stearic acid)phenyl porphyrin
(TPP(-COOH)), and a long ferrocene derivative (Fc). The
results indicated that TOPO and SB enhanced while Fc
and TPP(-COOH) strongly quenched the fluorescence of
the rare earth complexes. The reason why TOPO and SB
enhanced the fluorescence intensity of the complexes is that
they can absorb energy in the ultraviolet range. The energy
can be transferred to the rare earth ions either from the
ligands or directly from TOPO and SB.

Monolayers of three biferrocene derivatives (BiFc) and
mixed ones with AA (1:1 molar ratio) were investigated
for their electrochemical properties [175]. Cyclic voltam-
mograms on modified ITO electrodes are similar for these
systems. The currents for the electrochemical reaction of
Fe(CN)3−6 /Fe(CN)4−6 on each kind of mixed LB monolayer-
modified ITO electrode were higher than those on the bare
ITO electrode. The oxidation peak potential of Fe(CN)4−6
was more negative and the reduction peak potential of
Fe(CN)3−6 was more positive. The electrochemical redox
reaction of Fe(CN)3−6 /Fe(CN)4−6 could be catalyzed by ITO
electrodes modified with the mixed monolayer of BiFc
and AA. BiFc films were found to be more efficient for
the electrochemical reaction than the LB films from fer-
rocene derivatives containing one redox center and long
alkyl chains [176]. A variety of reports have been made
on LB films from porphyrin and phthalocyanine com-
plexes [177–187], which include proposals of applications
[188–192]. For example, LB films of a porphyrin complex
CoPPC18, Cobalt(II) 5,10,15-tri(p-octadecyloxyphenyl)-20-
(p-hydroxyphenyl)porphyrin [192] were suitable for optical

sensing upon exposure of the films to NO2. Interaction
between NO2 molecules with the active layers of the LB films
resulted in a change of the films refractive index. This effect
was reversible and could be monitored using a Mach–Zender
interferometer. Another sensor was made with LB films from
a metallic porphyrin, copper(II) tetra-(tert-butyl)-5,10,15,20-
tetraazporphyrin, [CuPaz(t-Bu)4] [193]. The UV-vis spectra
of the 20-layer LB films were dramatically changed after
being exposed to the saturated vapors of benzene, toluene,
and hexane. Shifts in the Soret and Q bands were observed
due to the interactions between porphyrin of the [CuPaz(t-
Bu)4] molecules and the organic solvent molecules. The gas
sensing ability for benzene and toluene was also demon-
strated via QCM measurements.

8.3. LB Films from Mixtures of Metallic
Complexes and Polymers

A large number of papers reporting the build-up of LB
films from mixtures of metallic complexes and polymers have
been published in recent years. The motivation for such
studies arises from the potential application of these films
in sensors [194], catalytic systems [191], and molecular elec-
tronic devices [195]. In order to provide a flavor of the inter-
esting results that may be obtained, we shall concentrate
mostly on recent work of our group, followed by a descrip-
tion of a few articles from other authors.

The interaction between ruthenium complexes and
polyaniline in monolayer and LB films was studied by Fer-
reira et al. [196, 197]. Langmuir monolayers and LB films
were produced from polyaniline and a biphosphinic ruthe-
nium complex, referred to as Rupy. Strong, repulsive inter-
action between the two components led to a nonlinear
change in area per molecule and surface potential with the
concentration of Rupy in the mixed film. Molecular interac-
tion was also denoted in the spectroscopic and electrochem-
ical properties of the Y-type LB transferred films. Upon
increasing the amount of Rupy in PANI, a blue shift was
observed in the peak attributed to the quinoid species of the
PANI UV-vis spectra [197], and the Raman spectra of mixed
PANI-Rupy films also indicated the oxidation of PANI. With
PANI being oxidized by Rupy, the electroactivity of the
mixed films decreased with the amount of Rupy, to become
undetectable when the mixed LB film was 50% mol in Rupy.
In contrast, cast films from PANI and Rupy always exhibited
electroactivity, because in these films the molecules are ran-
domly oriented and interaction between the components is
not strong as in the LB films [198]. The interest in combin-
ing PANI with the ruthenium complexes is to enhance the
properties of the polymer films for possible applications in
electronic devices and sensors. Besides, the presence of the
Ru complex brings the transfer ratio close to one for the fab-
rication of LB films, similarly to the effect widely reported
for fatty acids.

The interaction between ruthenium complexes and con-
ducting polymers was exploited to produce sensing units
[194] for artificial taste sensors—the so-called electronic
tongue [199]. In this approach, nanostructured LB or LBL
films are deposited onto interdigitated gold electrodes and
serve as sensing units for liquid media, in which the princi-
ple of detection is impedance spectroscopy. Riul et al. [199]
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showed that high sensitivity may be obtained because the
films are ultra-thin and probably organized, and that sensor
arrays with a combination of 4–6 sensing units can distin-
guish low quantities of substances corresponding to the basic
tastes—salty, sour, bitter, and sweet. These tastes are rep-
resented by aqueous solutions of NaCl, HCl, quinine, and
sucrose, respectively. This ability can also be employed to
distinguish among samples of different liquid media, includ-
ing coffee [200], coconut water [194], and to detect trace
amounts of impurities in a liquid, as is the case of metals
in water [199]. The electrical response of the units—that is,
the impedance for various frequencies—is treated theoret-
ically with an equivalent circuit that represents the sensor
immersed in an electrolyte [200]. The figure of merit chosen
is usually the capacitance associated with the nanostructured
film at a given frequency, say 1 kHz, and one value is
taken for each and every liquid sample tested. Obviously, the
amount of data collected is enormous and statistical meth-
ods must be used to treat the data. One such method is
the principal component analysis (PCA) [201], which allows
one to cluster similar electrical responses among a vari-
ety of data. By way of illustration, we show a PCA plot
in Figure 18, which demonstrates that beverages and solu-
tions with different tastes and inorganic contaminants can
be distinguished. In the context of applications of LB films
from metallic complex, we should mention that an elec-
tronic tongue has been produced in which the sensing units
were made from conducting polymers and the Rupy com-
plex [194]. This sensor array could identify sucrose, quinine,
NaCl, and HCl at the parts per billion (ppb) level, being
in some cases three orders of magnitude below the human
threshold. With a direct comparison with results obtained
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with cast films of the same materials, it was possible to show
for the first time the superior performance of the nano-
structured LB films [194].

The formation of LB films from a coordination complex
involving metals ions (K+, Mg2+, and Fe3+� and a ligand
monolayer (an amphiphilic polymeric imidazole, poly(N-(2-
(4-imidazolyl)ethyl)maleimide-alt-1-octadecene), IM-O) was
reported by Jeong et al. [202] to explore the possibility
of obtaining ion sensors using LB films. Surface pressure
isotherms for IM-O indicated that the monolayers were not
affected by changing the subphase, and that the area per
molecule was slightly reduced for metal ion-containing sub-
phases compared with that of pure water at the same surface
pressure. Using XPS, they showed that the concentration
of metal ions incorporated into the LB films obeyed the
order Fe3+ > Mg2+ > K+. The SEM micrographs showed
that these LB films can be used in sensors or for the selec-
tive permeation of gases. Langmuir–Blodgett films that did
not contain the metal ions were rarely seen over the pores.
However, the metal ion-containing LB films could be placed
over the pores with a few layers. This self-supporting capa-
bility of the LB films on porous substrates may therefore
be exploited in the applications mentioned. Other inter-
esting pieces of work were carried out by Miyashita et al.
on the electrical and electrochemical properties of polymer
Ru-based LB films [203–214]. As an example, one could
mention their use of surface plasmon resonance to pho-
toexcite the [Ru(bpy)3]2+complex in an LB film containing
poly(N-dodecylacrylamide) [203] and deposited onto silver
substrates. They found that the photocurrent was enhanced
by a factor of 23.6 by increasing the distance between the Ru
layer and the silver electrode, in a way that the quenching
of silver surface states is avoided.

The redox and photoelectrochemical properties of hybrid
LB films containing Prussian blue (PB) and a surfactant
derivative of the ruthenium tris(bipyridine) in aqueous KCl
solutions were studied in [215]. The interest in PB and
Ru(bpy)3 stem from their application in various molecular
devices. A large cathodic photocurrent was recorded when
the LB films were irradiated with polychromatic light at
a negative applied potential, indicating that both PB and
the derivative of ruthenium tris(bipyridine) complex play an
important role in the light-energy conversion process. This
photoelectrochemical behavior resulted from the association
at the molecular level of the organic and inorganic entities
in the lamellar systems [215].

Hybrid, multilayered LB films were obtained by Miyashita
et al. [208] with two kinds of polymer, viz. poly(N-
dodecylacrylamide-co-ferrocenylmethylacrylate) (Fc copoly-
mer) and poly(N-dodecylacrylamide-co-(4-(acryloylmethyl)-
4′-methyl-2,2′-bipyridine)-bis(2,2′-bipyridine) ruthenium dip-
erchlorate)) (Ru copolymer). The cyclic voltammograms of
the hetero-deposited redox polymer LB films showed cur-
rent rectifying and charge storage properties. Upon light
irradiation, an anodic photocurrent was observed for the
films comprising a Ru copolymer LB film as an inner layer
and a Fc copolymer LB film as an outer layer on the
ITO (Fc/Ru/ITO) electrodes. On the other hand, cathodic
currents were observed at the reverse layered structures
(Ru/Fc/ITO). This is demonstration that the direction of the
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photocurrent flow can be controlled by altering the architec-
ture of the hetero-deposited LB films from redox polymers.
Aoki and Miyashita [216] described a structural effect on the
electrochemical behavior of hetero-deposited LB films con-
sisting of Ru copolymer LB film (three layers) as an inner
layer and Fc copolymer LB film (two layers) as an outer
layer on ITO electrodes. These hetero-deposited films were
prepared at different surface pressures (25 and 28 mN m−1�.
The results for the LB films deposited at 28 mN m−1 indi-
cated that the redox behavior of the ferrocene moiety in
the outer Fc copolymer LB film was controlled by the redox
condition of the ruthenium complex in the inner Ru copoly-
mer LB film, and not directly influenced by the electrode
potential. On the other hand, in the LB films prepared at
a pressure less than 25 mN m−1, such behavior was not
observed because the inner Ru copolymer LB films were not
able to act as an insulator between the outer Fc copolymer
LB films and the ITO electrode. These results indicated that
the insulating property of the inner layer is improved and
the electron transfer rate is decreased, when higher depo-
sition surface pressures are employed. This is attributed to
the formation of highly packed alkyl side-chains in the LB
films at high surface pressures.

GLOSSARY
Aluminosilicate Group of minerals with some of the Si4+

ions in silicates replaced by Al3+ ions. For each Si4+ ion
replaced by an Al3+, the charge must be balanced by having
other positive ions such as Na+, K+, and Ca2+ ions.
Amphiphilic From the Greek meaning “both” (amphi) and
“lover” (philos), an amphiphile is a molecule that has a
strong attraction towards both polar solvents, such as water
(hydrophilic), and non-polar solvents (hydrophobic), and
will be generally located at the interface between the two.
When dispersed in either a polar or non-polar solvent an
amphiphile has a tendency to form capsules with the ends
of the molecules that are not compatible with the solvent on
the inside. Stearic acid is an example with a long history.
Composite Multiphase material formed from a combi-
nation of materials which differ in composition or form,
remains bonded together, and retains their identities and
properties. Composites maintain an interface between com-
ponents and act in concert to provide improved spe-
cific or synergistic characteristics not obtainable by any of
the original components acting alone. Composites include:
(1) fibrous (composed of fibers, and usually in a matrix),
(2) laminar (layers of materials), (3) particulate (composed
of particles or flakes, usually in a matrix), and (4) hybrid
(combinations of any of the above).
Electronic tongue System for automatic analysis and
recognition (classification) of liquids, including arrays of
non-specific sensors, data collectors and data analysis tools.
Electronic tongues may be used to identify a liquid sample
and estimate its concentration and characteristic properties.
Langmuir–Blodgett (LB) Method used to create a molec-
ular film of a surfactant at the air-water interface and
transfer onto a solid substrate, named after the American
scientists Irving Langmuir and Katherine Blodgett. (1) The
surfactant is spread on the water surface with a highly

volatile solvent. After solvent evaporation of the solvent,
the amphiphilic molecules start to reorganize. At this point,
the molecules need place and the film is not continu-
ous. (2) Then a barrier on the water surface pushes the
molecules. A feedback (Wilhelmy plate) controls the posi-
tion of the barrier and thus the pressure. Before this step,
the pressure-area isotherms of the surfactant must be stud-
ied, in order to obtain information about the stability of
the film, the reorientation of the molecules, the phase tran-
sitions and the conformational transformations. After this
step, the deposition on a solid substrate can be performed.
Layer-by-layer technique Thin film fabrication technique
which involves the assembly of multilayers onto a solid sub-
strate via physical adsorption of oppositely charged layers or
via secondary interactions.
Phthalocyanine Any of several stable, light-fast, blue or
green organic pigments derived from the basic compound
(C6H4C2N)4N4 and used in enamels, printing inks, linoleum,
and plastics.
Polyamidoamine dendrimers (Pamam) Dendrimers con-
taining tertiary amines (a nitrogen (N) atom bonded to three
carbon (C) atoms) as branching points and amide groups
(carbon (C), oxygen (O) and nitrogen (N) atoms).
Polyelectrolyte An electrolyte (a solution that conducts
electricity) of high molecular weight.
Principal component analysis (PCA) Mathematical pro-
cedure that transforms a number of (possibly) correlated
variables into a (smaller) number of uncorrelated variables,
referred to as principal components. The first principal
component accounts for as much of the variability in the
data as possible, and each succeeding component accounts
for as much of the remaining variability as possible.
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1. INTRODUCTION
Technologies to create precisely controlled structures have
been energetically researched for many years. However, the
level of structural precision is drastically changing these
days; that is, microfabrication now turns into nanofabrica-
tion. This change is driven by our demands in daily life,
because we realize the advantages of highly miniaturized
functional systems. For example, this fact appears in the
rapidly spreading use of cellular phones and mobile com-
puters. Scientists and engineers are now requested to create
and develop more and more new technologies in nanofabri-
cation, because the development of small intelligent devices
will improve our life-style with portable, easily accessible,
less energy-consuming, and pollution-minimizing processes.
Although the production of three-dimensionally defined

nanolevel structures is quite a difficult target to achieve,
preparation of layered structures with molecular-level preci-
sion in thickness is rather easily accomplished. Construction
of a controlled layer structure on a solid support sounds
simple but actually involves very important techniques of
surface modification and device preparation. The Langmuir-
Blodgett (LB) method is well known as a technique for pro-
viding molecular layer structures of organic molecules. The
LB technique provides multilayer structures of amphiphilic
molecules by transferring their monolayers from water sur-
face to solid support in a layer-by-layer manner. The pro-
cedure of the LB method usually requires formation of a
well-packed monolayer on water. Amphiphilic molecules are

mainly used in this research, and some attractive materi-
als such as proteins are not a suitable substance for this
method. Some modified techniques allow us to prepare
protein-containing LB films, but the well-packed nature of
the film is sometimes disadvantageous in function exhibition
because of the limited diffusion process in the film [1, 2].
Recently, alternating layer-by-layer adsorption has

attracted much attention as a technique for providing
nanometer-level layer-by-layer architectures by a rather sim-
ple procedure [3–10]. This technique is applicable mainly to
water-soluble charged materials, including conventional and
functional polyelectrolytes; biopolymers such as proteins,
DNAs, virus, and sugers; colloidal particles and other
inorganic materials; and dyes and molecular assemblies,
including bolaamphiphile monolayers, lipid bilayers, and LB
films. The films obtained are less ordered and less dense
compared with the fine-structured LB films. Therefore,
the alternating layer-by-layer films can compensate for
the disadvantages observed in the LB films and are more
useful in some kinds of applications. In this chapter, novel
types of layered nanofabrication based on alternating
layer-by-layer adsorption are introduced as layer-by-layer
nanoarchitectonics.

2. BASICS OF LAYER-BY-LAYER
ADSORPTION

In 1966, the concept of alternating layer-by-layer adsorption
was first proposed for charged colloidal particles by Iler [3].
The concept was widely realized by Decher and co-workers,
who demonstrated various assemblies, mainly using linear
polyelectrolytes or bolaamphiphiles [4]. This method is basi-
cally conducted through electrostatic interaction, although
several modified methods, such as stereo-complex assem-
bly, charge-transfer assembly, and biospecific assembly, have
recently been proposed as described later in this chapter.
The basic mechanism of the alternating layer-by-layer

adsorption is illustrated in Figure 1, together with the mate-
rials used. Major driving forces in the assembly process
are charge neutralization and resaturation. As illustrated in
Figure 1, a cationic polyelectrolyte is adsorbed on a neg-
atively charged surface of a solid support, and the surface
charges on the two materials effectively quench each other.
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Figure 1. The assembly mechanism and characteristics of the assem-
bled film of alternating layer-by-layer adsorption. Formulae of polyelec-
trolytes frequently used in this method are also shown.

However, overadsorption usually occurs to make the surface
charge reversed (positively charged in this example) at rel-
atively high concentrations of the polyelectrolytes. The next
adsorption of an anionic material again reverses the sur-
face charge. Alternation in the surface charges allows us to
fabricate the layered structure continuously. Kunitake and
co-workers experimentally proved the charge reversal by a
surface force measurement [11].
The simplicity of the assembly process confers a huge

versatility on the applicable materials. Recent progress with
alternating layer-by-layer adsorption has revealed that vari-
ous materials such as polyelectrolytes and aggregated small
molecules can be used in the assembly. This method is
also available for various biorelated materials and inorganic
substances. Atomic force microscopic (AFM) observation
revealed that spontaneous saturation in adsorption results
in a remarkably uniform film surface [12].
The inexpensive nature of the assembly procedure is one

of the most prominent advantages of this method, because
the only instruments required in this procedure are beakers
and tweezers. A solid support with a charged surface is
immersed in a solution containing an oppositely charged
polyelectrolyte. After the solid support is rinsed in pure

water, the support is immersed in a solution of an oppo-
sitely charged material. Repeating both adsorption processes
leads to alternation of the surface charge and multilayer
formation of polycations and polyanions in an alternating
sequence. The prepared multilayers provide wide freedom
in structural design. The number of layers and the layering
sequence are controlled simply by selecting the number of
dipping cycles and their sequences, respectively. As easily
imagined, this simple procedure can be automatically con-
ducted. Clark and Hammond [13] and Shiratori and Yamada
[14–16] separately proposed an automatic dipping machine
for these procedures.

3. ANALYSES OF LAYERING
PROCESSES AND THE
LAYERED STRUCTURES

Analytical methods that are applicable to other thin films
can generally be used for the evaluation of alternately
assembled films. The adsorption amount can be detected
by UV-vis and FT-IR spectroscopies if the adsorbed mate-
rials have specific absorption bands. The thickness of the
adsorbed layers can be evaluated by X-ray reflectivity [17],
surface plasmon resonance (SPR) [18], and scanning angle
reflectometry (SAR) [19].
A quartz crystal microbalance (QCM) that provides the

weight increase from shifts in its resonant frequency is a
unique device for evaluating the assembly process [20–23].
Because all kinds of adsorbents have weight, this technique
is theoretically applicable to all of the assembled materi-
als. In addition, we can evaluate the weight of every layer
with precision at the nanogram-level because of the high
sensitivity of this measurement. The QCM evaluation can
be conducted by assembling the films directly on the QCM
plate (Fig. 2) [24]. The QCM frequency shifts in the assem-
bly processes of three sizes of SiO2 particles (25 nm, 45 nm,
and 78 nm in diameter) are shown in Figure 2B as examples
where larger and smaller steps correspond to the adsorption
of SiO2 particles and poly(diallyldimethylammonium chlo-
ride) (PDDA), respectively. A linear increase in the film
mass was observed for all kinds of SiO2 particles. The growth
steps are 520, 910, and 1350 Hz for the 25-nm, 45-nm, and
78-nm SiO2 particles, respectively, corresponding to ca. 70%
coverage of the surface on the assumption of hexagonal
packing of the particles.
The morphology of the films can also be analyzed by

various microscopies. For example, cross-sectional observa-
tion of the protein-polyelectrolyte film can be conducted by
scanning electron microscopy (SEM), revealing the constant
thickness of the film. Surface roughness of the assembled
films can be evaluated by atomic force microscopy (AFM).
A few examples are shown later in this chapter.

4. PREPARATION OF LAYERED
NANOSTRUCTURES

4.1. Polyelectrolytes

Polyelectrolytes frequently used in this method are also
summarized in Figure 1. Poly(allylamine hydrochloride)
(PAH), PDDA, and poly(ethyleneimine) (PEI) are used as
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Figure 2. QCM frequency changes in the alternating layer-by-layer
adsorption of SiO2 and PDDA at 22 �C: SiO2, 10 mg ml−1, pH 10;
PDDA, 3 mg ml−1; adsorption time, 15 min. Plots of open circles
and solid circles represent SiO2 adsorption and PDDA adsorption,
respectively. Three different SiO2 particles (a, 25-nm-diameter SiO2; b,
45-nm-diameter SiO2; c, 78-nm-diameter SiO2) were used. Reprinted
with permission from [94], K. Ariga et al., Appl. Clay Sci. 15, 137 (1999).
© 1999, Elsevier Science.

polycation components, and poly(sodium styrenesulfonate)
(PSS) and poly(potassium vinylsulfonate) (PVS) are used as
polyanions.
Since polyelectrolyte assembly [12–16, 25–60] is the most

fundamental process, physicochemical factors that affect the
assembly amount and structures of the films have been
extensively researched at the initial stage of this tech-
nology. In particular, solution pH and ionic strength are
quite important parameters in the assembly process, because
charged state and electrostatic interaction are easily modi-
fied by these parameters. Combined analyses of AFM, SEM,
and QCM have revealed that practical procedures such as
washing and drying affect film thickness and roughness [25].
Experiments using PSS/PAH assemblies have demonstrated
that drying the film at every step increases the thickness of
adsorbed films because of the enhanced surface roughness
of the film. Frequent drying during the assembly process is
not profitable for preparing films of good quality. In con-
trast, water washing between the consecutive adsorptions
was effective for successful alternating adsorption. About
10% of an adsorbed polyelectrolyte layer was removed by
5-min washing, probably because of removal of the loosely
attached materials.
Alternating layer-by-layer adsorption was, of course,

applied to functional polyelectrolytes. Rubner and
co-workers presented several reports on layered assem-
blies of conjugate polymers [49, 50]. They demonstrate
the fabrication of light-emitting diodes using poly(p-
phenylenevinylene) (PPV). In this case, the cationic
precursor of PPV was first assembled with polyanion, and
then thermal treatment created conjugate chains of PPV.
Yamada and co-workers reported nonlinear optical effects in

alternately assembled films between azobenzene-containing
polycation and polyanion [51]. Second-harmonic generation
intensity was sensitively influenced by the assembling cycles.
Polyelectrolytes do not have to be linear, as demonstrated

by spherical dendrimer assembly with counterionic polyelec-
trolytes. Poly(amidoamine) dendrimers (PAMAM) have pos-
itive charges at the proper pH and can be alternatively
assembled with anionic PSS [52]. A gold-dendrimer com-
posite in which gold nanoparticles are immobilized in the
compartment of the PAMAM dendrimer was also success-
fully assembled with PSS [53].
Assembly of UV-reactive polyelectrolytes can lead to

micropatterned thin films [54]. A multilayered film of diazo-
resin (DAR) and poly(acrylic acid) (PAA) was assembled
through the electrostatic alternating adsorption, and UV
irradiation on the assembled film resulted in covalent link-
ing between the two components through ester formation.
Surfactant solution can dissolve the unirradiated film but
not the irradiated film. Therefore, the UV irradiation on
the assembled film through a patterned mask resulted in
micrometer-scale patterns with defined thickness.
The alternating layer-by-layer adsorption can be driven

by various forces other than simple electrostatic interac-
tion. Hydrogen bonding between donor and acceptor poly-
mers can be similarly applied in alternating layer-by-layer
adsorption [49, 55]. As an interesting example, an alter-
nating layer-by-layer adsorption based on stereocomplex-
ation of hydrophobic poly(methyl methacrylate) (PMMA)
was demonstrated by Akashi and co-workers [56, 57]. The
assembly processes were conducted with acetonitrile solu-
tion of two types of PMMA. The isotactic PMMA physically
adsorbed on the solid support because of its lower solubility
in acetonitrile. In contrast, the syndiotactic PMMA, with a
higher solubility, did not adsorb to a bare substrate, but it
could be adsorbed to the isotactic-PMMA-exposed surface
through stereocomplex formation. Alternating repetition of
the physical adsorption and stereocomplexation led to mul-
tilayer formation between noncharged polymers.
Preparation of alternately assembled films through

charge transfer interaction was reported by Ito and
co-workers, who used an electron-donating polymer
[poly(2-(9-carbazoyl)ethylmethacrylate] and an electron-
accepting polymer (poly(2-((3,5-dinitrobenzoyl)oxy)ethylene
methacrylate) [58–60]. The layers of their charge transfer
complex are sandwiched between the donor and acceptor
layers. Nonlinear optical properties of similarly assembled
films were also achieved by copolymerization of a nonlinear
optical dye with a donor polymer.

4.2. Biomaterials

Construction of multilayer structures of biological materi-
als is an attractive focus for investigation, because such lay-
ered structures provide artificial sequences of biologically
important functions [8, 17–19, 61–92]. Many highly sophisti-
cated functions expressed in the biological world are based
on controlled protein arrays. Such elegant constructions can
be mimicked by this method. Typical advantages of protein
immobilization by this method are summarized.

(i) Wide Applicability of Proteins Because most proteins,
especially water-soluble proteins, have charged sites on
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their surface, they are generally assembled by electrostatic
layer-by-layer adsorption. QCM research using 18 proteins
revealed that the assembly process with counterionic poly-
electrolytes proceeded for unlimited numbers of cycles with
high reproducibility in all cases [62, 63]. Except for some
examples, the estimated thickness of the protein layer is
approximately comparable to the protein dimensions.

(ii) Rich Variety of Layered Structures The film thickness
and layering sequence are also easily controllable. There-
fore, we can prepare protein-polyelectrolyte films with desir-
able thickness and layering sequences. This is an important
feature for optimizing the reactor structure, as demonstrated
later in this chapter.

(iii) Minimization of Protein Denaturation In this method,
the proteins are simply adsorbed from their aqueous solu-
tion; that is, the assembly procedure is not conducted under
severe physical conditions. Unnecessary disturbance of the
protein structure would be minimized.

One crucial point in successful protein assembly is con-
trol of the protein solution pH; that is, the pH value should
be set apart from the isoelectric point of the protein. Inter-
estingly, control of the pH makes it possible to assemble
the same protein in both a positively charged form and a
negatively charged form [63]. For example, hemoglobin is
positively charged at pH 4.5 and was assembled with anionic
PSS, and hemoglobin in anionic form was assembled at pH
9.2 alternately with cationic PDDA. Albumin was similarly
assembled with anionic heparin and cationic PDDA at pH
3.9 and 8, respectively.
Other charged biological materials can also be assembled

with suitable partner polyelectrolytes. Negatively charged
DNA can be assembled with various cationic materials
[84–89]. Charged polysaccharides, chitosan and chondroitin
sulfate, were assembled with PSS and PDDA, respec-
tively [90]. As a remarkable example, alternating assembly
between charged virus and polyelectrolyte was successfully
demonstrated by Lvov et al. [17].
Some kinds of biomolecules possess recognition ability for

specific functional groups. Such biospecific interactions are
also utilized for protein assembly by alternating layer-by-
layer adsorption. Concanavalin A (Con A) from Canavalia
ensiformis (isoelectric point, ca. 5) is known to recognize
specific sugar functionalities. It can be assembled with poly-
cation PEI through electrostatic interaction and with glyco-
gen (branched polyglucose) (Fig. 3) [91]. Similarly, a biospe-
cific assembly was also reported for a biotin-avidin pair [92].

4.3. Colloidal Nanoparticles

Organic-inorganic layered nanohybrids have recently
attracted attention. A convenient method for the prepa-
ration of nanohybrid films is solvent casting. Although
preparations of uniformly ordered particles in two dimen-
sions have been reported, it was not possible to create
multilayers with precisely known numbers of layers. The
LB method is the most powerful technique for providing
defined layered structures. However, the LB technique is

Figure 3. Scanning electron micrographs (SEMs) of (PDDA/PSS)2 +
PDDA + (SiO2/PDDA)8 film on a silver electrode of a QCM plate.
(A) Cross section. (B) Top view. Assembly conditions: SiO2, 45 nm,
10 mg ·ml−1, 0.1 M NaCl, pH 10; PDDA, 3 mg ml−1; adsorption time,
15 min. The QCM plate with assembled films was cut and coated with
20-Å-thick Pt with the use of an ion-coater (Hitachi E-1030 ion sput-
ter, 15 mA/10 Pa) under an argon atmosphere. The SEM images were
obtained with a Hitachi S-900 instrument at an acceleration voltage of
25 kV. Reprinted with permission from [24], Y. Lvov et al., Langmuir
13, 6195 (1997). © 1997, American Chemical Society.

not generally applicable to inorganic materials and is rather
complicated and requires specialized machines. In contrast,
alternating layer-by-layer adsorption possesses both advan-
tages, that is, simplicity in procedure and controllability in
structure [9, 24, 93–114].
As previously demonstrated in Figure 2, silica colloidal

particles were successfully assembled alternately with a poly-
cation. Next, the effect of the adsorption time of SiO2 parti-
cles was investigated by successively changing the adsorption
time [24]. The film growth estimated by the QCM analysis
remained exactly the same when the adsorption time was
changed from 20 min to 15 s. This directly demonstrates the
ease of this method; that is, the adsorption process is com-
pleted within a minute. The minimum SiO2 adsorption time
was separately reported to be only 2 s at a concentration of
10 mg ml−1 [97].
QCM frequency shifts upon the assembly of 45-nm SiO2

in alternation with polycation PDDA were monitored at
various SiO2 concentrations. The frequency shifts per SiO2
step increased as the SiO2 concentration increased [24].
The effect of the copresence of NaCl in the SiO2 solution
was also examined, and the magnitude of the growth step
increased as the ionic strength increased. Charge shield-
ing by increased ionic strength may explain the salt effect.
The repulsive force among the effective negative charges
would be suppressed by increased ionic strength, leading to a
larger adsorption amount at saturation. The results obtained
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suggest that film thickness and surface coverage can be opti-
mized through adjustment of the solution composition.
Film morphology was also affected by the concentration

and ionic strength of the SiO2 solution, and the best qual-
ity film with a smooth surface and constant thickness would
be obtained by optimizing the concentration of SiO2 parti-
cles and the ionic strength. SEM images of the optimized
SiO2-PDDA assembled film are shown in Figure 3 [24]. The
internal structure of the film can readily be seen in the cross-
sectional image, where the SiO2 particles are closely packed
in the layer, but long-range ordering is not found (Fig. 3A).
Well-packed particles in a two-dimensional plane were also
confirmed in the top image (Fig. 3B).
The surface morphology was investigated by AFM in the

noncontact mode (Fig. 4) [24]. In the image of the PSS-
PDDA precursor film, a height difference of only 1 nm was
detected over 500 nm in the horizontal distance (Fig. 4A).
In contrast, individual SiO2 particles are clearly seen in
the AFM image of a SiO2-assembled film (Fig. 4B). The
observed height difference of the 10–20-nm particles reason-
ably agrees with the actual particle radius of 23 nm. Their
relatively larger horizontal profile is probably due to the
bluntness of the scanning AFM tip.
Recently, Kotov and co-workers reported detailed obser-

vation of the surface image of assembled films of yttrium
iron garnet nanoparticles (YIG) with PDDA [99]. They

Figure 4. Noncontact mode AFM images (500 nm×500 nm) of the sur-
face of the assembled films. (A) Mica+ (PDDA/PSS)4+PDDA film. (B)
Mica+ (PDDA/PSS)4 + (PDDA/SiO)2 film. Assembly conditions: SiO2,
45 nm, 10 mg ml−1, 0.1 M NaCl, pH 10; PDDA, 3 mg ml−1; adsorption
time, 15 min. Bottom figures represent height profiles along the line in
the upper image. In the latter profiles, Z data represent the relative
height versus the lowest point of the whole two-dimensional image. The
observation was made with a TMX-2000 SPM System (TopoMetrix)
in noncontact made with a 2-�m scanner. Measurements were car-
ried out in the air. Silicon nitride cantilevers with spring constants of
38–66 N m−1 were used as purchased. The resonance frequency of the
cantilever was in the range of 130–150 kHz. Scanning rates were 3
�m s−1. Reprinted with permission from [24], Y. Lvov et al., Langmuir
13, 6195 (1997). © 1997, American Chemical Society.

noticed the two kinds of assembly modes in nanoparticle
deposition, that is, layer growth and lateral growth mode.
The latter mode should be avoided for preparation of
a sophisticated layered structure. Grafting of the charged
polymer on the nanoparticles significantly increases parti-
cle/polyelectrolyte and particle/particle interaction, resulting
in the formation of a densely packed particle layer and
avoidance of unfavorable lateral growth deposition.

4.4. Clay Microplates, Polyoxometalates,
and Other Inorganic Materials

Alternating layer-by-layer adsorption is applicable to inor-
ganic materials other than spherical particles [115–135]. As
flat-textured materials, clay microplates (montmorillonite)
whose average size is 1 × 500 × 500 nm were used [115].
Regular changes in the QCM frequency response upon
the alternating assemblies between negatively charged clay
microplates and polycations were confirmed. Interestingly,
the frequency shifts remained unchanged regardless of the
concentration of the aqueous clay dispersion from 0.03 to 1
wt%. The flat texture of the clay plates would induce efficient
contact with the underlying polycations. Effective charge
neutralization and resaturation suppress the effect of the
remaining charges that was observed in the assembly of
spherical colloidal particles. In fact, a SEM photograph of
the assembled film containing the clay microplates and PEI
shows the remarkable uniformity of the film thickness. An
AFM observation in a lateral-force mode detected the clay
sheets that lay flat one on another with a typical step of ca.
1 nm that corresponds to the single clay-plate thickness.
Assembly of a large nonspherical inorganic substance

by alternating layer-by-layer adsorption was recently
demonstrated by Yoon and co-workers [124]. They used
micrometer-sized cationically modified zeolite crystals and
PSS for the assembly of components. SEM observation
revealed a beautifully stacked assembly of tablet-like crystals
with even thickness. Successful assembly of two-dimensional
perovskite sheets with polyelectrolytes was also reported
[132].
Polyoxometalates are an interesting target as an assembly

unit, because they are useful for catalysts, solid-state devices,
photo- and electrochromic displays, biochemistry, and
medicine. Research on alternating layer-by-layer adsorption
between ammonium octamolybdate ((NH4)4[Mo8O26]) and
PAH was reported by Kunitake and co-workers [120]. The
film growth was reproducibly constant when the adsorption
time was exactly fixed. However, the adsorption amount of
molybdenum oxide increased when the immersion time was
elongated. Reflection-adsorption IR spectroscopy and X-ray
photoelectron spectroscopy (XPS) of the prepared films sug-
gested that polymerized octamolybdates, such as (NH4)

2n+
2n ·

[Mo8O26]2n−n , would be formed via protonation and conden-
sation of [Mo8O26]4− ions. The molybdenum oxide layer can
grow infinitely, because the surface charge of the molybde-
num oxide is kept low because of condensation.
Alternating layer-by-layer adsorption of three kinds

of inorganic materials, colloidal nanoparticles, clay
microplates, and polyoxometalate clusters, displayed unique
characteristics in adsorption kinetics (Fig. 5) [94]. Adsorp-
tion of rigid, spherical SiO2 particles is quite fast and
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Figure 5. Plausible adsorption mechanisms of various inorganic mate-
rials. (A) Adsorption of silica particles is based on a diffusion-limiting
process, and the adsorption is completed within a short period. (B)
Most of the materials require rearrangement and conformational
change in their adsorption process, resulting in relatively slow adsorp-
tion. (C) Adsorbed molybdates expose the reactive surface to the solu-
tion phase, and adsorption continues indefinitely. Reprinted with per-
mission from [94], K. Ariga et al., Appl. Clay Sci. 15, 137 (1999). © 1999,
Elsevier Science.

appeared to be diffusion-limited. The diffusion time of SiO2
from solution onto the surface was estimated to be 2 s, with
the use of a diffusion coefficient of 1�1 × 10−7 cm2 · s−1
by Lvov et al. [97]. In contrast, the adsorption behavior
of montmorillonite microplates is in the range of 10–20
min, similar to those of organic materials. Relatively long
adsorption times would be attributed to the rearrangement
process. The planar shape of montmorillonite can produce
a tight contact with an oppositely charged surface, and
rearrangement of the montmorillonite microplates requires
a longer time. A similar rearrangement process, such as
conformational and/or orientational changes, is required
for the adsorption of soft organic materials. The mode of
adsorption of molybdenum oxide is a nonsaturation-type.
Protonation and condensation induce infinite film growth
without excessive accumulation of surface charges.

4.5. Organic–Inorganic Hybrids

Hierarchical assemblies are attractive targets for study
because hierarchically assembled structures express high
functions in biological systems. For example, lipid molecules
spontaneously form a bilayer structure that constitutes a cell
membrane, and the cells assemble into in organisms, tis-
sues, and our bodies. Therefore, a layer-by-layer assembly
of lipid vesicles, which can be regarded as an artificial cell,
would be an interesting approach to creating artificial tis-
sues. However, exposure of the lipid vesicles to counterionic
polyelectrolytes sometimes induces vesicle destruction due
to strong electrostatic interaction and results in an assembly
alternating between a planar bilayer and a polyelectrolyte
(see below). Therefore, the development of nondestructive
vesicles is indispensable for this purpose.
We have recently developed a novel class of Organic–

Inorganic hybrid vesicles, cerasomes, which form cell-like
lipid bilayer structures with a ceramic-like inorganic skin
(Fig. 6) [136–140]. The cerasomes can be obtained from
amphiphiles bearing a triethoxysilyl head and a dialkyl tail
by a conventional vesicule preparation procedure. Control
of solution pH is an important factor in the cerasome
preparation; that is, the triethoxysilyl group was moderately
hydrolyzed and polymerized into polysiloxane under weakly
acidic conditions. A spherical structure with a multibilayer
skin was confirmed by transmission electron microscopic
observation.
Because the prepared cerasome bears anionic charge on

its surface, it can be alternately assembled with cationic com-
ponents. As a first example, an anionic cerasome was alter-
nately assembled with polycation PDDA [138]. The assembly
process was monitored by QCM measurement, and regular
growth in film weight was confirmed. AFM observation on
the surface morphology of the assembled film revealed that
the spherical structures of the cerasomes remained and were
closely packed. Such a vesicular assembly was not obtained
when conventional anionic vesicles from dihexadecyl phos-
phate were used in the assembly.
A cationic cerasome was prepared from another

amphiphile with a quarternary ammonium group as well as
the triethoxysilyl group and a dialkyl tail. Direct assembly
between a anionic cerasome and a cationic cerasome was
also demonstrated by the QCM measurement [137]. AFM
observation confirmed the packing of spherical cerasome
structures at both cerasome layers. The size of the cationic
cerasome is smaller than that of the anionic cerasome, and
thus their images can be distinguished. This is the first exam-
ple of a hierarchically integrated vesicular assembly with-
out serious destruction of the vesicle sphere. The assembly
process looks like stone paving, and the structure obtained
resembles biological tissues composed of living cell assem-
blies.

4.6. Dye and Lipid Assemblies

Assemblies of charged molecules form a multicharged sur-
face, and thus they are applicable to alternating layer-
by-layer adsorption. Bolaamphiphile monolayers [141–149],
bilayers [71, 150], and LB films [151] can be assembled alter-
nately with countercharged polyelectrolytes. Multicharged
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Figure 6. Formation of an Organic–Inorganic hybrid vesicle (“cera-
some”) from a dialkyl amphiphile with a triethoxysilane head. The cera-
some has a bilayer structure like that of a cell membrane and silicate
walls like silica particles. It is expected to form a structure like a sil-
ica particle assembly. (A) Lipid. (B, C) TEM images of cerasome. (D)
Bilayer structure. (E) Siloxane linkage on the cerasome surface. Two
modes of the alternating assemblies (anionic cerasome and polycation,
anionic cerasome and cationic cerasome) are also depicted.

dye molecules were also assembled with polyelectrolytes by
stacking of the dye molecules [152–163].
In particular, hybrid assemblies between proteins and

lipid bilayers are interesting because biomimetic structures
composed of these components would be constructed by a
procedure much easier than the LB technique. The QCM
frequency shifts for the films from cationic lipid bilayer
and anionic enzyme lactate dehydrogenase (LDH) are plot-
ted in Figure 7, where successful assemblies between the
bilayer and the enzyme are clearly demonstrated [71]. A sim-
ilar assembly method was successfully applied to alcohol
dehydrogenase (ADH). Calculation based on a ball-packing
model indicates that these proteins form a monolayer or a
bilayer structure in a single adsorption process.
The adsorption behavior of dye aggregates on a poly-

electrolyte surface provides insight into alternating layer-by-
layer adsorption [152]. QCM analyses of assembly processes
of various dyes and counterionic polyelectrolytes allow us to

Figure 7. Frequency shift upon alternating layer-by-layer adsorption
between LDH (�) (0.2 mg ml−1) and lipid bilayer (©) (lipid concen-
tration, 1 mM) and LDH; [HEPES buffer], 10 mM (pH 7.0); room
temperature.

guess the orientation of the adsorbed dye. The experimen-
tally estimated thickness of Congo Red on PDDA is 12 Å,
which is smaller than the long axis of the molecule (19 Å)
but is significantly larger than the short axis (5 Å). Congo
Red molecules probably adsorbed on PDDA in edge-on ori-
entation with a tilted orientation, which was also supported
by red-shifted UV characteristics. In contrast, side-on ori-
entation was suggested for Acid Red 26 and Ponceau S.
Data on various dye adsorbents revealed a set of general
rules on adsorption orientation. The dye exposes its charged
side to the polyelectrolyte surface by maintaining at least
one charged site in contact with the outer solution phase.
This adsorption mode satisfies charge neutralization on poly-
electrolyte surfaces and avoids unfavorable contact of the
hydrophobic side of dye molecules with water.

4.7. Hybrid Layering

As previously described, alternating layer-by-layer adsorp-
tion offers freedom in film construction. This characteristic
allows us to design and prepare various kinds of hybrid lay-
ering structures. Silica colloidal particles with different sizes
were assembled in the same film in two kinds of structural
designs for demonstration [24]. The consecutive assembly of
two kinds of layers was done in a separated layer mode;
that is, the first four layers were made from 45-nm SiO2 and
the following six layers were assembled with 25-nm SiO2.
QCM responses on growth steps for the two sizes of SiO2
particles are highly constant. Another example was demon-
strated in a neighboring layer mode; that is, a four-unit
layer (45-nm SiO2/PDDA/25-nm SiO2/PDDA) was repeat-
edly assembled. Interestingly, individual growth steps in this
film were identical to the corresponding adsorption steps in
the former assembly. Therefore, it is concluded that individ-
ual adsorption steps are not affected by the previous adsorp-
tion sequences.
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Hybrid assemblies were also demonstrated with the use of
biological materials and inorganic material. Glucose oxidase
(GOD) was assembled with clay microplates with the help
of polycationic PEI [63]. Figure 8 shows the QCM responses
upon the assembly of four-unit layers (GOD/PEI/clay/PEI)
on clay/PEI underlayer films. The observed QCM changes
showed strange profiles. The frequency shift showed the
adsorption of a thicker GOD layer, and negative growth
in the next PEI adsorption steps, implying peeling out of
some GOD molecules during immersion of the film in the
PEI solution. Somehow, excess adsorption occurs in the first
GOD adsorption step, but the extra GOD in the excess layer
is self-excluded during the cationic PEI adsorption step. The
clay sheets stably adsorbed on the resulting surface in the
third step, and the formation of a superlattice unit was com-
pleted by the final PEI adsorption. Assemblies between rigid
components such as clay microplates and enzymes were usu-
ally reported to be unsuccessful. PEI can bridge two neg-
atively charged rigid substances as a flexible glue. Similar
heterogeneous assemblies were achieved between SiO2 par-
ticles and GOD, with PDDA as the glue.

4.8. 3D Assembly

The fundamentals of alternating layer-by-layer adsorption
have been established, and several modification methods
for producing more elaborate assemblies have recently been
proposed. Intercalation of dye molecules into inorganic
platelets makes it possible to prepare three-component
inorganic/dye/polyelectrolyte assemblies [119]. Alternating

Figure 8. QCM frequency changes in three-component alternating
layer-by-layer adsorption between PEI, clay microplate, and glucose oxi-
dase at 22 �C: clay microplate, 0.3 mg ml−1 at pH 6.5; PEI, 1.5 mg ml−1;
glucose oxidase, 2 mg ml−1; adsorption time, 20 min. Open circles, solid
circles, and open squares represent montmorillonite, PEI, and glucose
oxidase adsorption processes, respectively. Reprinted with permission
from [63], Y. Lvov et al., J. Am. Chem. Soc. 117, 6117 (1995). © 1995,
American Chemical Society.

assembly of CdTe nanocrystals with PDDA was controlled
by electrical fields, and patterned assemblies were deposited
on a multielectrode support [121]. A patterned structure
of assembled films of nanoparticles and polyelectrolyte was
also achieved by a lithographic approach [112]. Alignment
of chromophores in an assembled film of azobenzene poly-
mer with PDDA was controlled by polarized light irradiation
[29].
Among various modifications, the most pronounced

improvement in alternating layer-by-layer adsorption is
three-dimensional assembly on an invisible colloidal support.
So far, solid supports in a visible size such as a quartz plate
have mainly been used for this method. However, the assem-
bly mechanism of this technique does not require the use
of these solid supports; that is, microscopic materials can
be used for this method. Three-dimensional (3D) assembly
on colloidal particles has recently been reported by several
groups [164–171].
The first example is a 3D assembly for biological

substances. Precursor layers of polyelectrolytes were first
assembled on colloidal particles. Charge alteration upon
polyelectrolyte adsorption can be monitored by surface
potential measurement. On the precursor layer, proteins
were sequentially assembled in a manner similar to that
of conventional assemblies on a plate surface. This strat-
egy would be more fruitful than a reactor prepared on a
macroscopic support, because the particle system has an
inherently high surface area. Preparation of a multienzyme
film on polystyrene particles and their coupling reaction
were demonstrated by Caruso and Schüler [165]. A more
interesting assembly design was proposed that combined an
enzyme and magnetic particles (Fe3O4). Prior to enzyme
layer assembly, magnetic particles were assembled on a
polystyrene particle, resulting in the production of particles
with both enzymatic and magnetic properties. These parti-
cles can be collected by an external magnet. Therefore, they
can be regarded as a reusable biocatalyst.
The 3D assembly can be similarly applied to inorganic

materials [167]. As illustrated in Figure 9, multilayer assem-
blies between SiO2 nanoparticles and polyelectrolyte were
first prepared on support particles. Destruction of the center
particles provides hollow spheres. Dissolution of the cen-
ter particles upon exposure of the particles to appropriate

Figure 9. Three-dimensional alternating layer-by-layer adsorption on a
colloidal template provides multilayer-coated particles, hollow inorganic
spheres, and hollow hybrid spheres. Reprinted with permission from
[167], F. Caruso et al., Science 282, 1111 (1998). © 1998, American
Association for the Advancement of Science.
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solvents results in hollow organic–inorganic hybrid spheres.
Hollow inorganic spheres without an organic component
were similarly prepared by calcination.
Hollow spheres prepared by 3D assembly can be used

for encapsulation of guest substances, because permeabil-
ity through the sphere skin would be controllable by several
perturbations [172–177]. Polycation PAH and polyanion PSS
were alternately assembled on a melamine formaldehyde
core that can be decomposed at low pH. The permeability
of the polyelectrolyte capsule obtained was controlled by
changing the dielectric environment of the surrounding
solvent system. Usually, a polyelectrolyte shell cannot be
penetrated by macromolecules such as proteins. However,
the capsules became permeable even by proteins when
the capsules were exposed to a water/ethanol mixture.
Resuspension of the capsules in water closed the opened
pores, resulting in encapsulation of the enzymes. The poly-
electrolyte skin is permeable by small materials such as
substrates for enzymatic reaction; therefore, the enzyme-
entrapped polyelectrolyte capsule can be used as a biocat-
alytic reactor.

5. APPLICATIONS

5.1. Nanobioreactor

Alternating layer-by-layer adsorption has led to the imagi-
nation of functional applications, because highly functional-
ized materials such as protein and microparticles can easily
be assembled in controlled layer structures. As one of the
straightforward applications, preparation of multienzyme
reactors was demonstrated [61, 67, 68]. The reaction scheme
used for the reactor function is depicted in Figure 10. Two
enzymes, glucoamylase (GA) and GOD, were assembled in
the film, and another enzyme, peroxidase (POD), was used
in solution phase for a coloring assay reaction. The substrate
is starch that is hydrolyzed into glucose through hydrolysis
of the glycoside bond in starch by GA. The glucose pro-
duced is converted to gluconolactone by GOD with H2O2
as a coproduct. POD in solution oxidizes DA67 (indicator)
with H2O2 as an oxidant. The reaction can easily be followed
by monitoring the strong absorbance of the oxidized DA67
at 665 nm.
A multienzyme reactor composed of GOD and GA was

examined with the experimental setup depicted in Figure 10.
The enzyme film was assembled on an ultrafilter (limiting
molecular weight 5000). The substrate, water-soluble starch,
in 0.1 M 1,4-piperazinediethanesulfonic acid (PIPES) buffer
(pH 7.0), was placed on enzyme-immobilized ultrafilters in
the upper cup. The starch solution was passed through the
enzyme film by pressure from a syringe. The filtrate obtained
was assayed by POD and DA67 to quantify the resulting
H2O2. The concentration of unreacted starch was assayed
by the iodostarch reaction, but the unreacted starch was not
detected in the filtrate at all.
Free design of multienzyme films allows us to examine the

effect of the film construction on reactor performance. In
order to investigate the influence of layer order and layer
separation, the reactor performance of four kinds of films
was examined. The film structure and the order of reactor
performance (yield of the product H2O2) are schematically

Figure 10. (A) Structure of a multienzyme reactor composed of GA
and GOD. (B) Sequential reaction catalyzed by the multienzyme reac-
tor. To evaluate the reaction, DA67 oxidation by POD in the filtrate is
coupled with the sequential reaction in the film.

summarized in Figure 11. All of the films have a precursor
layer [(PEI/PSS)4] on the filter. Inner enzyme layers and
outer enzyme layers are separated by a (PEI/PSS)n interval
layer, and the outermost surface was covered by a single
layer of PEI.
Film A and film B have inner layers of GOD and GA

outer layers and showed the best and the second best perfor-
mances, respectively. Matching in the direction of reactant
flow and the sequence of the enzyme layers resulted in a
higher yield of the product. The difference between these
films is the separation between the two kinds of enzyme
layers. Inhibition of GA by gluconolactone, which is the
product of the glucose oxidation, may be more effectively
suppressed in film A, having a larger spacer layer between
GOD and GA. Film C has a reversed ordering of the enzyme
layers and provides less efficient reactor performance. In
this film, glucose has to diffuse against the solution flow,
and that process is apparently disadvantageous. Film D has
two mixed layers of GA and GOD and showed the worst
yield. The coexistence of GA and GOD might result in the
lowest activity because of the inhibition of GA by glucono-
lactone [178, 179]. The above-mentioned results strongly
support the superiority of controlled layering than random
immobilization.
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Figure 11. Reaction efficiency of various films. (A) Film composed of
GA outer layers and GOD inner layers with thick spacer layers (the
highest efficiency). (B) Film composed of GA outer layers and GOD
inner layers with thin spacer layers (the second highest efficiency). (C)
Film composed of GOD outer layers and GA inner layers with thin
spacer layers (the second lowest efficiency). (D) Film composed of GA
and GOD mixed layers (the lowest efficiency).

Here the advantages of the multienzyme reactors pre-
pared by the alternating layer-by-layer adsorption between
proteins and polyelectrolytes are briefly summarized. The
most pronounced advantage is freedom of film construction.
Various film structures are easily prepared through changes
in the dipping number and sequence, and thus optimization
of the reactor structures can be achieved rather easily. Sim-
plicity of the procedure excludes usage of specialized equip-
ment, making the method inexpensive, which is an important
feature for practical purposes. An increase in thermal and
duration stabilities of the enzyme immobilized in the assem-
bled film was also demonstrated [64]. Alternating layer-by-
layer adsorption does not have special requirements for a
solid support. The support just has to bear some degree
of charge, and charge introduction treatment is widely
established.

5.2. Electrochemical Application
and Sensors

The layer-by-layer adsorption method is easily applied to
many kinds of solid surfaces. Therefore, modification of an
electrode by this method would be useful for molecular
device development. Here, some recent applications of alter-
nating layer-by-layer adsorption to electrochemical usages
are introduced.
An enzyme-coated electrode provides the basis of a bio-

catalytic device including an enzymatic bioreactor. When an
electron is directly exchanged between the electrode and

an enzyme, a chemical mediator is omitted and the sys-
tem is simplified. Rusling et al. reported redox behavior and
chemical conversion at an electrode modified by the alter-
nating layer-by-layer adsorption technique [77]. Epoxidation
of styrene by myoglobin-containing, alternately assembled
films was demonstrated. Myoglobin is directly reduced at
the electrode and oxygen is converted to hydrogen perox-
ide. Metmyoglobin (MbFeIII) is converted to an active oxi-
dant form, ferrylmyoglobin (MbFeIV=O), upon conversion
of the hydrogen peroxide to water, and the latter form may
oxidize styrene. Similar catalytic activity was achieved with
cytochrome P450-containing film.
Electrically wired enzymes have attracted attention

because of their potential application in biosensors and
molecular devices. Layer-by-layer structures composed of
alternating layers of charged enzymes and countercharged
redox polyelectrolytes would easily make electrochemical
contact with an electrode. Calvo et al. demonstrated that
glucose oxidase, lactate oxidase, and soybean peroxidase
were electrically wired to an underlying electrode through
poly(allylamine) with a covalently attached osmium complex
[73]. Lactate oxidation by the corresponding enzyme was
driven indirectly by an electrode. A bienzyme system with
glucose oxidase and peroxidase was also proposed.
Thin-film characteristics are favorable for a quick sens-

ing system, and thus alternating films on appropriate device
surfaces are quite suitable for sensor preparation. As easily
imagined from the above-mentioned examples, enzyme mul-
tilayers immobilized on an electrode surface provide wide
variety in sensor preparation. For example, a cholesterol
sensor was recently proposed that included an alternating
film containing cholesterol oxidase [83]. Much simpler poly-
electrolyte assemblies are also useful for sensor devices.
Alternating assembled films of PEI and poly(maleic acid-
co-ethylenimine) was used for the detection of copper and
nickel ions [48]. Uptake of these ions to the films is mon-
itored by SPR. As a unique application, a smoke sensor
was proposed that would include films of PAH and PAA
alternately assembled on a QCM device [16]. Exposure of
the film to smoke from tobacco induced an incredible shift
of the resonance frequency. The frequency response upon
smoke adsorption was recovered by heat treatment.

5.3. Electronics and Photonics

For the construction of molecular photoelectrical devices,
immobilization of bacteriorhodopsin is an attractive research
target. Its long-term resistance to thermal, chemical, and
photochemical degradation makes bacteriorhodopsin one
of the most promising biological candidates for biopho-
toelectronics. Tripathy et al. reported that layer-by-layer
assemblies using cationic PDDA and the anionic bacte-
riorhodopsin were successfully constructed by the alter-
nating layer-by-layer adsorption technique. Generation of
photocurrent from the assemblies confirmed the biologi-
cal activity of bacteriorhodopsin after the assembly process
[74, 75].
Many applications of alternately assembled film of non-

biological materials have also been extensively researched.
In particular, assemblies of inorganic materials and conduc-
tive polymers were used for various electronic and photonic
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devices, such as a rectifying junction device and light-
emitting diodes.
Alternating assembled film can incorporate metallic

components as a coordination complex. Rubner et al.
reported light-emitting devices based on alternating layer-
by-layer adsorption of Ru(bpy)3 complex polyelectrolyte
and poly(acrylic acid) (PAA) [33]. The Ru(bpy)3 complex
is known to emit light in an electrogenerated chemilumi-
nescence process. When a thin insulating layer (PAH/PAA
layer) existed at an anodic electrode, the luminescence level
of these devices was significantly diminished. Therefore,
luminescence intensity was observed to be controlled by the
film construction and bias types. Great freedom of film con-
struction in alternating layer-by-layer adsorption makes it
possible to design vectorially functioning devices.
The importance of layering sequences was also pointed

out in these functions. For example, Eckle and Decher
fabricated organic light-emitting diodes based on poly(p-
phenylenevinylene) and poly(methacrylic acid) that included
an isolating layer of clay microplates [116]. Introduction of
the clay layer lowered the current density and increased the
luminescence intensity in comparison with a pure polymer
assembly, and these characteristics were easily modified by
the deposition sequences of these components. The most
important advantage in alternating layer-by-layer adsorp-
tion, freedom in layering construction, can lead to easy
device optimization.
Diode nanowire devices were prepared by combining

template synthesis and the layer-by-layer adsorption. Kov-
tyukhova and co-workers assembled nanoparticles (TiO2 and
ZnO) and PSS between metals in a matrix of porous alu-
mina membrane [125]. Removal of the matrix resulted in
free-standing nanowire with the nanoparticle assembly film
sandwiched by the metals. The prepared nanowire showed
current-rectifying behavior.

6. CONCLUSIONS
Preparation of well-controlled structures in nanometer-level
precision is an indispensable research target for the cur-
rent development of nanoscience and nanotechnology. In
particular, the formation of layered nanostructures is more
easily accomplished than the total construction of three-
dimensional structures. We need a simple and inexpensive
methodology that can be generally applied to various mate-
rials. Alternating layer-by-layer adsorption satisfies these
requirements. Recent developments in this method have
expanded the application area from the visible range (2D
assembly on visible support) to a microscopic scale (3D
assembly on invisible particles). The potential and recent
progress of this method could lead to various practical appli-
cations, from electronic devices to medical uses.

GLOSSARY
Alternating layer-by-layer adsorption Method to produce
thin film through alternating adsorption of materials. Elec-
trostatic interaction between cationic and anion polyelec-
trolytes is mainly used as an adsorption force.

Atomic force microscopy (AFM) Microscopy for observa-
tion of surface morphology with molecular-level resolution
produced by controlling atomic force between sample sur-
face and monitoring tip.
Cerasome Lipid vesicle with a ceramic-like surface.
Langmuir–Blodgett (LB) film Thin film prepared by layer-
by-layer transfer of monolayers from water surface to solid
support.
Quartz crystal microbalance (QCM) Device to monitor
mass change with nanogram precision through the reso-
nance frequency shift of quartz crystal based on its piezo-
electric property.
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1. INTRODUCTION
Lead sulfide nanoparticles are subject of increasing research
interest. On the one hand, this research is motivated
by the opportunity to study quantum confinement effects
inside zero-dimensional structures [1]. On the other hand,
the optical properties of semiconductor nanoparticle-doped
materials can be precisely engineered by choosing their
composition, size, and the host matrix. Moreover, some
interesting properties, such as the optical nonlinearity, are
significantly enhanced with respect to the corresponding
bulk materials [2]. Thus, the realization of improved or new
optical devices becomes possible.

Historically, semiconductors other than lead sulfide were
much more intensively studied. Most of the work was
done in Cd(S,Se)-doped glasses, partly because they are
commercially available as sharp cut-off optical filters. For
example, the strong optical nonlinearity of semiconductor
nanoparticles was first observed in Cd(S,Se)-doped glasses
[3]. Other semiconductors, such as CuS or HgS, are seldom
studied. The interest in lead sulfide is, however, strongly
increasing over the last few years. In the 1980’s and 1990’s,
many groups studied the linear and nonlinear optical prop-
erties of semiconductor-doped glasses and observed origi-
nal features such as the blue shift of the absorption edge

or the high optical nonlinearity. The theoretical work that
accompanied the experimental work provided explanations
for most of these observations by the quantum confinement
of free carriers inside the nanoparticle.

Bulk PbS was primarily studied for near-infrared detector
applications. PbS is a narrow bandgap semiconductor with
its absorption band in the near infrared around 3 �m. In
nanoparticles, the absorption resonance can be shifted to
the visible wavelength region by choosing an appropriate
particle size. Thus the 1–2 �m wavelength region can be
easily covered. This spectral region is of paramount interest
for telecommunication devices or sensors. A further specific
feature of PbS is its very large exciton Bohr radius. Hence,
strong quantum confinement is obtained relatively easy. This
is an important fact, as theoretical considerations predict
that for this case the most interesting quantum confinement
features can be observed.

During the last 20 years, many different techniques have
been developed for semiconductor nanocrystal synthesis. For
both fundamental research studies and applications, it is
necessary to control the average size of the particles, in
order to obtain a very narrow size distribution of parti-
cle sizes, control the electronic surface states, and also to
control the shape and organization of the particles. Most
of the developed synthesis methods aim to overcome these
problems, and to obtain semiconductor nanocrystals inside
a specific host material as for many application, it is often
necessary to embed the nanocrystals in a solid matrix.

This entry is considered a concise introduction to lead sul-
fide quantum dots only. Great care was taken to consider
all important aspects of the field and to include all available
recent results. For more detailed information, the reader
should consult the cited references or the more general
introductions to the exciting field of semiconductor quantum
dots that can be found in [4–7].

The organization of this article is as follows: the theoreti-
cal investigations of lead sulfide nanoparticles are described
in Section 2. Section 3 gives an overview on the exten-
sive particle elaboration techniques, followed by the results
of the particle characterization illustrated in Section 4.
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Some important optical features of lead sulfide nano-
particles are discussed in more details in Section 5. The
last section deals with the application of PbS nanoparticles.
Tables 1–4 provide an overview on research done on the the-
oretical considerations, the material elaboration, its charac-
terization, and its nonlinear optical properties, respectively.

2. THEORETICAL INVESTIGATIONS

2.1. Quantum Confinement

The optical properties of lead sulfide nanoparticles are fun-
damentally changed with respect to the bulk material. This
modification is caused by the confinement of the free carriers

Table 1. Theoretical considerations concerning PbS nanoparticles.

Studied property Theoretical model Specific features Ref.

exciton ground state energy cluster model local tight binding Hamiltonian [12]
use basic set of sp3 pseudofunctions

exciton ground state energy hyperbolic band model modified effective mass approximation [12]
infinite confinement potential

exciton ground state energy effective mass approach (EMA) strong confinement regime [16]
spherical confinement geometry
finite confinement potential

electronic bandgap tight-binding approach spin-orbit coupling [19]
density of states Lanczos recursion
electronic structure scattered-wave method relativistic approach [181]

(PbS molecule)
electronic band structure Löwdin process atomic orbitals combination of Slater [22]

(bulk) and Koster
density of states Vogel basis {sp3s∗}
optical absorption spectra four-band kp method anisotropy effects [24]
exciton energy levels anisotropic four-band envelop non-parabolicity of e/h bands [25]

function formalism (AFBEF) enhanced consideration of anisotropy of
e/h bands

spin-orbit interactions
exciton energy levels isotropic four wave envelope non-parabolicity of e/h bands [25, 26]

function formalism (IFBEF) anisotropy of e/h bands (perturbative
approach)

spin-orbit interactions
electronic band structure scalar-relativistic full-potential Slater–Koster Hamiltonian

(bulk) linearized
volume dependence augmented plane wave method local density approximation

of the energy gap
density of states generalized gradient approximation

spin-orbital coupling
polar optical phonons coupling between longitudinal and [32]

transverse modes
phonon dispersion up to quadric terms
coupling of vibration displacement

to electrostatic potential
Raman spectra one phonon Raman scattering model complete description of phonon modes [34]

of spherical structures embedded in a matrix
selection rules for Raman correct treatment of mechanical and

scattering electrostatic conditions at the surface
Fröhlich interaction

Raman spectra electrical dipole approximation phonon-assisted optical transitions [36, 37]
photoluminescence spectra nonadiabaticity of exciton-phonon system
Raman scattering spectra Kubo nonadiabatic approach (Jahn–Teller effects) [38]
selection rules for Raman multiphonon transitions

scattering
photoluminescence spectra

into the volume of the nanoparticle. Thus, the available elec-
tron and hole states are modified, which, in turn, affects
the particle-light interactions. As this characteristic feature
can only be explained in the framework of quantum the-
ory, it was named quantum confinement and, consequently,
the semiconductor nanoparticles are often denoted as quan-
tum dots. The quantum confinement influences the absorp-
tion and the emission as well as the carrier dynamics of the
semiconductor.

One of the most striking quantum confinement effects is
the blue shift of the linear optical absorption offset. This
effect can be understood in a very straightforward way. In
a bulk semiconductor, the conduction electrons and holes
are free to move around. However, in a confined geometry,
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the carriers feel confined. Thus, in a first approximation,
their wavefunctions have to be zero at the surface of
the particle. This problem corresponds to the well-known
particle-in-a-box problem, resulting in discrete energy levels
and an increase of the ground state energy.

The first theoretical description of quantum confinement
in semiconductor nanoparticles was published in 1981 [8].
In this joint effective mass and particle in a sphere approach,
the electron wavefunctions are forced to zero at the parti-
cle surface. The nature of the confinement is governed by
the relationship between three lengths: a� ae, and ah (a is
the crystal radius, ae� h the electron/hole Bohr radii: ae� h =
�

2�/me�he
2� � the semiconductor static permittivity, and e

the electron charge). In lead sulfide, the electron and hole
radii are both in the order of ae� h ≈ 9 nm [9], that is, big-
ger than the nanoparticle size of most elaborated particles
(≈2–5 nm). Consequently, lead sulfide nanoparticles can be
described in the so-called strong confinement limit which is
defined by a � ah� e [8]. In this case, the confinement energy
separation between electron/hole energy levels is dominant
over the Coulomb interaction energy. Therefore, in a first-
order approximation, the electrons and holes can be consid-
ered as two independent particles confined inside a spher-
ically symmetrical energy wall with infinitely high potential
wells. The effective bandgap of the nanoparticle can be cal-
culated by

Eg = Ebulk
g + �

2�2

2�a2
− 1�786

e2

a
− 0�248E∗

Ry (1)

where Ebulk
g is the bulk energy gap, � = memh/�me + mh�

the reduced mass,  is the semiconductor dielectric constant,
and E∗

Ry ≡ �e4/�2�2
�

2� the exciton effective Rydberg energy.
The second and most important term scales with the inverse
of the square of the sphere radius and the inverse of the
reduced mass. The two further terms are small corrections,
which describe the electron-hole Coulomb interaction (third
term) and the remnant of the exciton effect, that is, the spa-
tial correlation between the two particles (fourth term) [10].
One can notice that because of the small effective electron/
hole mass in PbS, the actual value of Eg is very sensitive to
small changes in the particle size.

This basic model provides an understanding of the con-
finement effect and its dependence on the particle size.
However, especial for very small particles, some of its
assumptions, such as the parabolic band structure or the infi-
nite confinement potential, are not realistic. For example,
the potential barrier between nanoparticles and the matrix
in PbS-doped Langmuir–Blodgett (LB) films was experimen-
tally evaluated to 4.5 eV [11]. Moreover, the band non-
parabolicity has been described by a two-band model, using
a basis set of sp3 pseudo wavefunctions centered at the Pb
and S atoms [12]. Actually, this improved model was success-
fully applied to explain the blue shift of PbS particles with
sizes as low as 2.5 nm. Further modified models were pub-
lished (see Table 1), including a nonparabolic band structure
[13, 14] or an infinite confinement potential at the semicon-
ductor glass interface [15, 16].

A different approach to explain the electronic proper-
ties of semiconductor nanoparticles is given by the tight-
binding method. It starts from one atom and its electronic

orbit structure. The semiconductor nanoparticle is then con-
structed by adding more and more atoms and calculating
the electronic energy structure of the resulting particle [17–
20]. This appropriate approach is feasible because of the
rather small number of atoms in one particle. For exam-
ple, a 3.5-nm diameter PbS nanoparticle contains only 912
atoms. Kane et al. applied this approach to describe the
size effects on the absorption spectra of PbS nanoparticles
and observed good agreement with experimental results [19].
This model was also used to study the influence of the parti-
cle shape on the absorption spectra. This is a very important
feature as very small crystals are rarely of perfect spherical
shape. Calculations for CdSe nanoparticles show that the
first transition energy is only dependent on the smallest par-
ticle dimension, whereas higher transitions are affected by
the particle anisotropy [20]. This shape dependence of the
optical absorption spectra was experimentally verified in PbS
nanoparticles of different shape [21].

The calculation of the lowest optical absorption can be
extended to the calculation of the entire electronic energy
structure. Some important differences between the band
structure of bulk PbS [22, 23] and PbS nanoparticles [24–26]
were found. Exact theoretical analysis of the energy spec-
tra in the framework of a four-band kp method with a full
account of anisotropy effects results in pronounced optical
transitions, which are forbidden in an isotropic approxima-
tion. The band anisotropy effects are more pronounced for
excited states and increase with the confinement.

The application of most of these theoretical models are
limited by the fact that they include specific material param-
eters (such as  or n) which are only known with precision
for the bulk material. These parameters can change drasti-
cally for nanoparticles. For example, the size dependence of
the refractive index was experimentally investigated [27]. For
particles with average diameters below 25 nm, the refractive
index decreases with decreasing particle size from the bulk
value of nbulk = 4 to n = 2�1 for 3-nm sized particles.

2.2. Phonon Coupling

Similar to the confinement of electrons or holes to the nano-
particle volume, size quantization also effects the phonons.
The effects of confinement on the vibrational modes of
PbS nanoparticles are dramatic, owing to the dispersive
phonons and unusual dielectric properties of the bulk mate-
rial. In a basic model, the phonon wavefunction is confined
to the nanoparticle while the bulk dispersion relations are
retained. More appropriate treatments use a classical dielec-
tric model, which couples the phonon amplitude to the elec-
trostatic potential, but still neglect phonon dispersion [28,
29]. The application of spherical boundary conditions results
in confined longitudinal and surface modes.

The modified electronic structure of PbS nanoparticles
affects the exciton-phonon coupling efficiency. In bulk PbS
coupling of electrons and holes to polar phonons is strong
because of their high ionicity. In nanoparticles, this coupling
is expected to be much smaller. In fact, in the strong confine-
ment limit, the size quantized electron and hole states ide-
ally have identical wave functions and can be thought of as
lying on top of each other, thus cancelling each other’s cou-
pling to the lattice. Therefore, the coupling to polar phonons
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should vanish. Coupling to acoustic phonons occurs through
deformation potential and piezoelectric interactions. The
sodium chloride crystal structure of lead sulfide is cen-
trosymmetric and thus not piezoelectric, so the deforma-
tion potential coupling is isolated. PbS nanoparticles are
thus well-suited to test theoretical predictions of the vibronic
nature of the excited states and the homogeneous line shape.

Once the electronic wave functions and vibrational modes
are known, they can be used to calculate the coupling of
excitons to optical modes. Measurements of the exciton
photon coupling showed that the actual coupling to optical
phonons is very small due to the net charge neutrality and
is at least 10 times smaller than values obtained for nano-
particles in other material systems [30]. Moreover, the cou-
pling to acoustic modes is larger than the coupling to optical
modes. These conclusions are consistent with the original
theoretical predictions for nanoparticles in the strong quan-
tum confinement limit [31].

For a more accurate treatment of materials with dis-
persive phonons, it is essential to satisfy the appropriate
mechanical as well as electromagnetic boundary conditions.
It was shown that correct boundary conditions demand the
coupling of longitudinal and transverse modes [32]. In the
special case where the vibrational amplitude is completely
confined to the nanoparticle, the modes can be classified
as coupled spheroidal and uncoupled torsional modes. The
uncoupled modes are purely transverse, have no associated
electrostatic potential, and hence are not expected to be
optically active. The coupled solutions have a mixed lon-
gitudinal and transverse character involving the mechanical
amplitude and the electrostatic potential. Since they involve
the electrostatic potential, the coupled modes should be
optically active, which was experimentally confirmed [33].

These calculations can be extended in order to determine
the Raman cross-section of the phonon modes [34]. How-
ever, when measured by time-integrated Raman scattering,
the electron-phonon coupling was found to be about four
times more important than expected [35]. This discrepancy
was explained by trapped charges built up on the nano-
particle surface during steady-state Raman measurement.
The resulting local field enhances the coupling of excitons
to polar phonons by at least an order of magnitude. The use
of short excitation pulses should resolve this problem.

Devreese et al. developed a theory of phonon-assisted
optical transitions in semiconductor nanoparticles, which
takes into account the nonadiabaticity of the exciton-phonon
system [36–38]. The role of the nonadiabaticity was shown
to be of paramount importance in spherical particles, where
the lowest one-exciton state can be degenerated or quasi-
degenerated. In nanoparticles of lower symmetry, the effects
of nonabiacity reveal themselves mainly due to the phonon-
induced mixing of states which belong to different energy
levels.

2.3. Nonlinear Optical Properties

The overall polarizability � = −1 of a medium is defined in
its scalar form as ��3�E = P/0 = ��1�E + ��2�E2 + ��3�E3 +
� � � [4]. The first term describes the linear response; the sec-
ond term corresponds to frequency doubling, summation,

and subtraction; and the third term describes four-wave mix-
ing and other processes. It can be shown that in centrosym-
metric media, such as most semiconductor nanoparticles,
the even order terms must be zero [39]. In the case of PbS
nanoparticles, the most important term is ��3� correspond-
ing to the third order or Kerr-type nonlinearity. This effect
can also be interpreted as a nonlinear dephasing and one
introduces the complex nonlinear refractive index n2 by n =
n0 + n2 · I , where n0 is the complex linear refractive index
and I the light intensity.

The nonlinear optical properties of bulk semiconductors
are mostly of electronic nature. Near the electronic bandgap,
absorption saturation leads to a strong negative optical non-
linearity. The response time of the nonlinearity is, however,
relatively long, as its mechanism is based on real electronic
transitions with quite slow decay rates (≈10 ns−1). It was
shown that the spectral region near half the bandgap is more
favorable for nonlinear optical applications [40]. In this case,
the nonlinearity is somewhat smaller, but its response time is
much faster and the linear absorption is significantly lower.

Similar to the linear optical properties of semiconduc-
tor quantum dots, the effects of the quantum confinement
on the nonlinear optical properties depend on the size of
the particle in respect to the different Bohr radii. Differ-
ent theoretical models for the nonlinear optical properties
of semiconductor nanoparticles in the strong confinement
limit were published [2, 31]. The separation between the dis-
crete energy levels inside the valence and conduction bands,
is large. Thus, in a first approximation, electronic intra-
band transitions can be neglected with respect to state fill-
ing of the lowest interband transition. Hence, the nonlinear
response of quantum dots can be described in the frame-
work of a saturated two level system [31]. Using a nonlinear
Kramers–Kronig relation [41], the real part of the nonlinear
refractive index n2 can be calculated from the absorption
changes induced by the saturation of the absorption. In this
theory, the nonlinearity will saturate as n2 = n′

2/�1 + I/IS�.
The main improvement of nanoparticles, with respect to
bulk material, is that the absolute absorption change and,
consequently, the nonlinear refractive index change can be
much larger before the transition saturates. This is particu-
larly important for nonlinear devices, where in the case of
bulk semiconductors, the transition already saturates before
sufficient index change, that is, dephasing occurs. The larger
saturation intensity in quantum dots is partially caused by
their much faster recombination. However, the theory pre-
dicts that relatively complete saturation of absorption should
be possible in quantum dots, because there are no com-
peting mechanisms such as bandgap renormalization that
inhibit strong absorption saturation in bulk.

At present, only a limited number of articles dealing with
the nonlinear properties of PbS nanoparticles are published.
Thus, the reading of some articles not directly dealing with
lead sulfide can be useful for the understanding of the non-
linear properties of PbS nanoparticles [7, 42–44].

3. SYNTHESIS
Table 2 summarizes the main synthesis methods of PbS
nanoparticles reported up to the present. The different syn-
thesis methods will be reviewed with particular consideration
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Table 2. Main PbS nanoparticles synthesis method. The synthesis have been divided into to main groups: PbS not embedded in a matrix and
embedded in a host material. In the dimension row it is reported the mean diameter for spherical particles and the width x length for road or
wire shaped particles. The presence or not of structured absorption spectra is reported in the abs row. Particles shape is abbreviated as follow:
s = spherical; c = cubic; r = road; tp = triangular pyramid; w = wire. (n.r = not reported).

Not embedded in a matrix

Precursors Method Stabilizer Solvent Dimension (nm) Shape Abs Ref.

Pb�NO3�2, H2S colloidal EDTA H2O 7�4 ± 0�4–12�0 ± 1�6 c n.r. [45]
Pb�ClO4�26H2O, Na2S colloidal acetonitrile 2�7 ± 0�7 s no [46]

ethanol/methanol 2�8 ± 1�3 s
Pb�NO3�2, Na2S colloidal PEG acetonitrile 2–3, 5–20 s no [47]
Pb�ClO4�2, H2S colloidal PVA H2O 1.5–2.5 × 18 r yes [48]

PVA methanol n.r. yes
PEG acetonitrile n.r. yes
PF H2O n.r. no

Pb�CH3CO2�2, H2S colloidal PVA H2O 3.5–5 s yes [49]
3-mercapto-1,2propanediol 1–5 s no

Pb�NO3�2, Na2S colloidal PVP H2O 6–8 s CdS@PbS no [50]
Pb�CH3CO2�2, Na2S colloidal 4-ATP methanol 2�8 ± 0�5; 2�7 ± 0�4 s no [51]
Pb�NO3�2, Na2S colloidal H2O 3 s TiO2/PbS no [52]
Pb�CH3CO2�2, colloidal TMD, TETA, EDTA, H2O 100 s, c n.r. [53]
CH3CSNH2 and gelatin,
Pb�ClO4�2, H2S colloidal HPC ethanol 4�7 ± 0�6 s yes [54]
Pb�CH3CO2�2, Na2S colloidal DDP ethanol and H2O 5 s n.r. [55]
Pb�NO3�2, Na2S colloidal PVA H2O 4–6 s yes [21]

PVP 8–12 s, n, c no
gelatin 8–12 s, n, c yes
DNA 4–6 s no

Pb�CH3CO2�2, Na2S colloidal 1-hexanethiol toluene 2�5 ± 1�1–4�0 ± 1�1 s no [57]
Pb�NO3�2, Na2S Micelles mediated CTAB H2O, CH2Cl2 3.5 s no [56]

colloids
Micelles mediated DBS H2O, toluene 3.2 s no

colloids
colloidal PVA H2O 3.5 s yes

Pb�ClO4�2, H2S Micelles mediated PS-P4VP methanol, toluene 2 ± 0�5 × 5–15 r yes [58]
colloids

1–2 s no
6–7 c n.r.

Pb�NO3�2, Na2S micelles mediated AOT/n-dodecanethiol H2O, chloroform 4�9 ± 0�6 s no [59]
colloids

Pb�CH3CO2�2 2H2O, S sonochemistry 1-decanethiol Ethylenediamine 20 c n.r. [60]
Pb�NO3�2, Na2S supercritical fluid PVP ammonia 3.9–4�3 ± 0�6–0.8 s yes [61]

process and ethanol
methanol 4.1–4�2 ± 0�5–0.8 s n.r.

and ethanol
acetone 4.5–4�6 ± 0�7–1 s yes

and ethanol
Pb�S2CNEtPri�2 thermolysis of single TOPO toluene 6�3 ± 1�4; 85 ± 23 s, c no [62]

molecule precursor
Pb�SCH2C6H5�2 thermolysis of single 20–40 s n.r. [63]

molecule precursor
PbS gas phase 3–20 ± 1 s n.r [64]
Pb(OH)2, Na2S9H2O solid state reaction 40 s n.r. [65]
Pb�NO3�2, Na2S epitaxial growth 50.9 ± 9.7; 60�7 ± 13�3 tp n.r. [66]

on AA monolayer
PbS molecular beam 0.8–1�5 ± 0�1–0.18 tp n.r [67]

epitaxy on InP(100)
Embedded in a matrix

Precursors Method Matrix Composition Dimension (nm) Shape Abs Ref.
Film

Pb�CH3CO2�2, H2S ionomers polymer E-MAA 2.5–12.5 s no [12]
Pb�CH3CO2�2, H2S ionomers polymer NAFION 16–40 s no [68]

continued
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Table 2. Continued

Embedded in a matrix

Precursors Method Matrix Composition Dimension (nm) Shape Abs Ref.

Pb�CH3CO2�2, H2S ionomers polymer styrene 2.0–2.3 n.r. [69]
�C2H5�4Pb, H2S ionomers polymer MTD/NORCOOH 4–12 s, w no [116]
�C7H9CH2C5H4�2Pb, H2S ionomers polymer polynorbornene 1–5 s n.r. [70]
Pb�CN

p )OTf, H2S ionomers polymer MTD 2–13 s, w yes [71]
[PMMA-MAA]-PbII, H2S ionomers polymer PMMA-MAA 1.8–8.7 s no [72]
Pb�CH3CO2�2, H2S ionomers polymer PAH/PAA 2.5 s n.r. [73]
Pb�CH3CO2�2, H2S coprecipitation polymer PEO 19 s n.r. [74]

gelatin 15–20 s
Pb�NO3�2, Na2SO4 electropolymerization polymer polyaniline 2.6 n.r. yes [75]
PbS cryochemical polymer PPX 4.5 n.r no [76]

vapor deposition
Pb(AOT)2, H2S template mediate polymer PVB/AOT 2200 ± 20 × 10 ± 3 r no [77]

crystallization
Pb�NO3�2, H2S template mediate polymer PDDA/PSS 1–100 s, c no [78]

crystallization
Pb�NO3�2, H2S template mediate polymer-BLM PS/GMO/STYRS s yes [79]

crystallization
Pb�CH3CO2�2, H2S template mediate polymer-LB stearate w yes [80]

crystallization
Pb�NO3�2, H2S template mediate polymer-LB n-alkanoates w yes [81]

crystallization
n.r., H2S template mediate polymer-LB behenates 1.1.–1�2 × 5–10 w n.r. [82]

crystallization
Pb�NO3�2, H2S template mediate polymer-LB behenates w n.r. [83]

crystallization
Pb�NO3�2, H2S gas-aerosol polymer PVA 4�4 ± 0�7 s NO [84]
Pb�CH3CO2�2, Sol–gel hybrid ZrO2-ORMOSIL 4�8 ± 0�8 s NO [86]

CH3CSNH2 organic-inorganic (TMSPM)
Pb�CH3CO2�2, Sol–gel glass SiO2-TiO2 2�3 ± 0�46–3�5 ± 0�3 s NO [85]

CH3CSNH2

Pb�CH3CO2�2, H2S Sol–gel hybrid SiO2-ORMOSIL 9�56 ± 0�58–14�07 ± 0�17 s NO [87]
organic-inorganic (TMSPM-GPTMS)

Pb�CH3CO2�2 Sol–gel ceramic TiO2 ≥3 n.r. NO [88, 89]
or Pb�NO3�2, H2S

Pb�CH3CO2�2, Sol–gel ceramic ZrO2 3 s no [90]
CH3CSNH2

Pb�CH3CO2�2, Sol–gel ceramic ZrO2 4.5 s NO [91]
NH4SCN

PbS RF-sputtering glass SiO2 2–12 s no [92]
PbS evaporation glass SiO2 1–3 s no [93]

Bulk
Pb(MA)2, H2S ionomers polymer styrene, MAA 4–11 s no [94]
[PMMA-MAA]-PbII, ionomers polymer PMMA-MAA 1.8–8.7 s no [72]

H2S
Pb�CH3CO2�2, H2S coprecipitation polymer PEO 4 ± 2–80 ± 35 s n.r. [27]
Pb�NO3�2 template mediated polymer PEO/SDS 10–15 × 500–1000 s, r no [95, 96]

or Pb�CH3CO2�2, Na2S crystallization
Pb�CH3CO2�2, CS2 template mediated polymer PMMA 30 ± 2 s n.r. [97]

crystallization
Pb�CH3CO2�2, CS2 �-irradiation polymer acrylonitrile 8 s n.r. [98]
PbO, H2S sol–gel glass SiO2 2–10 s no [101]
Pb�ClO4�2, H2S sol–gel xerogel Al2O3-SiO2, 11 ± 3�4 s n.r. [99]

ZrO2-SiO2

Pb�NO3�2, Na2S sol–gel xerogel SiO2 2–4 s no [100]
Pb�NO3�2, H2S sol–gel xerogel SiO2 3.5–16 n.r. no [102]
PbO, H2S sol–gel glass ceramic PbO-ZrO2-TiO2 3�5 ± 1�6–15�3 ± 1�5 s n.r. [103]
Pb�CH3CO2�2, sol–gel hybrid SiO2-ORMOSIL 6�5 ± 0�9 s no [104]

CH3CSNH2 organic-inorganic (PDMS)
10�5 ± 1�2 s, c
7 × 10–20 r

continued
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Table 2. Continued

Embedded in a matrix

Precursors Method Matrix Composition Dimension (nm) Shape Abs Ref.

Pb�CH3CO2�2, sol–gel xerogel TiO2 10 s no [105]
CH3CSNH2

PbAc2, HS�CH2�3 sol–gel mesoporous SiO2 5–6 ×∼100 w n.r. [106]
Si�CH3O)3

PbO, S melting 1350 �C/ glass SiO2-Al2O3- 7.6–13.3 s yes [9]
annealing 450 �C Na2O-ZnO

PbO, H2S melting 1300 �C/ glass SiO2-Na2O-CaO- 2�5 ± 1�3–12�9 ± 1�4 s n.r. [108]
annealing 650 �C PbO-Bi2O3

PbO, S melting 1100 �C/ glass P2O5-Ga2O3-ZnO- 2–15 ± 0�2–3 s yes [107]
annealing 390–440 �C AlF3-Na2O

Pb, S ion implantation glass, ceramic SiO2, Al2O3 6�8 ± 3�4–8.5–9.5 s n.r. [109]
Pb�NO3�2, Na2S diffusion zeolite Na2O-SiO2-Al2O3 0.6–1.3 yes [110]
Pb�CH3CO2�2, H2S diffusion zeolite Na2O-SiO2-Al2O3 2–10 r no [111]
Pb�CH3CO2�2, H2S diffusion Layered Zr(O3PCH2 · 3–5 s n.r. [112]

metal phosphate CH2CO2H)2

Note: 4-ATP = 4-aminothiophenol; AOT = sodium dioctyl sulfosuccinate; BLM = bilsyer lipid membrane; CN
p = 2-(cyclopentadienylmethyl)norborn-5-ene;

CTAB = cetyltrimethylammonium bromide; DBS = dodecyle benzene sulphonate; DDP = di-n-hexadecyldithiophosphate; EDTA = ethylenediaminetetraacetic
acid; E-MAA = ethylene-methacrylic acid; GMO = glyceryl monooleate; GPTMS = glycidoxypropyltrimethoxysilane; MAA = methylacrylic acid; MTD =
methyltetracyclododecane; NAFION = perfluorosulfonate; NORCOOH = 2-norbornene-5,6-dicarboxylic acid; ORMOSIL = organic modified silicate; HPC =
hydroxypropyl cellulose; PAA = polyacrylic acid; PAH = polyallylaminehydrochloride; Pb(AOT)2 = bis(2-ethylhexyl)sulfosuccinate; Pb(MA)2 = lead methylacrylate;
PDDA = polydiallyldimethylammonium chloride; PEG = polyethylene glycol; PMMA = polymethylmethacrylate; PS = phophatidylserine; PSS = polystirenesulfonate
sodium salt; PS-P4VP = polystyrene-b-poly(4)vinylpyridine; PVA = polyvinyl alcohol; PVB = poly(vinil butyral); PVP = polyvinyl pyrrolidone; STYRS = [n-
C15H31CO2�CH2)]2N+�CH3)CH2C6H4CH CH2,Cl−; TETA = triethylenetetraamine; TMD = trimethylenediamine; TMSPM = trimethoxysililpropylmethacrylate;
TOPO = tri-n-octylphosphine oxide.

to particle’s average size and size distribution, particle’s sur-
face states, and particles shape. The different approaches for
nanoparticles fabrication have been divided into two main
groups considering particles not embedded in a host matrix
and materials doped with PbS nanocrystals.

3.1. Particles Not Embedded
in a Host Matrix

One of the most used chemical routes to PbS nanoparticles
dispersed in solvents is colloidal chemistry [21, 45–57].
This method consists in the reaction of the lead precur-
sor (typically a lead salt: lead acetate, nitrate, or perchlo-
rate) and the sulfur precursor (very often H2S or Na2S)
in suitable solvents, while the nucleation and growth pro-
cess are controlled through suitable stabilizer (also called
capping agent) and/or controlling the environment condi-
tions (pH, temperature, solvents). Using this approach, PbS
nanoparticles can be prepared both in polar and nonpolar
solvents with the surface covered by many different cap-
ping agents. The obtained particle size is normally in the
nanometer range, with a size distribution ranging from 5%
up to 25% (standard deviation). The capping agent plays a
very important role also in controlling the surface states and
hence the optical properties of the PbS quantum dots. For
example, PbS colloids stabilized with PVA [21, 48, 49, 56]
or hydroxypropyl cellulose (HPC) [54] showed structured
absorption spectra, while the use of other stabilizers very
often did not cause structured absorption spectra. The shape
of the particle is also strongly dependent on the used sur-
face capping agent. For example Patel et al. [21] have found
that the shape of particles stabilized with PVA is spherical,
while particles stabilized with PVP or gelatin have a mixture

of needle, cubic, and spherical shapes. It is worth noting
that both the size and shape of the particles are influenced
not only by the used stabilizer, but also by pH, temperature,
concentration, and solvents.

Colloidal core-shell CdS-PbS [50] nanoparticles were syn-
thesized by Pb2+ ions displacing Cd in Cd-S bonds on the
surface of CdS colloids. TiO2/PbS coupled semiconductors
were also obtained by colloidal chemistry [52]. PbS nano-
particles are formed in a water solution containing TiO2
colloids, by reacting lead nitrate and sodium sulfide in the
presence of mercapto acetic acid, which is used for linking
the TiO2 and PbS nanoparticles. It was found that TiO2 acts
as a stabilizer in the PbS growth. TiO2/PbS nanocomposite
films were also obtained by depositing the colloidal solution
on a substrate whose surface is appropriately activated.

Colloidal PbS nanoparticles have also been prepared
without using any stabilizer [46]. In this case, the growth pro-
cesses are slowed down by carrying out at low temperature
just above the solvent freezing point.

PbS nanoparticles have also been synthesized using
a micelles-mediated colloids method [56, 58, 59]: Lin
and Xicheng [56] prepared a microemulsion in the sys-
tem water/surfactant/apolar solvent, allowing the reaction
between the lead and sulfur precursors inside the micelles.
Size and size distribution of the particles depends on
size and size distribution of the micelles, which in turn,
depends on the nature and concentration of used sur-
factants. The surface of the nanoparticles is covered by
the surfactant molecules used for the preparation of the
microemulsion. As in microemulsion, micelles are gener-
ally spherical; PbS particles also maintain the same shape.
Yang et al. [58] used a bicontinuous cubic phase in which
monodispersed lead sulfide nanoparticles with 4–14 nm in
diameters have been grown. They used a sodium dioctyl
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sulfosuccinate (AOT)/water/Na2S system in which sodium
dioctyl sulfosuccinate (AOT) forms a mesoporous phase with
long-range, three-dimensional periodicity called bicontinu-
ous cubic phase, where the aqueous pores are intercon-
nected through small channels. Lead sulfide nanoparticles
have been grown inside the pores and than transferred
into a chloroform solution by functionalizing the surface by
n-dodecanethiol. Schneider et al. [59] used the micellar orga-
nization of a block copolymer, polystyrene-b-poly(4)vinyl-
pyridine (PS-P4VP), composed of blocks with different
solubility properties. Toluene is used as a selective solvent for
the PS block. By adjusting the lead-to-polymer ratio, temper-
ature and pH, PbS particles of different size’s (2–20 nm) and
morphology (sphere, cubes, or needles) have been obtained.

Sonochemistry [60] was used for synthesizing round-
shaped PbS nanoparticles starting with lead acetate and sul-
fur. In fact, when ultrasound is applied to a solution, bubbles
are formed in the liquid. During the implosive collapse of
the bubbles, a localized hotspot is generated and a temper-
ature up to 4700 �C and pressures up to 180 MPa can be
reached. In these extreme conditions, elemental sulfur and
lead ions can react to provide PbS nanocrystals. Also in this
case, the growth of the nanoparticles can be controlled by
using stabilizers.

Formation of PbS spherical nanoparticles in ethanol was
obtained using a supercritical fluid process [61]. A super-
critical ammonia/Pb�NO3�2 solution at 160 �C and 24 MPa
is rapidly expanded in a Na2S-ethanol solution containing
polyvinyl pyrrolidone (PVP) as a stabilizer, to produce PbS
nanoparticles with a size distribution of about 12–15%.

Synthesis methods, using just a single source precursor
for PbS, were also investigated. Trindade et al. [62] injected
a solution of lead(II) dithiocarbamato complexes dissolved
in toluene into tri-n-octylphosphine oxide (TOPO) at 150–
250 �C, obtaining spherical nanoparticles with a size distri-
bution of about 20%. More recently, Boudjouk et al. [63]
used metal bis(benzylthiolates) for the synthesis of pure PbS
and PbS-CdS solid solution nanoparticles. Both the size and
shape of the nanoparticles depends on the pyrolysis temper-
ature, which can be carried out in the presence or not of
solvents.

Formation of PbS nanoparticles was also obtained
through gas phase synthesis [64]. Lead sulfide aerosol is
formed at normal pressure by sublimating PbS powders in
a tube furnace blowing N2 and charged by a radioactive
�-source (Kr85). In a differential mobility analyzer, the
charged particles are size-selected on the basis of their elec-
tric mobility, which is a function of their charge level, mass,
and shape, and then subjected to a second heating step.
Spherical particles ranging from 5 to 20 nm can be obtained.
For bigger particles, the standard deviation is about 5%,
while for smaller particles it is approximately 20–30%.

Solid state reaction leading to 40-nm diameter PbS par-
ticles was reported by Ye et al. [65]. PbS nanocrystals were
prepared at room temperature through self-propagating,
solid-state reactions of Pb(OH)2 and Na2S9H2O.

PbS nanocrystals were also epitaxially grown on a arach-
idic acid (AA) monolayer [66] or on a InP(110) sub-
strate [67]. In the first case, AA monolayers are formed at
the water-air interface of a water solution containing lead
nitrate. Equilateral triangular pyramidal nanocrystals have

been in-situ generated by exposing the AA monolayer to
H2S. In the second case, the formation of self-assembled
PbS nanodots was obtained through molecular beam epi-
taxy in an ultra-high vacuum chamber onto a in-situ cleaved
InP(100) surface. Triangular pyramidal PbS dots were also
obtained in this case.

3.2. Particles Embedded in a Host Matrix

PbS nanoparticles have been embedded in many different
kinds of host materials, both as film and as bulk. Films will
be discussed first and then bulk materials (both monoliths
and powders) will be considered.

3.2.1. Thin Films
Polymers are one of the most used matrices to embed
PbS nanoparticles. Several types of ion-containing polymers
have been used for the preparation of polymer films doped
with PbS quantum dots. Ionomers, defined as ion-containing
copolymers, are frequently used because microphase sepa-
ration of the ionic polymer part results in the formation of
ionic aggregates within a matrix of the nonionic polymer
component. This micro- or nano-ionic aggregate can react
with lead ions and then can be exposed to H2S to form the
PbS nanoparticles [12, 19, 68, 69]. In a different approach,
lead complexes are directly attached to one block of the
copolymer, leading to the direct formation of lead ions con-
taining microdomains, and then exposed to H2S [70–72].

Control of particle size, size distribution, and shape, can
be achieved controlling the ionomer aggregate sizes. In
fact, it was demonstrated that these aggregates serve as
micron/nano reactors for the synthesis of PbS quantum
dots [19, 69, 71]. In general, spherical nanoparticles a few
nanometers in diameter have been obtained.

Nanoreactors have also been obtained in multi-layer thin
films of polyelectrolytes. Such multilayer films are con-
structed using a layer-by-layer process scheme involving the
alternate absorption of oppositely charged polymers onto a
substrate. By choosing suitable polyelectrolytes and adjust-
ing the pH of the deposition solution, it is possible to con-
trol the ionic aggregate, which will react with the forming
nanoparticles. Spherical PbS nanoparticles with a 2.5 nm
diameter have been obtained in polyallylaminehydrochlo-
ride/polyacrylicacid (PAH/PAA) multilayer films by immers-
ing it first in a lead acetate, aqueous solution and then
exposing it to H2S [73].

Incorporation of PbS in polymer films was also obtained
in poly(ethylene oxide) (PEO) or gelatin by the coprecip-
itation method [74]. In this case, H2S is added to a water
solution of PEO-lead acetate or gelatin-lead acetate. The
final solution is deposited on a suitable substrate and than
dried.

Gaponik and Sviridov [75] deposited polyaniline films
doped with PbS quantum dots on a indium tin oxide (ITO)
glass slide. In this case, Pb2+ ions were trapped in the poly-
mer matrix by electrodeposition of a solution of aniline,
HNO3, and Pb�NO3�2. PbS nanoparticles are formed after
the immersion of the film in Na2S solution.

Poly-p-xylylene-PbS nanocomposite films were synthe-
sized by cryochemical solid-state synthesis [76]. It is based
on the low-temperature, co-condensation of metal sulfide
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and monomer vapors followed by the low-temperature solid
state polymerization of the obtained condensates. With this
method, polymerization proceeds at temperatures below the
glass transition temperature of the forming polymer matrix.
Thus, it is possible to obtain very fine particles (around
4 nm) dispersed in an hydrophobic polymer matrix with very
low particles/matrix interaction.

PbS nanoparticles in polymer films or membranes have
also been obtained through template-mediated crystalliza-
tion. The templates create a micro/nano reactor in which
nucleation and growth of PbS takes place. Moreover, they
control size, size distribution, morphology, and organization
of nanoclusters.

Wang and Yang [77] used lead bis(2-ethylhexyl) sulfosuc-
cinate (Pb(AOT)2) as a surfactant, which can self-assemble
into an ordered structure in solution also containing
poly(vinyl butyral) (PVB). Films can be obtained by deposit-
ing the solution on suitable substrates. Rod-shaped PbS
nanoparticles are formed inside the template upon expo-
sure to H2S of the Pb(AOT)2-loaded PVB films. Dutta
et al. [78] used a layer-by-layer deposition technique for
building supramolecular multilayers on solid substrates by
alternating layers of polydiallyldimethylammonium chloride
(PDDA) and polystirenesulfonate sodium salt (PSS). In-situ
nucleation of PbS particles was achieved by immersing
the PDDA-PSS multilayer film into a aqueous solution of
Pb�NO3�2 and subsequent exposure to H2S. Spherical and
cubic nano- and micro-particles can be obtained with a very
broad size distribution. In-situ generation of confined lead
sulfide has also been obtained in bilayer lipid membranes
(BLM) [79] and in Langmuir–Blodgett (LB) films [80–83].
Langmuir–Blodgett and bilayer films are organized, molecu-
larly assembled, multilayer films characterized by alternating
stacking of hydrophilic and hydrophobic layers. The forma-
tion of metal semiconductor particles can take place if the
hydrophilic head group of the constructing molecules has a
metal-ion binding ability. The amount and spatial arrange-
ment of the precursor metal ions are controlled by the
self-assembled head groups. Upon exposure to H2S, these
metal ions react with the sulfur ions forming the confined
metal sulfide nanostructure. In general, PbS wires have been
obtained in LB films [80–83].

PbS nanoparticles in PVA films were also obtained by a
gas aerosol method [84]. An aerosol of microdroplets can
be used to create a microreactor in which nanoparticles can
nucleate and grow. With this method, microdroplets of a
solution of PVA and lead nitrate are electrostatically gen-
erated applying a very high voltage to a stainless capillary
inside a reaction chamber where a substrate is placed at a
ground potential. PbS nanoparticles are formed in the solu-
tion microdroplets by reaction with H2S, generated inside
the reaction chamber, by the reaction of sodium sulfide and
diluted hydrochloric acid. Spherical particles of a 4.4-nm
diameter can be obtained in PVA films with a size distribu-
tion better than 15%.

Glass or ceramic films doped with PbS quantum dots
have been obtained by sol–gel. Three different approaches
have been used for obtaining sol–gel films doped with
lead sulfide quantum dots. One approach consists of the
independent preparation of semiconductor nanoclusters and
the matrix sol and their successive mixing. Following this

method Martucci et al. [85, 86] prepared PbS-doped SiO2-
TiO2 and ZrO2-organic modified silicate (ORMOSIL) pla-
nar waveguides by doping a matrix solution containing the
matrix precursor with a colloidal solution of PbS stabi-
lized with 3-mercaptopropytrimethoxysilane. With this pro-
cedure, spherical PbS nanoparticles with a size distribution
of about 10% have been obtained. A different approach
consists in the preparation of a porous matrix containing
lead oxide or lead ions, followed by exposure to H2S. del
Monte et al. [87] used this approach for preparing PbS nano-
particles in SiO2-ORMOSIL films. Homogeneous lead salt
distribution at the solution stage was obtained through the
use of glycidoxypropyltrimethoxysilane (GPTMS), which can
coordinate the lead acetate through the epoxy group, while
3-mercaptopropytrimethoxysilane was used for controlling
the aggregation process. Homogeneously dispersed PbS
nanoparticles with size distribution as low as 5% were
obtained. PbS nanoclusters were also adsorbed on the inter-
nal surface of TiO2 by dipping TiO2-porous, sol–gel films
into a concentrated solution of coated lead ions followed by
impregnation in Na2S solution [88, 89]. With this process,
particles of about 3 nm have been obtained, while larger par-
ticles are obtained when the coating process is repeated sev-
eral times. The last approach consists in the preparation of
a deposition solution containing all the precursors both for
the matrix and the lead sulfide. Lead sulfide nanoparticles
precipitate in the matrix after heat treatments. Using this
approach, ZrO2 films doped with PbS quantum dots have
been fabricated [90, 91].

SiO2 glass films doped with PbS spherical nanoparticles
were also obtained by RF-sputtering [92]. The used tar-
get was a SiO2 glass plate over which several different PbS
polycrystalline pellets were placed. The size of the particles
depends on the relative surface area of PbS pellets in the
composite target.

PbS nanoparticles have been embedded in SiO2 glass
film by a co-evaporation method [93]. The two evaporation
sources (SiO2 and PbS) were placed in a vacuum chamber
and well separated from each other by mechanical shields.
The substrates were placed onto a rotating sample holder
for alternating exposure to the two evaporation sources. By
adjusting the evaporation rate of the sources and the post-
deposition heat treatments, it is possible to control the size
and volume fraction of the PbS nanocrystals.

3.2.2. Bulk Materials
Polymers are one of the most used matrices also in the case
of bulk materials doped with PbS nanocrystals. The synthe-
sis procedures are very often the same as for the polymer
films; so with the same method both bulk and films can be
prepared.

Bulk polymeric matrices doped with spherical PbS nano-
particles have been prepared using ionomers [72, 94] and
a co-precipitation method [27], whose methodology has
already been described for films.

Leontidis et al. [95, 96] used the template-mediated,
crystallization method to control the shape of lead sul-
fide nanoparticles in bulk polymers. Micelles were formed
using an ionic surfactant (sodium dodecyl sulfate (SDS)) and
water soluble nonionic polymer (polyethyleneoxide (PEO)).
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By adding lead and sulfur ions to the PEO/SDS solution,
lead sulfide nanocrystals are formed on the polymer-bound
micelles. The shape of the nanoparticles is controlled by
the shape of the micelles, which are strongly affected by
the pH of the solution. PbS nanoparticles encapsulated in
polymethylmethacrylate (PMMA) nanocages have been syn-
thesized by Qiao et al. [97] using PMMA as a template to
control the growth of PbS nanocrystals. Spherical particles
of 30 nm with a size distribution of about 6% have been
obtained.

PbS nanoparticles have been embedded in a polymer
matrix using a �-irradiation process [98] for promoting both
the polymerization and the reaction between sulfur and lead
precursors.

The sol–gel technique was used widely for preparing bulk
glass or ceramic materials doped with PbS QD. As for the
films, three different approaches have been used. Xero-
gels (i.e., dried gel) doped with PbS have been obtained by
independent preparation of PbS nanoclusters (by colloidal
chemistry) and matrix sol and their successive mixing [99,
100]. Gacoin et al. [99] prepared colloids stabilized with
3-mercaptopropyltrimethoxysilane while Pellegri et al. used
reverse micelles [100].

Monolith SiO2 glass [101], SiO2 xerogel [102], and PZT
(PbO-ZrO2-TiO2) glass ceramics [103] doped with spherical
PbS nanoparticles have been obtained through the prepara-
tion of a porous matrix containing lead oxide or lead ions,
followed by exposure to H2S. Moreover, PbS nanocrystals
have been precipitated in SiO2-ORMOSIL [104] and TiO2
xerogel [105] from a one-pot solution containing all the
precursors—both for the matrix and the lead sulfide.

The sol–gel method was also used for the preparation of
mesoporous silica powders doped with PbS nanowires [106].
The mesophase was synthesized by using a pluronic P123
as a template and tetraethyl ortosilicate as a silica precur-
sor. After calcination, the surface channels of the mesopores
were functionalized with thiol groups (SH), then impreg-
nated with lead ions, and finally PbS nanowires were grown
inside the channels by heat treatments in N2 at high tem-
peratures. The obtained nanowires are a several hundred
nanometers in length and 6 nm in diameter.

Glasses doped with PbS nanoparticles have also been
obtained by a traditional glass-melting technique. Borelli
and Smith [9] and Lipovskii et al. [107] melted the raw
materials (including sulfur) at a temperature higher than
1000 �C, then promoted the nucleation and growth of the
nanocrystals annealing the samples just over the glass transi-
tion temperature in reducing atmosphere. Mukherjee et al.
[108] prepared a lead silicate glass and precipitated the
lead sulfide nanocrystals annealing the glass in a H2S atmo-
sphere. The size and size distribution is strictly related to
the heat treatment schedule.

Ion implantation was used to synthesize PbS nanoparticles
in SiO2 glass and Al2O3 single crystal ceramic [109]. Lead
and sulfur ions beams are impinged onto the substrate and
then annealed in reducing atmosphere. The size and size
distribution of the particles mainly depend on the ion dose
and energy and on the annealing conditions. Generally, very
broad size distributions are obtained.

PbS nanostructures have also been grown inside the pores
of zeolite [110, 111]. Zeolites are sodium (or potassium)

alumino silicate ceramics with an interconnected porous
structure. Sodium ions can be exchanged with lead ions, and
semiconductor nanocrystals can be grown inside the pores
after H2S exposure. The particle size and size distribution
depends not only on the zeolite structure but also on the ion
exchange conditions.

PbS quantum dots with 3–5 nm diameters were grown
in the interlamellar region of layered zirconium phospho-
nate powders [112]. Zirconium phosphonate crystals have
a layered structure in which semiconductor nanoparticles
can be grown. First, the phosponate crystals are immersed
in a NaOH solution in order to adsorb sodium ions, then
lead cations are exchanged into the interlamellar region and
finally exposed to H2S.

4. CHARACTERIZATION

4.1. Morphology

As already pointed out in the previous sections, most
of the properties of PbS nanoparticles depend on their
size, size distribution, and shape. The transmission electron
microscopy (TEM) is the most frequently used investiga-
tion technique for evaluating the morphology of nanocrystals
(see Table 3). This technique is used in almost all the ref-
erences reported in the synthesis section. It enables one to
resolve particles with a diameter lower than 1 nm, and using
high resolution electron microscopy (HRTEM), it is also
possible to resolve the lattice planes and measure the dis-
tance between them (see, e.g., Figure 1). For quantum dots
(QD) dispersed in a solvent, a few drops are deposited on
copper grids covered with a carbon membrane and allow the
solvent evaporate. For particles embedded in a solid matrix
(bulk or film), fragments of materials are deposited (some-
times first dispersing it in a solvent) on copper grids covered
with a carbon membrane (sometimes a holey carbon mem-
brane). A more complex sample preparation is necessary for
cross-sectional TEM [109].

The morphology of PbS nanoparticles has also been inves-
tigated by atomic force microscopy (AFM) [66, 67, 113, 114].
Particles have been grown on different substrates (InP(110)
[67], or LB film [66]) and size and shape of particulate
films have been studied with AFM. Atomic force microscopy
images of triangular pyramidal PbS dots with an average lat-
eral size as low as 15 nm are reported [67]. Atomic force
microscopy images of PbS QD prepared by a colloidal [113]
or gas condensation method [114] and then deposited on
a suitable substrate have also been taken, but with a lower
resolution.

4.2. X-Ray Diffraction

The crystal structure of nanoparticles can be studied by
X-ray diffraction (XRD); moreover, from the line broaden-
ing of the diffraction peaks it is also possible to evaluate the
mean particle diameters through the Scherrer formula [115].
An XRD spectra of PbS nanoparticles has been reported by
many authors, both embedded in a matrix [9, 12, 27, 68, 71,
72, 76–78, 83, 85–87, 90, 92, 93, 96, 99, 101, 102, 104–107,
112, 116, 117] and not embedded in a matrix [21, 48, 55, 58,
60, 61, 63]. The PbS nanoparticles showed a cubic rock-salt
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Table 3. Experimental results of PbS nanoparticles.

Optical
State absorption PL XRD TEM Others Ref.

powders
powder Eg = 2�0 d = 5�5 d = 5�5 (30%) [81, 117]

d = 5�5

powder crp cubic shape [182]
a = 5�9288 d = 22�6
d = 23�1

powder �exc: 500–1000∗ crp XPS: [113, 143]
d = 5–10∗ S2P: 161.9 eV‡

Pb7/2
4f : 138.3 eV‡

Pb5/2
4f : 143.3 eV‡

powder sphalrite rectangular EDAX: Pb:S = 43:57 60
phase 20 × 15 XPS:

d = 20 S3/2
2P : 160.8 eV

S1/2
2P : 161.8 eV

Pb7/2
4f : 137.7 eV

Pb5/2
4f : 142.6 eV

powder crp rod-shape [183, 184]
a = 5�94 70–160 × 150–700

powder �ab = 540 ( fl) crp spherical XPS: 154
d = 10–15 S3/2

2P : 160.5 eV
S1/2

2P : 161.5 eV
Pb7/2

4f : 137.5 eV
Pb5/2

4f : 142.4 eV

Alkanethiolate- �(d > 3 nm) �em = 804 d = 2–4∗ EDX: [57]
protected particles 560 nm (d = 2�5 nm) �ex = 610/665 PbS

L� 12.650 keV
L: 10.550 keV
M: 2.346 keV

CD-coated particles fl PP: � = 150 fs [142]

DNA-capped �exc: 538/350 crp spherical PP: � = 1�5/45 ps [21]
d = 4�98 shape

d = 4–6

particles on gold �exc = 290/380 crd IMPS∗ [173]
electrode /450 spherical

Eg = 2�08 shape
d = 6�5 (30%)

colloidal solutions
P-PbS solution �ab = 600–800 ( fl) �em=600 crd d = 4 [94, 122, 140]

PP stabilized aqueous �ab = 700 ( fl) �em = 750 [48]
solution

PS-capped �ab = 650 ( fl) PP: � = 1�5/45 ps [21]
PVA stabilized 1Se-1Sh: 600 �em = 630 d = 3 [48]

aqueous solution

PVA stabilized �exc: 596/385/291 �em = 667 [49]
aqueous solution �ab = 670

PVA stabilized 1Se-1Sh: 600 �em = 690 PP: oscillations [119, 145]
aqueous solution 1Se-1Ph: 400

1Pe-1Ph: 300

PVA stabilized 1Se-1Sh: 600 PP: � = 160 fs [122, 142]
aqueous solution 1Se-1Ph: 400

1Pe-1Ph: 300

PVA capped in �exc = 581/390/290 spherical PP: � = 1�5/45 ps [21]
aqueous solution shape

d = 4–6

continued
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Table 3. Continued

Optical
State absorption PL XRD TEM Others Ref.

PVP capped in �ab = 800 ( fl) needle, cubic PP: � = 1�5/45 ps [21]
aqueous solution spherical

d = 8–12

PVA stabilized Eg = 2�11 crp d = 11 (30%) [99]
methanol solution d = 2–3 a = 5�96 Å

d = 13 nm
d = 10 nm
(SAXS)

PVA stabilized 1Se-1Sh: 590 �em = 600 [48]
methanol solution

PVA stabilized �exc: 550 crp d = 4 (17%) [61]
solution �ab = 700 d = 2�7

in PVA sol �ab = 700 ( fl) �em = 1100 [131]

HPC stabilized 1Se-1Sh: 537 �em = 691/636 crp spherical [54, 167]
ethanolic solution 1Pe-1Ph: 372 d = 3�2 (200) d = 4�7 (12%)

1De-1Dh: 282 d = 3�6 (220)
�ab = 625

gelatin in aqueous �exc: 581/390 needle, cubic PP: � = 1�5/45 ps [21]
solution spherical

d = 8–12

DDP coated in crp XPS: [55, 185]
paraffin S2p: 163.7 eV

Pb7/2
4f : 140.1 eV

in ethylenediamine crp rectangular XPS: [138]
d = 60 shape S2P: 161.0 eV

P2P: 137.7

organo-sol �ab = 500–700∗ ( fl) cubic shape [144]
d = 12
crp

solid matrix
SDG 1Se-1Sh: 1200–2300∗ crp d = 10† [9, 132]

d = 8–13∗

SDG d = 2�5–13 (52–11%) [108]
SDG 1Se-1Sh: 946 �em = 540† [139, 151]

d = 4

silica glass Eg = 0�9–2�2∗ ( fl) crp d = 2�9–8.0ast [101]
d = 3�0–8.5∗

a = 5�89–5.93∗

silica �ab = 700–3200∗ ( fl) crp [102, 150]
a = 5�85–5.95

silica �ab = 900–1100∗ ( fl) �em = 605 [130]
�ex = 475

silica aerogel Eg = 0�73–2.3∗ ( fl) crp d = 4–5 [156]
6.7–14.1 (colloid)

silica gel �ab = 800–1000∗ ( fl) [100]
phosphate glass 8 peak [24]

ansorption
spectrum

phosphate glass �exc = 1130–3100∗ crp [107]

phosphate glass �exc = 832–1450∗ [149]
d = 2�2–10∗

titania �ab = 440 ( fl) �em = 447 crp d = 10 FTIR: P-S not visible [105]
a = 5�94
d = 9�8 (200)

continued
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Table 3. Continued

Optical
State absorption PL XRD TEM Others Ref.

lead zirconate crp 3.5–15.5∗ (10–45%) [103, 186]
titanate

Si-ORMOSIL fl crp d = 6�5–11∗ (14–11%) [104]
in polyvinyl acetate crp tubular shape [187]

30 × 80
Nafion Eg = 2�14–1�5 ∗ 5� fl� �em = 590† crp d = 2�0–10.5∗ [68]

1.6–4.0∗

(111)
PEO/SDS �ab = 600–800 ( fl) crp needles XPS: [95, 96]

d = 4�110� 10–15 × 500–1000 S2p: 162 eV
Pb7/2

4f : 138.9 eV
Pb5/2

4f : 143.7 eV∗

NMR: broad
207Pb peak

PMMA matrix �ab = 600 ( fl) PP: � = 1�5/45 ps [21]

polyacrylamide d = 13–32∗ crp [188, 189]
a = 5�903 d = 10–2∗

–5.942∗ (17–11%)

in polyacrylonitrile crp d = 8 FTIR: [98]
d = 7�8 Pb-S: 1110/1160

/835 cm−1

thin film
AOT-capped �ab = 500–700∗ ( fl) photocurrent# [148]

nanoparticle film

nanoparticle film �exc: 470 �em = 500–750 crp PIXE: no impurity [147]
(3 peaks) d = 17�5 (200) RBS: P/S = 0�9; [120, 163, 175]

thickness = 60 nm
AFM: d = 20 nm
Raman: 1LO: 210;

SP: 205 cm−1

current-voltage
behavior#

silica films crp particles XPS: S2P: 161 eV [92]

silica films XPS: [190]
S2s: 225.4–227.2 eV∗

Pb7/2
4f : 137.9–138.9 eV∗

Pb5/2
5d : 19.1–20.0 eV∗

silica films Eg = 2�7–5.5 ( fl) �em = 446 crp XPS: [93]
d = 1�5–2.0 �ex = 311 a = 5�94 S2s : 227.2 eV

d = 1�0–3.1 Pb5d5/2: 20.0 eV

silica titania film Eg = 0�88–1.45∗ ( fl) crp d = 2–3 (10%) RBS: Pb:S = 0�8–0.9∗ [6, 85, 123, 141,
d = 2–3 (220) 146, 157, 159, 174]

titania film Eg = 1�24–1.6∗ ( fl) Photoconductance# [89]

zirconia film �ab = 770–885∗ ( fl) �em = 900–1300 crp d = 3 [90]
zirconia film Eg = 1�42–1.92∗ �em = 775–1159∗ nearly current-Voltage [91, 153, 164]

spherical, behavior#

d = 4�5†

Zr-ORMOCER films �ab = 650–>900∗ ( fl) d = 11–14∗ d = 10–14∗ (2–6%) [87]

Zr-ORMOCIL films Eg = 0�90 ( fl) �em = 1000–13000∗ crp d = 4�8 (17%) RBS: Pb:S = 1 ! 1 [86, 158, 159]

ZSUR Eg = 1�28–2.60∗ ( fl) �em=885–1000∗ spherical [161]
d = 4�0–8.0

polymer film �ab = 800–900 crp feathery [78]
1Se-1Sh: 600 crystallites-

rhomboid
structures

continued
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Table 3. Continued

Optical
State absorption PL XRD TEM Others Ref.

polymer film fl �em=459/539/290 d = 2�1 (15%) [125]
t = 1/20 �s

(biexp.)
�ex = 359

polymer film �ab = 530–3200∗ ( fl) crp [12]
d = 1�3–13

polymer film rods: �ab = 750 ( fl) crp rods: 2�2 × 0�1 [72, 77, 155]
spheres: rods are spheres: 1–20
�ab = 750 oriented disks: 20–200

1Se-1Sh: 600
1Se-1Ph: 400
1Pe-1Ph: 300

poly-p-xylylene film Eg = 1�58 ( fl) WAXS: crp Photoconductance# [76]
d = 4�5 (220)
SAXS:
d = 4�0 (50%)

tetracosanediote film �ab = 600 ( fl) 2.5 (30%) XPS: Pb7/2
4f : 137.5 eV [117]

Pb5/2
4f : 142.4 eV

# see text for results
∗ from different samples
†: value of one sample
‡: peak composed of several peaks, position of the most intense is given
fl: featureless, i.e. no excitonic peak visible
crp: crystallized in the cubic rocksalt structure
�ab: absorption offset [nm]
�exc: position of undefined exciton transition [nm]
�em: position of photoluminescence emission peak [nm]
�ex : position of photoluminescence excitation peak [nm]
Eg : electronic energy gap [eV]
d: particle diameter [nm]
(hlk) XRD peak used for calculation using Sheres formula
(10%) particle size dispersion
a: crystal lattice constant [Å]
1Se-1Sh: absorption peak position of corresponding exciton transition [nm]
Note: AOT: dioctyl sulfosuccinate; CD: 2,6-O-diallyl-�-CD organosol; CTAB: cetyltrimethylammonium bromide; DBS: dodecycle benzene sulphonate; IMPS: intensity-

modulated photocurrent spectroscopy; FTIR : Fourier transformation infrared spectroscopy; PIXE: proton induced X-ray emission; PP: optical absorption in pump-probe
configuration; DDP: di-n-hexadecyldithiophosphate; HPC: hydroxypropyl cellulose; PEO/SDS: PbII/S−II/poly(ethylene oxide)/sodium dodecyl sulfate; PMMA: polymethyl-
mathacrylate; PP: polyphosphate; P-PBS: polymeric surface modified PbS; PS: polystyrene; PVA: polyvinyl alcohol; PVP: polyvinyl-pyrrolidone; SDG: semiconductor-
doped glass; SAXS: small angle X-ray scattering; TEM: transmission Electron microscopy; XPS: X-ray photoelectron spectroscopy; XRD: X-ray diffraction; ZSUR:
zirconia-silica-urethane.

Figure 1. High resolution image of PbS-doped SiO2-TiO2 film elabo-
rated by sol–gel. In the inset is reported the Fourier transform of the
indicated nanoparticle. The indicated lattice distance corresponds to the
(222) crystalline plane. Reprinted with permission from [85], A. Mar-
tucci et al., J. Appl. Phys. 86, 79 (1999). © 1999, American Institute of
Physics.

structure (galena) corresponding to JCPDS #5-592. A typ-
ical XRD spectra of PbS nanocrystals embedded in a glass
matrix is reported in Figure 2. From the image, it is evi-
dent the effect on the line broadening of the particle mean
diameter as the particle diameter increases the full width
at half maximum of diffraction peaks decreases. In general,
PbS nanocrystals with an average diameter as low as 2–3 nm
can be evaluated using the line broadening of diffraction
peaks but the size evaluated by XRD is not always in good
agreement with the size evaluated by TEM measurements.
Differences can be originated by a very broad size distribu-
tion, variation in shape, and also when PbS nanoparticles
are partially amorphous. Wang and Heron [118] examined
the validity of the Sherrer’s equation by using a direct sim-
ulation of Bragg diffraction from PbS nanoparticles, and
they obtained an empirical relationship relating the Scher-
rer’s cluster diameter ds (in Å) to the real cluster diameter
d ! d = 0�45 + 1�14ds .

Information on the size distribution can also be obtained
by the Fourier analysis of the profile of isolated reflections
[76], but this method is not often used and TEM measure-
ments are preferred.
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Figure 2. X-ray diffraction patterns of glasses containing 4.5 wt.% PbO
reacted with H2S gas at (a) 25, (b) 200, (c) 250, and (d) 400 �C. The
PbS particle size is 3.0, 4.3, 5.7, and 8.5 nm, respectively. Reprinted
with permission from [101], M. Nogami et al., J. Non-Cryst. Solids 126,
87 (1990). © 1990, Elsevier.

From the XRD spectra, it is also possible to evaluate the
lattice constant of PbS nanocrystals [101, 102], it is reported
that the lattice constant of PbS nanoparticles in glass is
constant for particle diameters larger than 4.5 nm, while it
decreases for smaller particles [101].

Preferred lattice plane orientation of PbS rods in PVB
film has been observed from XRD patterns [77]. In fact,
when preferred orientation of the PbS nanocrystal structure
is present, the intensity distribution of the observed diffrac-
tion peaks deviates from those reported in the JCPDS cards
for bulk PbS.

4.3. Vibrational Spectroscopy

Raman and infrared spectroscopy are well-established tech-
niques in studying the structure of crystalline and amorphous
materials by evaluating the lattice vibrations. Many studies
demonstrated that the vibrational modes of PbS nanocrystals
are not the phonons of the bulk crystals [33, 35, 38, 119–121].

In bulk semiconductors, the observed Raman shifts usu-
ally correspond to the longitudinal optical phonons (LO),
while other modes such as the transverse optic (TO) and
the surface phonon (SP) modes, in general, are not observ-
able because of the symmetry restriction and low intensi-
ties, respectively. As the surface-to-volume ratio is large in
nanoparticles, it is possible to observe SP modes; moreover,
multiphonon processes are also detected.

A Raman spectra of 2-nm diameter PbS nanocrystals sta-
bilized with PVA [33] showed the presence of an intense
band at 217 cm−1 due to the first-order LO mode, while
a shoulder around 190 cm−1 was attributed to SP mode.
A very sharp peak centered at 68 cm−1 was attributed to TO
modes and a small peak around 275 cm−1 was assigned to

two phonon processes. Similar results were also obtained for
nanocrystals prepared by an electrochemical technique [120]
and a frequency shift of the main band at 217 cm−1 towards
the lower side with increasing crystalline size is observed.

Both Machol et al. [119] and Krauss et al. [33] reported
far infrared spectrum of small (2 and 4.3 nm, respectively)
PbS colloids stabilized with PVA, which showed a broad
and intense peak centered at 90 cm−1 due to coupled
modes (they have a mixed longitudinal and transverse char-
acter), while a smaller and even more broader peak centered
around 275 cm−1 is assigned to two phonon processes. The
spectra were essentially temperature-independent within the
range 15–300 K.

Infrared (IR) vibration bands centered at 1175, 1160,
1110, 990, and 835 cm−1 were attributed to Pb-S bonds by
Parvathy et al. [102] in PbS/SiO2 sol–gel nanocomposite,
accordingly to the IR vibrations of bulk PbS.

4.4. Optical Absorption Spectroscopy

The optical absorption spectroscopy is the most widespread
characterization technique applied to lead sulfide nano-
particles [1, 9, 11, 12, 16, 21, 24, 27, 46–52, 54, 56–61, 68,
71, 72, 74, 76–78, 84–93, 95, 96, 99–102, 104–107, 110, 113,
116, 119, 122–173].

Absorption spectroscopy is available to most research
groups and it enables a fast and straightforward proof for
the existence of nanoparticles. The quantum confinement
of the carriers into the nanoparticles causes a strong blue
shift of the bulk optical absorption band to visible or near-
infrared wavelengths. By using adequate theoretical models,
it is even possible to deduce the nanoparticle size from the
position of the absorption offset or the first excitonic tran-
sition. The experimental results can be divided into feature-
less absorption spectra and spectra resolving the signature
of room temperature excitonic transitions.

Most research groups, especially those dealing with thin
film samples, record a broad, featureless absorption band
[12, 21, 48, 68, 76, 85–87, 89, 90, 93, 95, 96, 100–102, 104,
105, 122, 123, 125, 130, 140–142, 144, 146, 148, 150, 156–
159, 161]. The absorption offset position varies in general
between �ab = 500 and 1100 nm, as a function of the parti-
cle size. These wavelengths correspond to band energies of
Eg = 1�1 to 2.5 eV. The absorption curves of silica-titania
thin films with different PbS-doping ratios is displayed in
Figure 3. The arrows indicate the expected position of the
first excitonic peak. In general, the lack of the excitonic
shoulder can be explained by the poor precision of thin
film absorption measurements. Further problems are due
to inhomogeneous broadening due to the finite size dis-
tribution of the PbS nanoparticles. Moreover, the exciton
can be quenched due to the large dielectric constant, the
small effective mass, and the relatively large Bohr radius of
the electrons and holes in lead sulfide. These features also
explain the very broad absorption band that are observed.

In some cases it was, however, possible to resolve one [9,
48, 57, 61, 78, 99, 113, 132, 137, 139, 142, 143, 147, 149, 151,
163] or even more [21, 54, 72, 77, 119, 122, 142, 145, 155,
167, 173] excitonic peaks in the optical absorption spectra.
Most of these results are obtained in powders or colloidal
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Figure 3. Absorption spectra of SiO2-TiO2 films doped with 5, 10, and
25 mol% of PbS, and one undoped film (ST). The arrows indicate the
expected position of the first excitonic peak for particles with the mean
diameters obtained from XRD measurements. Reprinted with permis-
sion from [85], A. Martucci et al., J. Appl. Phys. 86, 79 (1999). © 1999,
American Institute of Physics.

solutions, which are known to show the smallest size dis-
tribution. Moreover, colloidal solutions allow very efficient
surface passivation which further increases the optical qual-
ity of the nanoparticles. Figure 4 displays the absorption
spectra of PbS-doped glass. The first two exciton transitions
are clearly resolved and the particle size dependence of their
position is evident. The position of the first excitonic transi-
tion (1Se–1Sh) is situated in the same wavelength region as
the absorption offset in the case of featureless spectra. In
the case of multiple excitonic peaks, the second and third
peaks are in general in the 350–400 nm and 280–300 nm
region, respectively.

4.5. Photoluminescence

Photoluminescence (PL) [38, 48, 49, 54, 57, 68, 91, 93, 105,
106, 119, 125, 130, 131, 139, 140, 145, 147, 151, 153, 158–
161, 164] and photoluminescence excitation (PLE) [57, 93,
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Figure 4. Room temperature absorption spectra of glasses with PbS
quantum dots. Diameters are: 6.6 (solid line), 7.5 (dashed line), and
9.3 (dotted line). Reprinted with permission from [132], P. T. Guerreiro
et al., Appl. Phys. Lett. 71, 1595 (1997). © 1997, American Institute of
Physics.

125, 130] spectroscopy is used less frequently than optical
absorption. Photoluminescence measurements allow the res-
olution of well-defined emission peaks on thin films, which
displays only broad absorption features in the absorption
spectra. Most of the published results contain only one
emission peak which can be attributed to the lead sulfide
nanoparticles. Typical PL and PLE spectra of small PbS
nanoparticles are shown on Figure 5. In general, the PL
position varies in-between 450 and 1100 nm as a function
of the PbS particle size. Lu et al. observed two [54], Lif-
shitz et al. [125] three, and Nanda and Sahu [147] even four
emission peaks. The observed PL excitation peak is situated
at 260–475 nm, about 100–130 nm below the correspond-
ing emission peaks. Only Chen et al. found two excitation
maxima at 610 and 665 nm conjointly with one single emis-
sion band at 804 nm [57].

4.6. Optical Pump-Probe Measurements

Pump probe measurements or transient absorption spec-
troscopy allow the characterization of the time evolution
of the optical absorption and thus the electron dynamics
inside lead sulfide nanoparticles. In this experiment, a strong
pump beam causes absorption bleaching or induced absorp-
tion which is then probed by a time-delayed probe beam.
Patel et al. used a pump probe scheme with a regenera-
tively amplified mode-locked femtosecond Ti-sapphire laser
system to measure the transient absorption of PbS nano-
particles stabilized with PVA [21]. They found that the
absorption decay is governed by two processes with decay
times of 1.2 and 45 ps, which are independent from pump
power, probe wavelength, particle size and shape, and sur-
face capping (see Fig. 6). The fast decay is possibly due
to trapping, while the slower decay can be attributed to
electron-hole recombination mediated by a high density of
trap states.

Guo et al. measured transient-induced absorption peaks
in surface-capped lead sulfide particles [142]. The decay time
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Figure 5. Photoluminescence excitation (PLE) and photoluminescence
(PL) spectra of two doped SiO2 films with PbS volume fractions of
0.03 and 0.08. The excitation wavelength was 311 nm. Reprinted with
permission from [93], R. Thielsch et al., Nano Struc. Mater. 10, 131
(1998). © 1998, Acta Metallica Inc.
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Figure 6. Transient absorption decay profiles of photoinduced electrons
in PbS nanoparticles stabilized with PVA (circles). The short (top)
and intermediate (bottom) scans are fit simultaneously to a double-
exponential function deconvolved with a Gaussian of 400 fs FWHM
representing the instrument response (solid lines). Time constants of
1.2 and 45 ps for the two decay components are generated from the
fitting. Reprinted with permission from [21], A. A. Patel et al., J. Phys.
Chem. B 104, 11598 (2000). © 2000, American Chemical Society.

Table 4. Nonlinear optical properties of PbS nanoparticles.

Pulse duration, Time
State Method rep. rate � [nm] ��3� [esu] n2 [cm2/W] constant Ref.

P-PbS solution OKE- 165 fs, 76 MHz 647 5.6 10−12 — ∼165 fs [122]
spectroscopy

DBS stab. solution OKE- 165 fs, 76 MHz 647 9.3 10−12 — <165 fs [56, 122, 137]
spectroscopy

CTAB stab. solution OKE- 165 fs, 76 MHz 647 8.7 10−13 — <165 fs [56, 137]
spectroscopy

surface modified Z-scan 150 fs, 76 MHz 780 −4�7 10−12 — [124, 166]
PbS solution

PVA solution Z-scan 50 ps, 1 Hz 530 7.3 10−9 — — [131]
1064 1.1 10−9

PVA solution/film DFWM 25 ns 585–630 1.1 10−5 — — [167]
polymer Z-scan 150 fs, 76 MHz 780 — −6�8 10−12 — [162]
silica-titania thin film m-line 8 ns, 10 Hz 532 — −2 10−10 — [85, 174]
silica titania thin film DFWM 30 ps, 5 Hz 532 — 5 10−12 <30 ps [85, 174]
silica titania thin film m-line 10 ns, 10 Hz 1064 — n′ = 1�2 10−11 <30 ps [85, 123]

DFWM 35 ps, 5 Hz IS = 115 to 840 MW/cm2

zirconia film Z-scan 10 ns 1064 — −10−8 to −10−9 — [90]
zirconia-ORMOSIL
thin film m-lines 10 ns, 10 Hz 1064 — −10−11 to −10−12 — [86]

silica gel DFWM 8 ns 532 1.95 10−11 — — [100]
Langmuir–
Blodgett film THG — 1064 10−12 — — [126]

Note: CTAB: cetyltrimethylammonium bromide; DBS: dodecycle benzene sulphonate; DFWM: degenerated four-wave mixing; OKE: optical kerr effect; P-PBS:
polymeric surface modified PbS; PVA: polyvinyl alcohol; THG: third harmonic generation.

was in the order of 150 to 160 fs. It was suggested that this
feature arises from the trapped carrier-induced Stark effect.

Machol et al. studied the dynamics of the excitons strongly
confined in lead sulfide nanoparticles by using 90 fs laser
pulses generated by a mode locked dye laser [119]. The
relatively small damping of the exciton transition allowed
the observation of the ground state biexcitons as well as an
ultra-fast sinusoidal relaxation. This oscillatory response was
attributed to quantum beats involving confined TO phonons
in the nanoparticles.

4.7. Optical Nonlinear Characterization

The nonlinear properties of lead sulfide nanoparticles have
been studied using different experimental techniques: non-
linear M-line spectroscopy [85, 86, 123, 174], degenerated
four-wave mixing (DFWM) [85, 123, 174], Z-scan [90, 124,
131]; third harmonic generation (THG) [126], or pump
probe spectroscopy [56, 122, 128]. A detailed summary of
these techniques can be found in [6]. The use of differ-
ent techniques is necessary to characterize different types
of samples (bulk, thin films, or colloidal solutions) and to
obtain complementary information (see Table 4). However,
great care has to be taken when comparing results from
different nonlinear experiments. In fact, the experimental
conditions are rarely comparable. Moreover, it is impor-
tant to know which element of the nonlinear susceptibil-
ity tensor is actually probed. Nevertheless, good agreement
was observed, for example, for results from M-line and
DFWM measurements made under equivalent experimental
conditions [123].
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PbS nanoparticles show high negative nonlinear response
for resonant and nonresonant wavelengths. The nonlinear-
ity is several orders of magnitude higher than for bulk lead
sulfide. The nonlinear refractive index of PbS-doped silica
titania thin films at 1.064 �m wavelength is in the order
of n2 = −10−10 to −10−11 cm2/W for nanosecond excita-
tion and −10−12 to −10−13 cm2/W for picosecond excita-
tion [85, 123, 174]. These measurements were done on films
elaborated by the sol–gel technique. In this case, the main
particle size was ∼3 nm and the doping concentration was
5–25 mol%. At 532 nm wavelength, the measured n2 was
about 10 times higher than at 1.064 �m, and the difference
between the nanosecond and picosecond experiments was
comparable.

Similar results were observed in PbS-doped zirconia-
ORMOSIL thin films [86]. For a 2.9-�m thick film doped
with 10 mol% PbS, the n2 was measured to −6 ·10−11 cm2/W
at 1.064 �m with nanosecond excitation. This value is about
twice as high as for corresponding silica-titania films. Look-
ing at the absorption spectra, it can be seen that the blue
shift of the absorption offset is less important in the case of
the ORMOSIL film. This feature is confirmed by HRTEM
measurements, which show that in this case the PbS nano-
particles are about twice as large (4.8 nm instead of 2.3 nm).
Consequently, the excitation is nearly resonant, explaining
the higher n2 values.

Using picosecond excitation, the nonlinear refractive
index of PbS nanoparticles dissolved in polyvinyl alcohol
(PVA) is −2 · 10−10 and −2 · 10−11 cm2/W at 532 nm
and 1.064 �m, respectively [131]. In the case of surface-
modified PbS nanoparticles in microemulsion (PbS concen-
tration of 2 · 10−3 mol/l), n2 was measured at 780 nm to −5 ·
10−12 cm2/W (femtosecond excitation) [124]. Third harmonic
generation measurements were used for PbS nanoparticles
embedded in L–B films. By pumping at 1.064 �m, ��3�

values of the order of 10−20 V/m (corresponding to n2 ≈
10−14 cm2/W) could be observed [126]. The highest pub-
lished nonlinearity was measured in PbS-doped ZrO2 films
[90]. Using Z-scan with nanosecond excitation at 1.064 �m,
n2 was measured to −10−8 to −10−9 cm2/W.

The difference between the values measured for nano-
second and picosecond excitation is coherent with the fact
that the nonlinear response can be explained by a sat-
urated two-level system. In fact, the important parame-
ter is not the pulse duration, but the light intensity. The
peak intensity is typically in the order of 10–100 MW/cm2

and 1–10 GW/cm2 for nanosecond and picosecond excita-
tion, respectively. The typical saturation intensity for PbS
nanoparticles is in the order of 100–900 MW/cm2, just
in-between the intensities applied in the two cases. This
interpretation could be confirmed experimentally by mea-
suring n2 for different light intensity in-between 10 and
4000 MW/cm2. The experimental curve fits very well to the
corresponding theory (see Fig. 7). For a 25 mol% PbS-doped
silica-titania film at 1.064 �m, Is = 840 MW/cm2, and n′ =
1�2 · 10−11 cm2/W could be deduced [123]. The saturated
two-level system is, however, only applicable for wavelengths
below or near the absorption threshold of the semiconduc-
tor. For longer wavelengths, two-photon absorption is sup-
posed to be responsible for the nonlinear response [131].
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Figure 7. Absolute refractive index change as a function of the guided
intensity for a 25 mol% PbS-doped SiO2-TiO2 thin film.

In most experiments, the response time of the nonlin-
earity was observed to be in the order or below the laser
pulse duration [85], even for femtosecond excitation [56,
122]. This is a considerable improvement comparing to bulk
semiconductors, where the nonlinear response time is typi-
cally in the order of ≥10 ns.

The nonlinear response of the PbS nanoparticles is domi-
nant in respect to the contributions of the matrix or solvent.
Moreover, the module of n2 is, in general, linearly propor-
tional to the PbS concentration [85, 124], suggesting that
for doping concentrations below 25 mol%, one can neglect
interactions between the single particles.

The important role of the nanoparticle surface was
investigated by studying different surface-capping agents.
With this purpose, different kinds of PbS nanoparticles
were produced and characterized under the same conditions
[56, 122]: (i) PbS modified with polymers, (ii) cetyl-tri-
methyl-ammonium-bromide capped PbS (CTAB), and (iii)
PVA stabilized and sodium-dodecycle-benzene-sulphonate
(DBS) capped PbS. The transient nonlinear optical proper-
ties were measured using femtosecond, time-resolved opti-
cal Kerr effect spectroscopy. For the three samples, similar
n2 values were measured: 3�8 · 10−14� 5�9 · 10−15, and 6�3 ·
10−15 cm2/W for i, ii, and iii, respectively. This large nonlin-
earity of the PbS nanoparticles is attributed to the reduction
of surface trapped electrons and the corresponding surface-
induced charge separation due to the static electrical field
effect. The main difference between the two capped samples
consist in lower surface losses for the CTAB-modified par-
ticles (��3�/# = 3�6 · 10−21 for (ii) and 1�1 · 10−21 cmm/V for
(iii)). The higher nonlinearity of the polymer-modified sam-
ple (i) can be explained by the local concentration effect due
to cross-linking of the nanoparticles by the polymer chains
through -Pb-COO- groups.

4.7. Electric Measurements

Hoyer and Könenkamp studied the photoconduction in
heterogeneous thin films consisting of a porous titania
matrix and PbS nanoparticles adsorbed in the pores of the
TiO2 matrix [89]. They found that titania serves as the
interconnecting matrix to isolated PbS particles. Particles
smaller than 2.5 nm act as efficient sensitizers in the visi-
ble wavelength region. Upon illumination, photogenerated
electrons are injected from the PbS into the insulating tita-
nia and give rise to photoconductance with typical values of
10−10 ($cm)−1 at illumination levels around 10 �W/cm2.
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The photoelectrical properties of poly-p-xylylene PbS
nanocomposite films were investigated by Nikolaeva et al.
[76]. The dark conductivity was found to be characterized by
a linear current-voltage dependence. Ultra-violet irradiation
leads to a reversible increase of the conductivity. This phe-
nomena was observed even under irradiation at wavelengths
over 630 nm corresponding to an energy below 2 eV.

Yang et al. prepared photoelectrochemical electrodes by
chemical deposition of PbS nanoparticles on titania nano-
crystalline films and followed by the modification with thi-
ols [136]. These electrodes generated photocurrents as high
as 542 �A/cm2 under irradiation with 400 nm light. How-
ever, they underwent photodegradation. The modification
with thiols increased the photostability, although it decreases
the photocurrent due to the resistance brought about by the
carbon chains of thiols.

Using intensity-modulated photocurrent spectroscopy
(IMPS), Bakkers et al. studied the electronic structure and
decay dynamics of a long-lived photoexcited state in lead
sulfide nanoparticles absorbed as a monolayer on a gold sur-
face [173]. By scanning the Fermi level of the gold, they
found that the excited state consists of an electron in a deep
trap and a hole in the highest occupied molecular orbital
(HOMO). It was found that the trapped charge carrier has
a lower tunneling probability than the free carrier, indicat-
ing that distance is the determining parameter for electron
tunneling.

Ogawa et al. measured the photoelectrochemical prop-
erties of lead sulfide nanoparticles incorporated in self-
assembled monolayers (SAMS) on gold [148]. They found
either cathodic or anodic photocurrents, depending on the
nature of the solution mediator (hole or electron scavenger)
and the applied potential.

Kundu et al. measured the piezoelectric coefficients of
lead zirconate titanate doped with lead sulfide nanoparticles
[103]. The samples were poled in a bath of silicone oil at
a temperature of 353 K for 10 min at an applied electrical
field of 25 kV/cm. The measured values of saturation polar-
ization, remnant polarization, and coercive fields increased
with increasing PbS particle size. Moreover, an improvement
of the piezoelectric and pyroelectric behavior was noticed
for the composites as compared to the base glass ceramics.

In order to study the electrical properties of PbS
nanoparticle-doped, zirconia films, Sashchiuk et al. depos-
ited them on ITO/glass substrates, followed by their
coverage with gold contacts [91, 153]. The current-voltage
characteristics depended on the PbS particle size and exhib-
ited nonlinear, nearly symmetric curves, associated with the
space-charge limited current or the tunneling of carriers
through the nanocrystalline film.

Nanda and Sahu fabricated a self-assembled heterojunc-
tion by means of an electrochemical deposition of PbS nano-
particles on indium tin oxide substrate [175]. A large current
and large capacitance were observed in the case of a device
from particles of a smaller size, which was believed to be
due to the large surface area contact. The rectifying behav-
ior of the heterojunction was found to be weak as compared
to the usual p-n junctions.

5. DISCUSSION OF OPTICAL
PROPERTIES

5.1. Excitons-Absorption Spectra

In semiconductor nanoparticles, the bulk model of con-
duction and valence bands has to be replaced by discrete
electron and hole energy levels. In this case, the effective
bandgap energy can be defined as the minimal energy that is
required for creating one electron-hole pair or exciton. This
quasi-particle corresponds to the hydrogen-like bound state
of an electron-hole pair which interacts via the Coulomb
potential. The excitonic states usually lie slightly below the
bottom of the conduction band. In bulk semiconductors, the
exciton binding energy is low (few tens of meV) and excitons
are often thermally dissipated. Thus, low temperature spec-
troscopy is necessary to study bulk excitons. In nanoparticles,
the two charged carriers of the exciton are confined to
the same volume. Thermal dissipation requires much higher
temperatures and the exciton structure becomes visible even
at room temperature. The observation of an exciton absorp-
tion feature in PbS nanoparticles is, however, difficult. PbS
is a narrow bandgap semiconductor with weak exciton bind-
ing energy due to strong Coulomb screening. Moreover, the
enhanced sensibility to particle size dispersion widens the
exciton peaks.

The excitonic absorption line of nanoparticles saturates
much faster than the absorption band of the corresponding
bulk semiconductor. In addition, this saturation is accompa-
nied by induced absorption near resonance. This feature is
due to the formation of biexcitons via absorption of a sec-
ond phonon. Thus, the ground state biexciton (two electron-
hole pair states) is visible as an induced absorption line on
the low energy side of the exciton resonance. Its experi-
mental observation is dependent on weak dumping of the
exciton transition. This condition is fulfilled for PbS nano-
particles. Thus, the biexciton ground state could be observed
in a pump-probe experiment [119]. By using time-resolved
pump-probe experiments, it was even shown that bleaching
and induced absorption has a similar time evolution [128].
Fast (∼10 ps) and slow (∼ns) decay components are clearly
distinguished with the same time-constant. The fast compo-
nent is attributed to the recombination of free carriers or
carriers trapped in shallow traps, whereas the slow one is
assigned to trapped carriers.

The excitonic absorption of PbS nanoparticles is also
influenced by external carriers. It was shown that the injec-
tion of electrons into PbS colloids in aqueous solution leads
to a blue shift of the absorption edge [49]. This effect
was explained by trapping of the excess carriers into sur-
face states of the particles. In fact, colloidal semiconductors
are usually synthesized with a very high density of surface
defects. The appearance of the shift actually depends crit-
ically on the method of colloid preparation. PbS colloids
prepared at pH < 6 have long-living bleaching of the initial
absorption, which disappears several seconds after the injec-
tion of the electrons. After the addition of hydroxide ions
to the colloids solution (pH > 8), the absorption bleaching
disappears. In fact, the hydroxide ions saturate the surface
defects on which the electrons are trapped. However, the
absorption spectrum is only very weakly influenced by the
pH change.
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The quantum confinement has also an influence on the
temperature-dependence of the bandgap. In bulk semicon-
ductors, this temperature-dependence is linked to lattice
thermal expansion and to electron-phonon coupling. In PbS
nanoparticles the position of the exciton absorption should
be nearly temperature-independent. First, the influence of
thermal lattice expansion diminishes with decreasing par-
ticle size as the energy levels become determined by the
particle size instead of the lattice constants. Second, the
electron-phonon coupling intensity decreases with decreas-
ing particle size due to increasing energy separation of the
discrete phonon and electron energy levels. This feature
was experimentally confirmed by studying the temperature-
dependence of the absorption spectra of PbS nanoparticles
embedded in a glass matrix [127]. For larger particles with
diameters above 8.5 nm, bulk-like temperature-dependence
was observed. With decreasing size, the temperature coeffi-
cient decreases by more than one order of magnitude from
the bulk value. The exciton energy of 4.5-nm sized particles
was found to be almost independent of temperature as for
isolated atoms.

5.2. Carrier Dynamics–PL

Time-resolved PL measurements show that decay mech-
anisms are complex, consisting of multi-exponential pro-
cesses. After excitation, the first step of relaxation is the
electronic relaxation inside the conduction band and the
hole relaxation inside the valence band. This is mainly due
to electron-phonon interactions and is expected to be on the
timescale of 100 fs or less. Once the electron is relaxed to
the bottom of the conduction band and the hole to the top
of the valence band, they can recombine radiatively or non-
radiatively. If there are few or no bandgap states, the recom-
bination should be primarily radiative, that is, strong band
edge luminescence is observed. The corresponding lifetime
is in the order of nanoseconds or longer. In a more precise
description of semiconductor nanoparticles, the bands have
to be replaced by excitonic states. Thus, the absorption of a
photon will create an exciton in an excited state. The elec-
tron and hole of the exciton will recombine after relaxation
to the exciton ground state.

When electron states are present within the bandgap due
to surface or internal defects, they act to trap the charge
carriers on time-scales faster than radiative recombination,
typically a few picoseconds to tens of picoseconds. Further
trapping from shallow trap states to deep trap states can
take place on the tens of ps to hundreds of ps timescales.
The trapped charge carriers can recombine nonradiatively
or radiatively, producing trap state emission that is red
shifted with respect to bandedge emission. The trap state
varies significantly in their energy levels or trap depth, which
in turn determines how fast the trapping occurs and how
long the trap states live. The trap states have lifetimes on
the timescale from tens of picoseconds to nanoseconds,
microseconds, or even longer.

Consequently, two emission lines are observed from
semiconductor nanoparticles: excitonic and trapped-electron
luminescence [68, 130]. The excitonic emission is sharp and
is located near the absorption edge of the material, whereas
the trap emission is broad and stokes-shifted towards longer

wavelengths. For most applications, the sharp excitonic lumi-
nescence is preferable. Thus, great care has to be taken in
order to limit the number of electronic trap states at the
surface of the nanoparticles.

Low temperature PL measurements show even three
emission features [125]. UV-excitation at 340 nm of PbS
nanoparticles embedded in a polymer film reveals an exci-
tonic emission in the blue (450–490 nm) and two addi-
tional nonexcitonic bands in the green (≈550 nm) and red
(≈633 nm). The blue emission was assigned to exciton emis-
sion. Thus, its position depends on the particle size. The red
and green bands correspond to trap states, deep inside the
bandgap, and therefore, they are independent of the particle
size. In addition, the intensity of the red band is enhanced
for the smallest particles. The red emission can, therefore,
be associated with surface defects, as for small samples the
surface-to-volume ration is maximal. The green band may
be associated with trapped electron-hole recombination at
a stoïchiometric defect site, located at the interior part of
the nanoparticles, as its intensity is decreasing for decreasing
sample size.

The temperature-dependence of the PL spectra reveals
information on the relaxation processes and the mutual
interaction among states. The continuous decrease of the
luminescence intensity of the blue band with an increase
in temperature suggests a coupling to lattice phonon that
enables a transfer of carriers into nonradiative states. The
increase in luminescence intensity of the green and red
emission band up to 65 K, suggests that the corresponding
states are thermally populated by carrier transfer from exci-
ton states. Above 65 K, thermal activation competes with
quenching of nonradiative transitions, and thus, the inten-
sity of the green and red bands decreases with a further
increase in temperature. This thermal activation model was
also suggested for other semiconductors.

The great influence of the surface properties on the PL
could be shown by studying PbS nanoparticles in solutions
with different pH values [49]. Poly vinyl alcohol stabilized
PbS colloids, prepared at pH 5, have a weak broad emission
from 600 to 800 nm with a low quantum yield, indicating that
radiationless carrier recombination is the dominant relax-
ation process. Addition of hydroxide ions to adjust the pH to
10 increases the excitonic bandedge luminescence by about
a factor of four. At the same time, the long-wavelength
luminescence, which is assigned to surface-trap relaxation,
only increases very slightly. This result confirms the fact that
hydroxide is very efficient for saturating surface traps.

The influence of the nanoparticle shape on the carrier
dynamics was found to be insignificant. The shape of PbS
nanoparticles can be monitored from mostly spherical to
needle or cubic shape by changing the surface capping
polymer. While the absorption spectrum depends on the
shape of the nanoparticle, the electronic relaxation dynamics
remains about the same for the apparently different-shaped
particles [21]. The electric relaxation was found to feature
a double exponential decay with time constants of 1.2 and
45 ps, independent of probe wavelength and excitation den-
sity. The shape independence can be attributed to the dom-
inant influence of the surface properties on the electronic
relaxation. While shapes are different, the different sam-
ples should have similar surface properties. Therefore, if the
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dynamics are dominated by the surface, changes in shape
may not affect the electronic relaxation dynamics substan-
tially. The extremely short lifetime of trapped electrons in
PbS nanoparticles is most likely due to the high density of
trap states.

6. APPLICATIONS
The great research effort made with PbS nanoparticles
results in improved elaboration processes as well as in an
increasing understanding of their physics. In the continu-
ation of this research, the implementation of PbS nano-
particles in some applications was proposed and realized. It
could be shown that their specific properties may be very
beneficial for the device operating.

6.1. Optical Amplification

Due to their strong light-emission, semiconductor nano-
particle-doped materials are good candidates for infrared
emitting materials with high quantum efficiency. Potential
applications are wideband optical amplifiers or laser sources
for telecommunication purposes [176]. The emission wave-
length can be easily chosen by monitoring the mean size
of the particles, and the emission width is defined by the
size dispersion. Moreover, in comparison with epitaxially
grown semiconductor structures presently used for infrared
lasers, semiconductor-doped glasses are inexpensive as well
as robust materials. Despite the presence of highly efficient
intrinsic Auger recombination, room temperature optical
gain could be obtained in different semiconductor quantum
dot materials [177–180], including PbS-doped glass [129].
When pumping into the first-excited exciton transition, opti-
cal gain was observed in the vicinity of the ground-state exci-
ton resonance. The spectral position of the emission peak
could be changed from 1317 to 1352 nm by tuning the pump
wavelength between 900 and 980 nm. This tunability relies
on the strong carrier confinement and the inhomogeneous
broadening in the sample due to the particle-size distribu-
tion. The actual spectral width and position of the gain was
limited by the pump pulse.

6.2. Passive Q-Switching

The fast absorption bleaching of PbS-doped glass was suc-
cessfully used for passive Q-switching of Cr:forsterite [132]
and erbium-doped glass lasers [133, 134]. Compared to active
Q-switching, passive Q-switching with a saturable absorber is
simpler, more compact, more robust, and does not require
auxiliary electronics. These points are of paramount interest
for erbium-doped, eye-safe lasers used in telemetry and rang-
ing. Most of currently used absorbers for Er-doped lasers
have relatively high saturation intensities in the order of 40–
200 MW/cm2, whereas the low saturation intensity of PbS-
doped glass in the 60–180 kW/cm2 range allows complete
bleaching with intensities achievable with standard micro-
lasers. Laser pulses of 110 ns duration and 0.2 mJ energy
were obtained with 6 nm PbS nanoparticle-doped glass inside
an Er3+:glass laser cavity [134]. 1 �J, 30–50 ns long pulses at
1–2 kHz repetition rate were observed in a different exper-
iment [133]. In the case of the Cr:forsterite laser, nearly

transformed limited, 4.6 ps long laser pulses at 110 MHz rep-
etition rate and a tunability range from 1.207 to 1.307 �m
were reported [132]. In that case, the absorption satura-
tion intensity of the PbS-doped glass containing 6.6-nm sized
nanoparticles was estimated to be 200 kW/cm2. It was shown
that the nonlinearity in the glass host limits the maximum
intracavity power, which can be saturated by nanoparticle
absorption [135]. Above a fluence of around 10 mJ/cm2,
bright third-harmonic generation is detected and the PbS-
doped glass no longer operates as a saturable absorber.

6.3. Refractive Index Modification

Bulk PbS has a refractive index of nb = 4, which decreases
for nanoparticles. It has been shown that nanocomposites
of polymers and semiconductors may exhibit optical prop-
erties that cannot be obtained with pure polymers alone.
The introduction of PbS nanoparticles into a polymer matrix
increases its refractive index to values of up to nnc = 3�0
[27, 74]. This value has to be compared with the maxi-
mum refractive index of pure organic polymers of about
1.7. Thus, the composite material becomes suitable for some
optical applications, such as the manufacture of improved
efficiency solar cells. The refractive index was found to be
nearly constant in the 1000 to 2500 nm wavelength region.
Moreover, the engineering of the refractive index is
straightforward as it scales quasi-linearly with the PbS
concentrations.

In the case of these polymer films, light scattering losses at
the high index nanoparticles could be reasonably limited by
choosing particles with average diameters below 50–100 nm.
However, the very low waveguiding losses required for inte-
grated optic devices may be a problem. The scattering losses
depend on the refractive index difference between particles
and matrix, the size, and the form of the particles. The scat-
tering losses for a slab waveguide of homogeneously PbS
nanoparticle-doped glass can be evaluated by using a sim-
plified Mie scattering algorithm [123]. For spherical parti-
cles (size: 3 nm; PbS concentration: 5 vol%) in a silica glass
host (n = 1�51), the calculated scattering losses are about
0.047 dB/cm at 1.064 �m and 0.021 dB/cm at 1.3 �m. Hence,
the contribution of the scattering losses to the overall waveg-
uide losses can be neglected. However, for larger particles
(>10 nm) scattering losses represent a serious limitation. By
using high index host materials, such as chalcogenide glasses,
the scattering losses can be considerably reduced and the
presence of large particles becomes feasible.

6.4. Light-Converting Devices

A further application field of lead sulfide is the fabrica-
tion of light-converting electrodes which can be obtained
by sensitizing porous titania with PbS nanoparticles [88, 89,
136]. In this device, visible light is absorbed by the semi-
conductor particles, followed by electron transfer into the
porous TiO2 films. The use of PbS nanoparticles implies sev-
eral advantages as compared to organic dyes: the bandgap
and, thereby, the absorption range are easily adjustable by
the size of the particle, and the bandedge type of absorp-
tion behavior is most favorable for effective light harvesting.
Internal photocurrent quantum yield of more than 80% and
open circuit photovoltages of 300 mV were realized.
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7. CONCLUSION
Over the last few years, lead sulfide nanoparticles were the
subject of vigorous research activities. This work enabled a
better understanding of their physical properties which, in
turn, allowed the enhancement of the particle fabrication
techniques. Important improvements of the characterization
techniques are accompanying this process. Particle size dis-
persion and problems with the particle surface quality have
been the most important limitations of PbS nanoparticles.
However, the improved elaboration techniques, including
surface passivation, can resolve these problems.

It seems that the most interesting properties of lead sul-
fide nanoparticles are their saturable absorption, their strong
emission, and their capacity to sensitize dielectric matrices
for photoelectric devices. Some early devices were already
demonstrated in the laboratory and commercial devices can
be expected in the near future. In parallel, the increasing
quality of lead sulfide nanoparticles will enable us to con-
tinue the exciting investigation of strong quantum confine-
ment effects.

GLOSSARY
Blue shift Shift of the optical absorption edge due to the
quantum confinement of electrons and holes inside semicon-
ductor quantum wells or nanoparticles.
Exciton Quasi particle inside semiconductors similar to an
hydrogen atom and consisting of an electron and hole linked
by the Coloumb interaction. In contrast to bulk semicon-
ductors, in quantum dots excitons are observable at room
temperature.
Quantum confinement Confinement of electrons and
holes inside semiconductor nanoparticles. The quantum con-
finement changes radically the optical properties of the
semiconductor. It enhances especially its nonlinear optical
properties.
Sol–gel Recently developed chemical processing route for
the fabrication of glasses and ceramics as thin film or bulk
materials. Sol–gel allows to elaborate high purity materials,
does in general not require high temperature processing,
and requires only low investment.
Surface passivation Saturation of electronic trap states at
the surface of semiconductor nanoparticles. Surface passiva-
tion enhances significantly the linear and nonlinear optical
properties of the nanoparticles.
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1. INTRODUCTION
Higher life on Earth depends on photosynthesis. The abil-
ity to convert sunlight into biochemical energy has helped
proliferate not only photosynthetic organisms but also
those with heterotrophic metabolisms which thus indirectly
depend upon efficient light-harvesting, the first step of a
very complex orchestration of photophysical, biochemical,
and biological processes. Recent breakthroughs in struc-
tural biology have permitted insight into the architecture,
at molecular level, of the apparata involved. Functionality
is in all cases obtained by engineering into supramolecu-
lar assemblies different molecular components with tailored
properties. The result is not just the summation of the parts’
properties, but fully new ensemble characteristics emerge
which are essential for its function. Because the dimensions
of these discrete functional units are well within the 2 to
100 nm range the term nanostructure1 seems appropriate.
Nature has learned through evolution that it is easier to fab-
ricate copies of such discrete functional nanostructures than
to synthesize directly larger microstructures. This results in
a considerable information and atom economy both at the

1 To our knowledge, the first to use the term nanostructure was the
French paleontologist A. M. Mangin in 1975 who described nano-
structures of silicified limestones in C. R. Hebd. Acad. Sc. Ser. D, 281,
973 and 1079. Presently “nanostruct” appears either as title or keyword
in more than 6000 publications each year.

genetic as well as at the molecular level. In this chapter we
shall focus on nanostructures which perform the function of
light-harvesting. At first we will describe the natural light-
harvesting systems, or photosynthetic antennae; then we will
review efforts in mimicking this process with fully synthetic
molecules. Finally some implications useful for designing
efficient artificial photosynthetic systems will be addressed.
One of the first membrane proteins to be crystallized

was the bacterial photosynthetic reaction center of the bac-
terium Rhodopseudomonas viridis and its structural elucida-
tion by means of X-ray crystallography in 1985 [1] was a
feat which only three years later was honored by award-
ing the Chemistry Nobel Prize to R. Huber, H. Michel, and
J. Deisenhofer. The high resolution structure (initially at
3 Å resolution) has allowed unprecedented insight into the
architecture of this molecular machinery which after excita-
tion by light leads to charge separation and after a cascade
of electron transfer steps charge recombination is prohib-
ited. The so-formed exciton reaches a final state where the
electron and the hole (positive charge) are on opposite sides
of the photosynthetic membrane. The thus created potential
energy is used to pump protons across the membrane. The
protons in turn serve for driving the adenosine triphosphate
(ATP) synthase. This rotary nanomachine (for whose study
P. D. Boyer and J. E. Walker shared the 1997 Chemistry
Nobel Prize) converts adenosine diphosphate to ATP which,
having an energy rich phosphate bond, is used by all living
cells as energy currency and thus to drive uphill biochemi-
cal endergonic reactions. Solving crystal structures of reac-
tion centers from other bacteria (Rhodobacter sphaeroides)
at improved resolutions, such as 2.65 Å [2], or of light
and dark adapted reactions centers [3] has led to fur-
ther understanding of the rather intricate phenomenological
events which occur post-light-harvesting. Studies of bacte-
rial mutants, where by targeted point mutations amino acid
residues in the protein matrix have been interchanged, have
revealed the role of the proteinaceous scaffold in accelerat-
ing or retarding the electron transfer rates between the vari-
ous cofactors. Ample excellent reviews and books [4, 5] have
been dedicated to bacterial reaction centers. This research
effort, which has included structural biologists, biochemists,
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506 Light-Harvesting Nanostructures

and especially photophysicists, has triggered, for more than a
decade, synthetic efforts by chemists to assemble manmade
(nano)devices mimicking the elementary processes in reac-
tion centers. This field has also been amply reviewed [6–9].
This chapter describes the energy transfer events related to
light-harvesting which precede the electron transfer cascades
in the reaction centers.
One interesting evolutionary observation is that different

photosynthetic organisms have developed widely different
light-harvesting systems. These match the illumination con-
ditions of the habitat so it is not surprising that bacteria
which live at 10 m under the water surface have different
antennae and other pigments which collect light at other
wavelengths than the bacteria or algae living at water sur-
face, which in turn have different light-harvesting complexes
than the plants. Thus, there are many ways in which capture
of light has been optimized under the pressure of evolution.
However, this is in stark contrast with the photosynthetic
reaction centers which all have the same genetic ancestor.
Only recently, by solving the crystal structures of photosys-
tem II (PSII) at 3.8 Å resolution [10] and that of photo-
system I (PSI) and 2.5 Å resolution [11], a remarkable feat
of the Berlin research groups around Horst-Tobias Witt and
Wolfram Saenger, was it possible to show the great similar-
ity of these reaction centers to the bacterial reaction center.
Apparently, once archaebacteria have learned how to effect
photoinduced charge separation and to convert this into use-
ful energy by avoiding the charge recombination, this was
carefully conserved during evolution. In other words, photo-
synthetic species with a different mechanistic cascade have
not survived and are presently not known.
Figure 1 represents schematically the essence of a pho-

tosynthetic apparatus, either natural or artificial. A light-
harvesting nanostructure, or antenna, is coupled to the
reaction center by means of an energetic trap. Within the
antenna rapid energy transfer steps occur which eventually
funnel the energy within the trap. From the trap the reac-
tion center is excited and here successive electron trans-
fer reactions take place. Of course, one can trigger the
electron transfer cascade be exciting directly the primary

Pigment molecules

Energy trap

Antenna

Reaction Center
e– Donor e– Acceptor

Energy transfer

Electron transfer

Light

Figure 1. Photosynthetic antenna and reaction center. Adapted with
permission from [12], R. E. Blankenship, in “Research Opportunities
in Photochemical Sciences” (A. D. Nozik, Ed.), NREL/CP-450-21097,
DE96007867, 1996.

electron donor, an excitonically coupled pair of (bacte-
rio)chlorophylls, the so-called “special pair.” The presence
of the antenna is, however, beneficial for three reasons: (i) a
much larger cross section is achieved so that the probabil-
ity of capturing a photon is greatly increased, (ii) a broader
range of wavelengths can be used so that not only the rather
narrow absorption of special pairs from the solar spectrum
is filtered out, and (iii) the reaction center can be cycled
much more rapidly, in some species even about 8000 times
per second.
An analogy of the rapid cycling of the reaction centers

coupled to antennas is the following: When a photographer
uses a flash to capture the image of a fashion model, the
strong photoexcitation causes the model to close the eyes.
Several seconds may pass before (s)he can reopen the eyes
and be composed for the next flash and picture. This is why
photoshooting sessions are usually done in daylight, some-
times at dusk or dawn, and many pictures are taken succes-
sively, with modern cameras, several times per second. This
improves the yield in obtaining usable pictures and shortens
the duration of sometimes costly photosessions. Similarly, by
using an antenna, diffuse and even dim light may be used
by reaction centers which are closed only for a few tens of
nanoseconds which is sufficient for the electron transfer to
be completed successfully.

2. MECHANISTIC ASPECTS
OF ENERGY TRANSFER

Two different mechanisms exist for excitation energy trans-
fer (EET), one which operates between weakly coupled
molecules, the so-called dipolar mechanism as initially pro-
posed by Förster [13, 14], and one which occurs between
closely spaced molecules which interact strongly due to
orbital overlap and here an electron exchange mechanism
may function, as proposed by Dexter [15].
In both case a donor molecule D* in its singlet excited

state transfers its energy to an accepor molecule A, initially
in its ground state.
In Figure 2 the Förster mechanism is represented in

the upper part. While the electron from the donor lowest
unoccupied molecular orbital (LUMO) flips to the high-
est occupied molecular orbital (HOMO), at the same time
an electron from the acceptor is promoted into the excited
state. Note that this is not an optical phenomenon (i.e., the
photon which is emitted by the donor upon returning to the
ground state is not the same photon as the one absorbed
by the acceptor). In the Dexter mechanism the orbitals of
the donor and acceptor have to overlap to allow an electron
exchange as indicated by the arrows (lower part of Fig. 2).
The rate of the Förster energy transfer kEET is given by the
equation

kEET = 9�2�ln 10�c4

128�5n4N	D
RR6

DA

∫ �

0
fD����A���

d�

�4

where �2 is an orientation factor due to the scalar product
between the transition dipole moments of the donor (�D),
respectively acceptor (�A), and the distance vector RDA:

�2 = [ ��D · ��A − 3� ��D · �RDA�� ��A · �RDA�
]
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Förster:

Dexter:
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*D—A D—A*
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LUMO

∗D A D A*

Figure 2. Schematic representation of the two possible energy transfer
mechanisms from an excited singlet state donor (D∗) to an acceptor
molecule (A).

After the standard definition of the unit vectors, if � is
the angle between the transition moments of the donor and
acceptor, �1 is the angle between �D and the distance vector
RDA connecting the donor and the acceptor and �2 is the
angle bewteen �A and RDA one may write

�2 = cos�− 3 cos�1 cos�2

It is clear that �2 may vary between 0 and 4 accounting for
accelerating or slowing down the excitation energy transfer
for certain orientations.
An other important factor in determining kEET is the

integral which describes the spectral overlap between the
fluorescence of the donor fD��� and the absorbance of
the acceptor, �A���, being the molar decadic extinction
coefficient. Other constants are the speed of light c (in
m s−1), the refraction index of the medium n, and the num-
ber of molecules per milimole N (Avogadro’s number ×
10−3). Furthermore, 	D

R is the radiative fluorescence lifetime
(measured in s) of the donor which also depends on the flu-
orescence quantum yield 	D

R = 	D/�D, where 	D is the life-
time of the first excited singlet state of the donor in the
absence of any energy and/or electron transfer processes.
A more convenient way of rewriting this Förster equation

is to compress the constants and the overlap between the
donor fluorescence with intensity normalized to unity, and
the acceptor absorbance into the so-called Förster radius R0.
If the integration is done in the wavenumber scale (cm−1)
then the following expression is obtained [22]:

R6
0 =

8�785× 1017

n4

∫
fD����A���

d�

�4
�in nm6 units�

Accordingly, the Förster equation becomes

kEET = �2

	D
R

(
R0

RDA

)6

Distances between donor and acceptor of over 5 nm may
be encountered where this mechanism still operates. Typical
rates encountered in nanostructures are of the order 1010 to
∼1012 s−1 which translate in hopping times of ps to a few
hundred fs between adjacent pigments.
The Dexter mechanism which can only function at close

range is similar to an electron transfer which allows a
mutual exchange of the electrons. For an efficient transfer
the requirement is that the excited state of the donor D*
exceeds energetically that of the acceptor A. In the usual
electron transfer beside the energy of the excited state also
the redox potentials of the donor and acceptor dictate the
rate of the process. In contrast to the Förster mechanism,
not only does energy transfer between the singlet states of
the chromophores occur but also triplet–triplet exchanges
may take place. Using the classical formalism adopted for
nonadiabatic electron transfer [16–19] one may calculate
kEET by the equations

kEET = �EETe
− �G 	=

RT

�EET = 2H 2

h

√
�3

�RT

�G 	= = �

4

(
1+ �G0

�

)2

where H is the intercomponent electronic interaction (or
matrix element describing the electronic coupling), �G0 is
the Gibbs free energy change of the process, and � is the
reorganizational energy. In the case of an energy transfer
process � is mainly due to the reorientation of bond angles
and adjustment of bond lengths upon excitation from the
ground to the excited state. The original formulas due to
Dexter [15] are usually written as

kEET = 4�2H 2

h
e−�EET�RDA−RC�JD

where JD is the following overlap integral:

JD =
∫
fD����A��� d�∫

fD��� d�
∫
�A��� d�

As in electron transfer phenomena �EET, is an atennuation
factor (also termed damping factor, i.e., a constant) which
depends on the nature of the bridge connecting the donor D
and acceptor A separated by RDA and which have a contact
distance RC .
An important aspect is that both mechanisms may some-

times operate in one and the same particular case.
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3. LIGHT-HARVESTING IN NATURAL
PHOTOSYNTHESIS

In order to absorb daylight, molecules need to have an
extended conjugated �-system, the so-called chromophore
or color bearing group. An increase of the conjugation leads
to a narrowing of the HOMO–LUMO gap and electronic
transitions are allowed at increasing wavelengths. With dif-
ferent pigments, the solar spectrum filtered by the atmo-
sphere can be spanned. Scheme 1 summarizes the chemical
formulae of some chromophores encountered in natural
light-harvesting nanostructures. Two main classes of pig-
ments have evolved, namely carotenoids (Car) which are
rather rigid, rodlike, conjugated polyenic molecules with
absorption in the ultraviolet (UV) and high energy side of
the visible spectrum, and tetrapyrrolic chromophores which
have two strong absorptions at both ends of the visible spec-
trum. Among the tetrapyrroles one distinguishes the chloro-
phylls (Chl) of plants and bacteriochlorophylls (BChl) from
photosynthetic bacteria, both which are cyclic tetrapyrroles.
The parent, fully unsaturated system is the 22� electron
system of porphyrins (Por). According to Hückel’s 4n + 2
rule, this system, with n = 5, has aromatic character and
thus high stability, and diatropic ring current. Due to their
high thermal stability porphyrins are frequently encountered
in oil (petro- and geoporhyrins) and serve as a geologi-
cal clock for tracing the transformations within sediments.
While heme, the blood pigment in vertebtrates, is a typi-
cal porphyrin, porphyrins are less used in photosynthesis.
This is because of the high symmetry of the conjugated
�-system. The redshifted transitions (so-called Q bands)
are of low extinction coefficient and thus inefficient for
light harvesting. The degeneracy of these transitions is lifted
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Scheme 1. Main cyclic tetrapyrrolic chromophores with their atom
numbering. Note that Chl a and Chl a′ are epimers differing only by
the configuration at carbon 132.

by reducing one or two of the conjugated double bonds.
A 20 �-electron electron system thus forms chlorins while
an 18 �-electron systems forms bacteriochlorins. In both
these systems, the Q bands are due to electronic transi-
tions which are now strongly allowed and thus have at least
an order of magnitude higher extinction coefficients than
porphyrins and are thus perfectly suited for light harvest-
ing. Heme and chlorophylls are also known as the pigments
of life, the first being used in respiration which represents
the reversed energetic process of photosynthesis, the lat-
ter being based mainly on chlorophylls. Confusion some-
times arises due to the nonsystematic nomenclature of these
tetrapyrroles. Thus, while all chlorophylls are chlorins hav-
ing a fused five-membered ring, there are bacteriochloro-
phylls which are also chlorins and not bacteriochlorins
(see Scheme 1). Open chain tetrapyrroles or bilins such
as phycocyanobilin from cyanobacteria and biliverdin are
cousins of porphyrins and chlorophylls which share their
methabolic pathway up to a point and/or are degradation
products. Photosynthetic organisms have evolved differently
by fine-tuning the main absorption characteristics, namely
wavelength range and extinction coefficient of their antenna
systems. This has led to a wide variety of light-harvesting
nanostructures.

3.1. Structural Features of Natural
Antenna Systems

Our present understanding of natural photosynthesis is
based upon the notion of the photosynthetic unit (PU) intro-
duced in 1936 by Emerson and Arnold [20]. By experi-
menting with light flashes they could convincingly show that
for one CO2 molecule, which plants reduce to “CH2O” or
“C �H2O”, the empirical formula of carbohydrates, several
hundreds of Chl molecules must be involved. Thus only rela-
tively few Chls actively take part in transforming light energy
into chemical energy. These special chlorophylls which are
involved in electron transfer were assigned to the reac-
tion center (RC), another fundamental notion introduced
by Hans Gaffron [21]. Most of the other chlorophylls in
the photosynthetic unit have more a spectator role: each
one of them can be hit by a photon whereby the exci-
tation energy is rapidly and efficiently transferred toward
the RC. Due to the large number of these antenna Chls,
the probability or cross section for harvesting photons is
greatly increased. Energetically the process runs “downhill”
and has often been compared to a funnel. The most red-
shifted antenna pigments trap eventually the whole energy
and from there it is transferred to the RC which absorbs
light at still longer wavelengths (are further redshifted). This
directionality of energy transfer ensures the high quantum
yield due to the fact that back energy transfer is inhib-
ited. Figure 3 presents schematically these events. An excel-
lent review by van Grondelle et al. on energy trapping in
antenna systems discusses in detail these processes bring-
ing not only photophysical evidence but also the mathemat-
ical interpretation of the data [22]. More recent studies on
the major light-harvesting complex of plants are summarized
in [23].
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Figure 3. Schematic representation of a photosynthetic unit (PU) and
the energy transfer steps toward the reaction center. Adapted with per-
mission from [21], L. Stryer, “Biochemistry,” 3rd ed., p. 520. Freeman,
New York, 1988. © 1988, Freeman.

3.1.1. Self-Assembling Light-Harvesting
Nanostructures of Green
Photosynthetic Bacteria

Early during evolution, when synthetic and genetic econ-
omy was stringent for photosynthetic organisms, in order
that these could build large and efficient antenna systems,
which could harvest sunlight even under water as deep as
100 m, self-assembly of chromophores was used. This very
simple architectural principle, which is frequently encoun-
tered in nature, for instance in viruses, is based on the
fact that it is much easier to fabricate several copies of
the same building block (or tecton, i.e., molecular brick)
and then induce self-assembly to a desired nanostructure
than to build on the basis of a complicated blueprint large
functional components for which a multitude of genes and
molecules are needed. The self-assembly algorithm, once
it is allowed to proceed correctly, ensures that due to a
fine balance between entropy and enthalpy, in the end,
only the desired structure is obtained. The final architec-
ture is encoded within the structure of the tectons and
the supramolecular interactions for which they have been
programmed [24]. Figure 4 illustrates such a self-assembly
process where from monomers, under appropriate condi-
tions, one can form dimers, oligomers, and finally large
nanostructures.
Misplaced components, for instance the tecton in the

upper left which kinetically might be stable, are allowed to
disassemble so that actually a repair mechanism operates.
It is essential that the final nanostructure serves a function
which the components alone could not have fulfilled. In our
case the desired function is efficient light harvesting. This can
be ensured by amplifying the cross section for capturing pho-
tons by a relatively large number of chromophoric tectons
but which all must transfer their excitation energy to collec-
tors (i.e. energetic traps) within the photosynthetic units.
Green photosynthetic bacteria (Chlorobiineae) have

evolved for this purpose an unique organelle—the chloro-
some, or green sac. Both the Chlorobiaceae (such as Chloro-
bium tepidum) and the Chloroflexaceae (e.g., Chloroflexus

Figure 4. Illustration of a typical self-assembly process.

aurantiacus) which are, however, phylogenetically quite dis-
tant, have well-developed chlorosomes. Chlorosomes are
typically oblong ellipsoids resembling a flattened nanocigar
with dimensions of approximately 10 × 25 × 100 nm which
is attached via a baseplate to the inner side of the cytoplas-
mic membrane. The sizes and number of chlorosomes are
dependent not only on the species but also on illumination
conditions showing that light harvesting is strongly geneti-
cally regulated. Early electron microscopy images employ-
ing freeze-fractured membranes have shown that within the
interior of the chlorosome, long cylindrical rods are encoun-
tered and these are separated from the cytosol by a mono-
layer lipid membrane [25, 26]. Figure 5 presents an artist’s
view of this intriguing organelle which has been the object
of intense study and debate. It is now generally accepted
that the chlorosomal rods are constituted of self-assembled
bacteriochlorophyll molecules [27, 28], and that proteins
do not have a structural role in the organization of the
chromophores.
Very recently, by sequencing the entire genome of the

photosynthetic bacterium Chlorobium tepidum [30], genetic
evidence has been brought forth that the 10 chlorosomal
proteins (CsmA, CsmB, � � �CsmH, CsmI, CsmJ, and CsmX)
are embedded in the membrane and that various mutants
where the genes of these proteins have been knocked out
are still forming fully functional chlorosomes [31, 32]. This
has shattered the dogma that only proteins can function as
scaffolds for light-harvesting pigments. For an excellent bio-
chemical review see [33].
Another interesting aspect of the chlorosome, studied in

depth by Frigaard et al., is related to the redox active com-
ponents and the role of quinones which act as quenchers
for the fluorescence of BChl c aggregates if exogenously
added [34–37]. Also studied was the role of oxygen which
triggers in Chlorobium tepidum an uncoupling of the chloro-
some antenna under aerobic conditions in order to prevent
degradation by formation of toxic singlet oxygen species and
radicals [38]. In contrast to this, chlorosomes of Chloroflexus
aurantiacus were not affected by oxygen.
We have been involved relatively early in investigating

the structural details of how BChl molecules self-assemble.
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Figure 5. The chlorosome organelle. Graphic courtesy of Nils-Ulrik
Frigaard (Pennsylvania State University). Arrows denoting the energy
transfer are gray and pointing downward while arrows denoting the
electron transfer pathway are black and pointing mostly upward. 1
Monolayer lipid membrane. 2 Chlorosomal proteins which are part of
the chlorosome envelope [29]. 3 Chlorosomal rod element containing
self-assembled BChl c. 4 Detail of how BChl c self-assembles into cir-
cular aggregates—note that the long chain alcohol chains esterifying
the 17-propionic acid residue are all pointing either to the exterior
of the rod ensuring hydrophobic inter-rod interactions and with the
monolayer lipids, or all toward the inside [49]. 5 Chlorosomal base-
plate. 6 Fenna–Matthews–Olson protein trimers which act as an energy
trap. 7 Cytochrome c. 8 Reaction center—note that the energy transfer
cascade ends at the special pair of chlorophylls where charge separa-
tion occurs and the electron reaches the iron sulfur centers which are
shown as cubes. 9 Rieske’s protein involved in electron transfer from
the menaquinone (MK). 10 Ferredoxin.

Various spectroscopic techniques such as resonance Raman
[39, 40], UV-visible absorption [41], Fourier transform
infrared (FT-IR) [42], circular dichroism (CD) [43] and solid
state nuclear magnetic resonance (NMR) with 13C-labelled
[44, 45] BChls have ascertained the primary binding scheme
indicated in Figure 6 and that the BChls are assembled into
stacks.
On the basis of our experimental evidence, a crude

model of the chlorosomal rods was proposed as early
as 1994 by Holzwarth and Schaffner employing a heuris-
tic molecular modeling approach [46]. For the first time
this model explained satisfactorily most of the accumu-
lated structural evidence and described how the cylindri-
cal rods are formed by self-assembled BChls. Thus, stacks
of BChl molecules formed by the relatively strong liga-
tion of the central magnesium atom by hydroxy groups of
the 3-(1-hydroxyethyl) group which can have either R or S
chirality are joined together by multiple cooperative hydro-
gen bonds having the same hydroxyl group as donor and
the 131-carbonyl groups as acceptors. Cooperative interac-
tions imply that for instance a hydrogen bond operating

C=O

Mg

(31)

H-O(131)

Ligation

H-bonding

π–π Interactions

between stacked

BChl molecules

Figure 6. Schematic supramolecular interactions between bacteri-
ochlorophyll molecules in a nonpolar environment. Essentially, the
magnesium atom of one BChl is ligated by a hydroxy group in a second
BChl and due to its strong polarization the same hydroxy group acts
as donor in a hydrogen bond to an acceptor carbonyl group in a third
BChl. Between the off-setted, helical stacks of BChl molecules, �–�
interactions are encountered.

simultaneously with metal ligation is stronger than if these
occurred independently or that multiple hydrogen bonds
(e.g., n) reinforce each other and are stronger than n times
one hydrogen bond between similar groups. This coopera-
tive bonding was evident from sigmoidal curves describing
the kinetics of the self-assembly process [47] which shows a
pronounced dependency on the concentration, temperature,
and medium polarity. These hydrogen bonds stitch together
adjacent stacks leading to a curvature with a helical arrange-
ment of the BChl molecules. This helicity is independent of
the R/S configuration of the 3-(1-hydroxyethyl) group [43]
and shows a counterclockwise arrangement of the transition
dipole moments of the chromophores (i.e., negative chiral-
ity according to the exciton chirality theory) [48]. Figure 6
presents a view perpendicular to the stacks in such a crude
model employing BChl d. Due to the curvature angle given
by the hydrogen bonding between the stacks, 18 or more
stacks may form a tubular structure. Convincingly, the diam-
eter of the modeled helical tubes corresponded well with
those observed for the chlorosomal rods in different bacte-
rial species. Thus the increase in diameter from ca. 5 nm
in Chloroflexus rods to over 6 nm in Chlorobium rods could
be explained on the basis of different peripheral substituent
sizes.
Remarkable is the fact that this cylindrical arrangement

of chromophores was proposed before the first X-ray crys-
tallographic structure of the LH2 system of purple photo-
synthetic bacteria was solved (see Section 3.1.2) heralding
the importance of a closed ring structure in the delocaliza-
tion of excitons and ensuring rapid energy transfer. Other
models have been proposed which differ mainly in the par-
allel versus antiparallel orientation of the BChl molecules
and these have been reviewed [27, 28]. More recently, van
Rossum et al. have proposed a refined model, where in the
interior of the cylinder in Figure 7, a second more curved
aggregate of BChls is positioned [49]. This newer model was
based on multidimensional solid state NMR studies con-
ducted both on isolated chlorosomes and on purified BChl
c uniformly labelled with 13C which was induced to self-
assemble [44, 50].
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Figure 7. Holzwarth–Schaffner initial model for chlorosomal self-
assembled BChl d with the long chain alcohol esterifying the 17-
propionyl ester residue shortened to a methyl group. Carbon atoms are
represented as cyan, nitrogens as blue, oxygen as red, and magnesiums
as white spheres. 18 Stacks are viewed from above the helical cylinder.

Credit is here due to the pioneering works of sev-
eral chemists who have brought forth evidence for the
self-assembly of (B)Chls in spite of rebuke from their
more biological oriented colleagues. Thus Krasnovskii and
co-workers were the first to observe that BChl c self-
assembles in vitro [51, 52], while Smith et al., in a seminal
paper, have shown that the redshifted absorption spectra
of the natural system can be fully reproduced with self-
assembled BChls [53]. Worcester and co-workers, using
small angle neutron scattering, have subsequently shown
that hydrated Chl a forms micellelike assemblies [54, 55].
Olson and co-workers have performed several early spec-
troscopic studies on BChl c in nonpolar solvents [56–60]
or aqueous solutions [61, 62] and have discovered the so-
called “hexanol effect” [63]. This curious effect deserves a
brief description. It consists initially of disruption of the self-
assembled BChls within the chlorosomes which is associated
with a blueshift and sharpening of the absorption maxi-
mum. This is common also in smaller alcohols, amines, or
pyridine which all compete for the ligation of the magne-
sium atoms and disrupt any hydrogen bonding. This trans-
formation is usually irreversible, but in the case of hexanol,
when water is used to partially remove it, a reassembly
of BChls occurs with almost entire recovery of the red-
shifted absorption spectrum and CD signals [64]. The exci-
tation energy transfer to the BChl a protein complex which
acts as an energetic trap (see Fig. 5 and discussion) within
the baseplate is perturbed [65] and also the transmission
electron microscopy images show that swelling is the main
morphological change [66] of such hexanol and then water
treated chlorosomes. Both in nonpolar solvents as in aque-
ous medium, the self-assembled BChls have rather close
contacts which lead to strong excitonic interactions with

broad and redshifted absorption maxima and intense CD
signals. These assemblies have, however, different molecular
structures. In an aqueous medium, the hydrophobic inter-
actions between the long alcohol tails force the relatively
large macrocycles into close �–� interactions. Additionally,
due to the aqua–magnesium complexes which being polar
are well solvated, this ensures a micellelike segregation sim-
ilar to the one encountered in surfactants. Hexanol appar-
ently has the right hydrophilic/hydrophobic ratio to allow the
transformation from one nanostructure into the other one.
Another interesting effect associated with the BChl c, d,

and e nanostructures as well as with chlorosomal prepara-
tions is the variability of CD signals. It is now again accepted
that this is mainly due to size variations and the related con-
tributions of Rayleigh light scattering and the linear dichro-
ism to the CD signal. In DNA-based nanostructures this
effect has been studied and termed “giant CD” or “polymer
and salt induced CD” [67–69]. Thus if the size of the nano-
structures is larger than about a tenth of the wavelength
at which a Cotton effect is observed, then enhancements
and distortions of the signal are possible. With supramolec-
ular associations of chromophores which absorb light at, for
example, 500 nm, if these nanostructures are larger than
about 50 nm, due to this effect, the stereochemical interpre-
tations must be done with caution.
A lot of effort has been invested in characterizing the

energy transfer processes in chlorosomes and BChl assem-
blies and these have been sufficiently reviewed. Ultrafast
spectroscopies [70, 71] have shown that the energy transfer
rates within the chlorosomal rods are very similar to those of
the BChl self-assemblies. Both exhibit a very fast component
of about 10 fs stemming from the initial coherent oscilla-
tions, and similar kinetics in their isotropic and anisotropic
absorption difference spectra together with a 1–2 ps com-
ponent which does not represent single step energy transfer
between neighboring BChl c pigments but long range energy
transfers which span many pigments within one rod. A sec-
ond relatively fast component may represent inter-rod trans-
fer which is in the range of 7–10 ps. Slight differences exist
between the chlorosomes of Chlorobium and Chloroflexus,
due to the different BChl c substitution patterns, as well as
between the isolated BChl c aggregates, which reflect small
differences in the transition moment organization and a
somewhat more disordered structure in the aggregates. The
component which is completely absent in the self-assembled
BChl c aggregates and is important in the intact chlorosomes
is the energy transfer from the BChl c rods to the BChl a
protein complex (also known as the Fenna–Matthews–Olson
or FMO complex) in the 30–40 ps range. In other species
containing also BChl d and e this energy trapping by the
more red shifted BChl a FMO complex (which absorbs light
at about 800 nm) spans a 30–160 ps range [72, 73]. Thus
the energy funnelling principle illustrated in Figure 1 is real-
ized by efficient light capture by the self-assembled BChl
rods (with a relatively broad absorption at 730–760 nm), very
rapid energy transfer steps by incoherent excitation hop-
ping, and final trapping within the BChl a protein complex.
From there the special pair in the reaction center is pho-
toexcited for trigerring the electron transfer cascade. If the
energy trap is absent, as in the case of self-assembled BChl
aggregates, trapping occurs by diffusing the excitation to
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randomly positioned redox active defect sites which act as
quenchers. This was proved by adding sodium dithionite as
reducing agent which greatly increases the BChl c fluores-
cence yield [74]. If, however, a covalently linked semisyn-
thetic BChl a trap is included in the BChl c aggregate, effi-
cient trapping occurs as demonstrated by Tamiaki et al. in
the first supramolecular artificial light-harvesting device to
be assembled [75]. Incorporation of BChl a into vesicles or
liposomes containing BChl c aggregates [76, 77] is also effec-
tive. Very recently fluorescence from single chlorosomes as
well as atomic force microscopy images were recorded by
Tamiaki and his colleagues [78].

3.1.2. Pigment–Protein Complexes
A different organizational principle of chromophores is
encountered in the pigment–protein complexes. These func-
tion either as light-harvesting systems, intermediate energy
traps, or reaction centers. Here the carefully engineered
protein matrix ensures the exact orientation of the pig-
ments which allows a fine tuning of the direction of tran-
sition dipole moments and thus of the energy transfer
rates and efficiencies according to the Förster mechanism
(Section 2). In the reaction centers the electron transfer
rates are also finely tuned by the protein. Furthermore, by
positioning close to the chromophores special amino acids
either as charged residues (Arg, Glu, etc.), hydrogen bond-
ing (Ser, Tyr, etc.), or aromatic ones (Trp, Phe, Tyr, etc.)
capable of �-stacking, the absorption properties can be
influenced quite dramatically. Evolution, of course, has opti-
mized these complex nanostructured machineries. Histidines
are by far the preferred ligand for magnesium atoms of
(B)Chls while carotenoids are usually bound only by weak
hydrophobic interactions without a specific ligand. Several
examples of such pigment–protein complexes will be briefly
discussed.

PSI Antennea of Synechoccocus elongatus In plants
two photosystems I and II (PSI and PSII) are present and
act in conjunction. Their individual isolation and purification
are difficult from the plant thylakoid membranes. However,
in the much simpler photosynthetic bacteria, either PSI or
PSII can be expressed and these have very high sequence
homology to the photosystems encountered in different
plants. Berlin researchers have achieved the crystallization
and structural elucidation of both PSI [5] and of PSII from
Synechoccocus elongatus, a thermophilic cyanobacterium [4].
While PSI is trimeric, resembling a clover leaf, PSII is
a homodimer. Figure 8 describes schematically the main
differences between the two photosystems. Thus while PSII
has relatively isolated light-harvesting nanostructures, in PSI
one can distinguish an inner core antenna system engulfing
the reaction center and a peripheral antenna. Both PSI and
PSII reaction centers are in overall architecture remarkable
similar to the earlier known bacterial reaction centers [1, 2]
emphasizing that there is only one common ancestor for
achieving light induced charge separation. The electrochem-
ical potentials are, however, different and this is probably
due to the fact that the special pair of chlorophylls in PSI
(P700) is actually a heterodimer composed of a Chl a and
the epimeric Chl a′ (see Scheme 1) and the ligation of their
Mg atoms by methionine residues. Other slight differences
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Figure 8. Schematic differences between PSI and PSII. Abbreviations:
A = Antenna, RC = reaction center, P∗ = excited special pair: P670
for PSII and P700 for PSI, Phe = pheophytin, Q = quinones, FeSx =
iron sulfur clusters. Arrows indicate electron transfer steps. Adapted
with permission from [21], L. Stryer, “Biochemistry,” 3rd ed., p. 520.
Freeman, New York, 1988. © 1988, Freeman.

are that in PSII, like in the bacterial reaction center, the
primary electron acceptor is a chlorophyll which has lost its
magnesium atom, namely a pheophytin, and that the final
electron acceptors are a quinone for PSII and iron sulfur
centers for PSI. The lower resolution of the PSII crystal
structure does not yet allow one to discern fine stereochem-
ical features allowing assignment of the direction of tran-
sition moments in antenna Chls or to exactly elucidate the
ligands of the tetramanganese cluster involved in water split-
ting. For this reason we will not discuss the PSII chlorophyll–
protein complexes here.
The much higher resolution of PSI has allowed us very

recently to elucidate an important structural feature of its
core complex which is instrumental for the energy funnelling
from the peripheral antenna toward the reaction center [79].
(B)Chls have two nonidentical sides from which the mag-
nesium atom can bound be a fifth ligand giving rise to
two diastereoisomeric complexes. Figure 9 shows the crystal
structure of PSI with the magnesium atoms highlighted as
spheres. In total there are 96 chlorophyll molecules.
We have denoted as anti-ligated (B)Chls the diastere-

omer where the magnesium ligand is on the opposite side

Figure 9. PSI viewed in the membrane plane lumenal side up, stromal
side down. Spheres represent magnesium atoms of chlorophylls.
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of the 17-propionic acid residue which is esterified with a
long chain alcohol such as phytol in plants [43]. The other
diasteromer is denoted as syn. Figure 10 shows two Chls
from the PSI crystal structure both coordinated by histidine
residues one being in a typical anti configuration and the
other one being syn.
A simple counting of the syn Chls revealed that these

are only 14 out the total 96 which translates by a crude
Boltzmann distribution into an energetic difference of
1.1 kcal/mol. The syn Chls are not only less stable than the
anti ones but if coordinated by a histidine, their absorption
spectrum, according to semiempirical ZINDO calculations,
is slightly shifted by about 4 nm. Astonishingly, however,
is the very controlled position of these syn Chls carefully
engulfing the reaction center [79]. The Chl ligands have
been strictly conserved during evolution, as could be seen
from the sequence alignment in different plant and bacte-
rial species, a fact which implies that the incorporation of
Chls in the protein matrix is a nonrandom process. Probably
a highly stereoselective self-assembly process occurs which
allows binding of the magnesium atom only from the desired
side. An enzymatic process requiring two different enzymes
for chaperoning syn- or anti-ligation appears less probable.
Figure 11 shows the disposition of the syn Chls which are
exclusively in the core antenna system.
Recently Byrdin et al., also on the basis of the PSI crys-

tal structure, have interpreted the energy transfer kinetics
using a detailed modeling of the system by applying exci-
tonic coupling theory [80]. The syn Chls are interconnected
into clusters characterized by medium to rapid energy trans-
fer rates in the 3 to 11 ps−1 range. They appear not to
be strongly redshifted having assigned “colors” between 670
and 680 nm. Far more redshifted are, however, two dimers
of syn–syn Chls which are situated some 2.5 nm from P700,
the special pair of PSI. It thus appears probable that the
energy funnelling occurs also in this case cascadelike, from
the peripheral antenna, to the inner core rich in syn Chls
which are not redshifted to dimeric Chls which are red-
shifted and finally to the P700 heterodimer, which absorbs

Figure 10. The two different diastereomeric configurations of histidine
coordinated Chls. At left a typical anti-ligated Chl. Note the sharp curl-
ing of the phytyl chain on the opposite side of the histidine ligand. At
right a syn-ligated Chl. Note that in this case the propionic acid residue
is on the same side as the histidine ligand while the esterifying phytol
curls back to the other side. The role of the phytyl chain is to ensure a
hydrophobic environment thus steering the coordination of magnesium
from the other side which is more hydrophilic.

Figure 11. Disposition of the syn chlorophylls (colored in red) around
the electron transfer chain chlorophylls (colored in blue) of the reac-
tion center. Green chlorophylls are all anti coordinated. Note that for
the upper right chlorophyll the ligand is uncertain. Reprinted with per-
mission from [79], T. S Balaban et al., Biochim. Biophys. Acta 1556, 1
(2002). © 2002, Elsevier.

light at 700 nm (as its name implies) where charge separa-
tion occurs. Carotenoid–Chl interactions are also different
for the syn and anti configurations affecting most impor-
tantly the Soret band.

The Fenna–Matthews–Olson Complex John Olson was
historically the first to be able to isolate a (bacterio)-
chlorophyll–protein complex from the green bacterium Pros-
thecochloris aestuarii (previously named Chlorobium limicola)
and to crystallize it. Apparently serendipity played here a role
but it was the prepared mind who realized the importance
of this discovery [81]. The crystal structure was solved at an
astonishingly high resolution for that time (2.8 Å) by Fenna
and Matthews [82] and since then this complex has been
the workhorse for spectroscopic investigations and for testing
various theoretical models of energy transfer and trapping
[83, 84]. The FMO complex is a trimer and energy trapping
occurs from the chlorosomal antenna in one unit and is trans-
ferred to the other two units before excitation of the reaction
center. Only seven BChls a per monomer are present, two
of which are syn-ligated, confirming the higher stability and
thus propensity of the anti Chls. Blankenship and co-workers
have shown by crystallizing and solving the structure of the
FMO complex from Chlorobium tepidum that it has a similar
architecture which enables it to function as the energy sink
of the antenna, although some differences are encountered
for the BChl a molecules [85]. Figure 12 shows the BChl a
molecules from a monomer in the latter structure together
with their ligands in their original orientations and without
the protein matrix. Also in this case the syn Chls appear to be
“special” and are most probably the energetic trap as they are
closely situated, having a Mg–Mg distance of 12.5 Å forming
thus a redshifted syn–syn dimer ligated on two consecutive
histidines (red in Fig. 12). The central syn BChl a (#7 in the
original numbering [82]) of this dimer has been recognized
before as the energetic trap having the largest intersubunit
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Figure 12. The seven Chls of an FMO monomer. Anti chls are green;
syn Chls which are on two consecutive histidines are red.

interactions within the trimer. For evidence that BChl #6 is
the reddest pigment see [86].
As BChl a absorbs at longer wavelengths than the antenna

BChls (which are actually chlorins; see Scheme 1) a down-
hill energy transfer is operating. The reaction center absorbs
light at still longer wavelengths and must be supplied from
the energetic trap. If the syn Chls are involved either in the
intertrimer energy transfers or act as the traps remains to
be ascertained. We have written a thought-provoking article
discussing this feature [87].
Recently Oba and Tamiaki have also counted anti-ligated

Chls (which they denote as back-face ligated) and syn Chls
(denoted as front-face ligated) in all known chlorophyll pro-
tein complexes and have also concluded that anti-ligation is
energetically more favorable [88, 89].

The LH2 of Purple Bacteria (Rhodopseudomonas aci-
dophila and Rhodospirillum molischianum) Purple
bacteria have a fascinating peripheral light-harvesting com-
plex, the LH2, which is an integral membrane complex
consisting of two rings of BChl a molecules embedded in
an aggregate of polypetide matrices. The first X-ray crys-
tallographic structure to be solved was from Rhodopseu-
domonas acidophila, strain 10050, which has involved almost
a decade of research and crystallization trials by Cogdell
and co-workers [90, 91]. Crystals with heavy atom deriva-
tives could be prepared in order to solve the phase prob-
lem. Based on these coordinates, the crystal structure of
a second LH2 complex from Rhodospirillum molischianum
could be solved soon thereafter in a collaborative effort
between the research groups of Klaus Schulten and Hart-
mut Michel [92]. Both nanostructures have the same overall
architecture, the main difference being the oligomerization
state and thus their symmetry: while the acidophila LH2 is
a nonamer, the molischianum LH2 has eightfold symme-
try. This implies that the function of light harvesting and
energy transfer is actually independent of the symmetry and
almost the same optical properties are encountered. These
are determined by the disposition of the pigments and the
orientation of the transition dipole moments. One ring of
anti-ligated BChl a molecules, which are loosely coupled,
absorbs light at about 800 nm and has been denoted as B800

(B stands for bulk Chl). The second ring, denoted as B850,
is formed of dimers which are closely spaced and are red-
shifted absorbing light at about 850 nm. Interestingly all the
B850 BChls are syn-ligated. Figure 13 shows a view of the
BChls in the acidophila LH2 from above the ring of the 18
B850 BChls a as well as a view in the plane of the mem-
brane. One syn-syn BChl dimer and one B800 BChl are pre-
cisely oriented (almost perpendicular to each other) by two
polypeptides which are �-helical and span the membrane.
Furthermore, a carotenoid molecule is also present having
close contact with both the dimer and the B800 monomer.
The two polypeptides which are termed � and � together
with the associated pigments form a so-called protomer [93].
Interprotomer interactions lead to self-assembly of the cir-
cular structure. Nine protomers come together in the aci-
dophila LH2 leading to a disposition of the �-polypeptides
on a outer circle having a diameter of 6.8 nm while the
�-polypeptides form an inner circle with 3.6 nm diameter.
While the Mg to Mg distance in opposite BChls from the
B800 ring is 6 nm, the corresponding distance in the B850

Figure 13. The BChl a molecules in acidophila LH2 with their ligands.
The B800 BChls are green (ligated anti by an N -formylmethionine
residue) while the B850 BChls are red (ligated syn by histidines). Note
the different orientation of the BChl planes in the two rings. The BChl
c ligands have carbon atoms colored cyan, nitrogen blue, oxygen red,
and sulfur yellow. The figure was produced with HyperChem® using
the PDB coordinates.
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ring is ca. 5 nm. Only eight protomers self-assemble in the
molischianum LH2 leading to a similar architecture.
The B800 BChls are situated nearer to the cytosolic side

of the membrane. Their role is to function as antenna and
to transfer the singlet excitation energy to the B850 ring via
a Förster mechanism (see Section 2). Detailed investigations
of the energy transfer kinetics in the LH2 of the purple bac-
teria Rhodobacter sphaeroides and Rhodopseudomonas palus-
tris using femtosecond pump-probe techniques have been
performed [94].
These studies could distinguish between intra- and inter-

ring energy transfer processes. Within the B800 BChls which
have a Mg-Mg distance of 2.1 nm a very fast energy transfer
occurs with a time constant of 400 fs. The B800 to B850 inter-
ring energy transfer occurs slower within 700 fs although the
average separation between the Mg atoms is smaller, namely
1.8 nm. Both these processes involve the Förster mecha-
nism, which as discussed in detail in Section 2, beside the
distance dependence involves a spectral overlap between the
fluorescence of the donor and the absorption of the accep-
tor as well as an orientation factor of the transition dipole
moments. The latter two factors are more favourable for the
intra-ring energy transfer, although the distance is larger.
Once the excitation has been transferred to the B850 ring,
because of the extensive �–� overlap of these BChls, a dif-
ferent mechanism operates. A delocalized exciton coupling
mechanism of Dexter type which involves orbital overlap
occurs in this case. The B850 BChls have Mg-Mg distances
of under 1 nm (9.6 Å within a protomer and 8.9 Å between
adjacent protomers) being ideally suited to delocalize and to
store the energy within this ring until it can be transferred
further to the LH1 complex. This process occurs within 3
to 5 ps and is followed by a slower 35 ps energy transfer
process to the reaction center [95]. The overall efficiency for
the excitation transfer from the LH2 to the LH1 and from
there to the RC is extremely high (about 95%) due to the
optimal orientation of pigments within the complexes.
The carotenoids (rhodopin glucoside in the Rps. aci-

dophila LH2 and lycopene in the Rs. molischianum LH2)
are also involved in light harvesting but at lower wavelengths
(about 500 nm) than the BChls. Due to their low fluores-
cence yield they transfer sluggishly the excitation energy via
the Förster mechanism but having close contacts with both
the B800 and B850 again the Dexter mechanism can oper-
ate. Energy can in principle be transferred directly from
the carotenoid S2 state or after the fast (100 fs) radiation-
less decay from the S2 to the S1 state, from the latter (see
Fig. 14). Due to the unfavourable orientation of the S1 tran-
sition dipole which is oriented along the long molecular
axis and thus being almost perpendicular to the Qx and Qy

transitions of the B800 BChls, excitation transfer from this
carotenoid to B800 is rather limited. In contrast, due to
its proximity to the �-B850 BChl a (5.4 Å to the central
Mg atom) and to the �-B850 BChl a (8 Å to the central
Mg atom) and to the parallel alignment to the Qx transi-
tion a favourable S2-S2 transfer occurs. Beside this dipolar
or Coulombic, Förster-type singlet-singlet energy transfer,
a Dexter type mechanism involving electron exchange can
occur also between the triplet states which has been shown
much earlier to involve only the B850 BChls [96]. A sec-
ond carotenoid molecule per protomer which in the initial
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Figure 14. Schematic energy diagram with the energy transfer pathways
and time constants from the carotenoid S2 state to the B800 and B850
BChls. The dotted line indicates that only a small amount (5%) is trans-
ferred from the internal conversion state S1 to the BChls. There is no
back transfer from BChl to the Car due to energy funneling. Adapted
with permission from [102], J. L. Herek et al., Nature 417, 533 (2002).
© 2002,

structure [90] was not seen in the electron density map,
probably due to local disorder, has later been put into evi-
dence [93]. It is certain that beside their light harvesting
role, carotenoids play an important structural role in hold-
ing chlorophlyll-protein complexes together. Being rather
stiff and nonpolar they interact with hydrophobic amino
acids ensuring rigidity to the nanostructure. Carotinoidless
mutants assemble much more labile complexes. The third
role of carotenoids involves efficient quenching of the BChl
triplet states, again through electron exchange mechanism.
This prevents generation of the reactive species singlet oxy-
gen [O2�

1�g�] which may generate subsequently radicals
and thus could lead to cell damage. The protective role of
carotenoids has made them wide spread in natural photosyn-
thesis being the second most abundant pigment class, after
chlorophylls.
Several studies related to the Rs. molischianum LH2

complex have also been performed and these have been
reviewed [97–99]. Molecular modeling of the LH2 com-
plexes surrounding the LH1 complex (which is discussed
below) and which engulfs the reaction center have been
reported [100, 101]. The exact number of LH2’s surrounding
the larger LH1 may vary between different purple bacterial
species as well as with illumination conditions. Under dim
light the ratio LH2/LH1 increases.

The LH3 of Rhodopseudomonas acidophila The crys-
tal structure of the smaller LH3 light-harvesting complex
which is also present in some purple bacteria such as
Rhodopseudomonas acidophila and which absorbs light at
higher energies having B800 and B820 absorbing BChls was
recently disclosed by Cogdell and co-workers [103]. Sur-
prisingly, the overall structure resembles closely that of the
LH2 complex consisting of a ring of 9 loosely coupled anti
BChls a responsible for the 800 nm absorbtion band and a
tightly coupled ring of 18 syn-ligated BChls a which absorb
at 820 nm. It is very interesting to understand the structural
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difference which leads to the blueshift of the B850 ring
in LH2 to B820 in LH3 (see Fig. 14). Apparently it is
not the coupling energy which is different, as the distances
and the orientations between the BChls are almost iden-
tical. Rather it is the site energy which is different. That
is, due to slight variations in the geometry of the individ-
ual BChls, the absorption is blueshifted. Most notably, the
3-acetyl group which has its carbonyl group coplanar with
bacteriochlorin plane in the B850 LH2 ring, due to the more
extended conjugation, leads to the redshifted absorption. In
the LH3 BChls this acetyl group, due to subtle interactions
with the protein matrix, has its carbonyl group twisted out
of the plane and is thus not in conjugation, a fact which
explains nicely the 30 nm blueshift. Figure 15 presents the
very similar arrangement of three consecutive syn BChls
while Figure 16 shows the different orientation of the 3-
acetyl groups.
Another reason for the blueshift lies in the more ruf-

fled conformation of the bacteriochlorin ring in the LH3
complex, whereas in the LH2 complex a more domed con-
formation is encountered. Extensive theoretical calculations
by John Shelnutt and Craig Medforth coupled with exper-
imental data supplied by Kevin Smith and Jack Fajer have
convincingly shown that conformationally perturbed cyclic
tetrapyrroles have not only very different absorption char-
acteristics but also different fluorescenece and excited states
lifetimes [104–108]. This shows that the protein can very
ably fine tune the spectroscopic properties of the bound
pigments.
To a similar conclusion, namely that the difference in

the absorption wavelengths between the LH3 and the LH2
complexes is due to the difference in site energies and not
from the coupling energy, comes a recent study by optical
single-molecule fluorescence spectroscopy of Aartsma and
co-workers [109].

The LH1 of Purple Bacteria Electron microscopy images
of two-dimensional crystals of the LH1 complex from Rho-
dospirillum rubrum obtained by Gosh and co-workers have
shown also a circular structure but with a 16-fold symmtery
[110]. Again �� heterodimeric polypetides with �-helices
spanning the membrane are used for positioning the pig-
ments. Absorption occurs at about 875 nm, more redshifted
than the B850 ring of the LH2. Furthermore, within the
membrane plane the positioning of the LH1 hexadecagon
formed by the BChls coincides with the depth at which the
B850 ring is embedded.
The reaction center complex fits well within the ring of

LH1, although it sits deeper within the membrane. From

LH2 - B850 LH3 - B820

Figure 15. Similarities in the chromophore arrangement in the LH2
and LH3 complexes.

LH2 - B850

23°
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Figure 16. The arrows indicate the OC–CC torsion angle of the car-
bonyl group which is more conjugated in the LH2 complex.

some species the isolation of LH1 cannot be performed
without the RC. The energetic cascade is realized by initial
light harvesting of the B800 ring of the LH2, transfer to the
neighboring B850 ring then to the LH1, and from there to
the reaction center. Here the special pair is photoexcited.
Hu and Schulten have argued that the long debated role
of the accessory BChls could actually be that they trap the
energy from LH1 and transfer it then efficiently to the spe-
cial pair [98]. Thus they appear to be involved in an initial
energy transfer while their role in electron transfer, once
the special pair has been excited and the electron is ejected,
has been the subject of debate. Whether this electron actu-
ally resides on one of these accessory BChls or whether
the latter has just a spectator role as the electron is passed
directly onto the magnesium-free pheophytin has different
mechanistic implications. For an excellent discussion with
stimulatinng concepts and synthetic models for studying the
superexchange mechanism see the book chapters by Paddon-
Row (Chapter 1, Vol. 3 in [19] and/or [111]).

The Peridinin Complex The high resolution structure of
this light-harvesting complex from amphidinium carterae has
shown that the carotenoid peridinin is the main pigment
and eight carotenoids are being associated closely with two
Chl a molecules [112]. The complex is a trimer and having
reversed the usual stoichiometry between pigments absorbs
light predominantly at shorter wavelengths. Figure 17 shows
a monomeric unit highlighting the close contacts between
the carotenoid and Chls.

Figure 17. Stereoview of the monomeric unit in the peridinin light-
harvesting complex. Carotenoids are light (yellow) and the Chls are
dark (green).
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The LHCII of Plants This light-harvesting complex of
photosystem II of plants is the largest and outermost
antenna complex which due to its abundance accounts for
about half of the pigments in plant photosynthesis. Its struc-
ture has been determined by Kühlbrandt et al. using elec-
tron diffraction of two-dimensional crystals to a resolution
of 3.4 Å [113]. Three membrane-spanning �-helices bind
12 Chl a and Chl b molecules together with 3 carotenoids. In
the initial structure the assignment of the Chl a or Chl b as
well as their orientations was uncertain due to the low res-
olution. Furthermore, only two of the carotenoids, namely
two central lutein molecules, were visible. A lot of effort
has been invested into assigning the Chl a and b binding
sites as well as the position of the third carotenoid molecule,
neoxanthin. These have included mutagenesis studies where
mutant apoproteins were expressed in Escherichia coli and
after isolation were reconstituted in the presence of chloro-
phyll and carotenoid cofactors. By replacing the Mg binding
residues with noncoordinating amino acids the spectral char-
acteristics of each chlorophyll molecule could be assessed
[114]. A similar procedure was used for determining the
binding site and orientation of the elusive neoxanthin
molecule [115, 116]. Interestingly, while occupation of the
binding sites with at least one lutein is essential for correct
protein folding, the neoxanthine occupancy does not influ-
ence the folding process.
A recent detailed femtosecond transient absorption study

has unravelled the carotenoid to chlorophyll energy transfer
processes by using recombinant LHCII reconstituted with
different carotenoid contents [117]. The data analysis has
shown that most of the energy transfer occurs directly from
the initially excited state S2 of the carotenoids to Chls with
time constants under 100 fs. Only a relatively small part of
the energy transfer (under 20%) occurs after relaxation from
S2 to the S1 carotenoid state. The two luteins have transfer
times of about 50 and 75 fs while the neoxanthine has about
90 fs and it transfers its energy almost exclusively to Chl
b. Three different Chl b molecules could be distinguished
which receive energy directly from the carotenoids. As there
are five Chl b and seven Chl a there is less energy trans-
ferred directly to Chl b as estimated in a previous study in
the LHCII of Arabidopsis thaliana [118]. Figure 18 shows
the energy levels and the proposed energy transfer pathways.

S0

S1
Qy Qy

Qx

Qx

Bx
BxS2

Car Chl b Chl a

200-250 fs

50-100 fs

300-500 fs

Figure 18. Qualitative kinetic scheme for the energy transfer from
carotenoids to chlorophylls in LHCII. Adapted with permission from
[118], J. P. Connelly et al., Biochemistry 36, 281 (1997). © 1997,

While the energy transfer from carotenoids to Chl b involves
both the Bx and Qx state, the transfer to Chl a occurs only
via the Qx Chl state.
Investigations on the smaller chlorophyll–protein (CP)

complexes from plants which have a high degree of homol-
ogy to LHCII such as CP29 have also been performed
[119]. The inner-antenna subunits CP43 and CP47 flank the
PSII reaction center and contain 12 and respectively 14 Chl
molecules and their role is to transfer the excitation energy
from the outer LHCII antenna to the reaction center, in an
energetic cascade similar to that encountered in bacterial
photosynthesis.
Worth mentioning here are also Paulsen’s reconstitu-

tion studies of LHCII with artificial dyes such as terrylene
which acts as an energy trap [120]. A single cysteine
residue has been inserted near the N -terminus and the dye
benzoylterrylene-3,4-dicarboximide (BTI) could be cova-
lently coupled via a maleimido linker. The site specificity
was verified by the fact that maleimido-BTI was not bound
by a mutant apoprotein containing no cysteine at all. Recon-
stitution of this apoprotein containing the artificial energy
trap was effected with the natural pigments in the usual
way [121, 122]. Quenching of the donor (Chl a) fluores-
cence allowed an estimation of the energy transfer effi-
ciency to BTI to be 70% at 297 K and 85% at 77 K.
Elegant proof of this high efficiency was provided by diges-
tion with tripsin which cleaves only the N -terminal part leav-
ing intact the pigment binding domains. The fluorescence
in the tripsin digested LHCII labeled with BTI rose to the
level of the nonlabeled complex. Thus in this biomimetic
study, for the first time a self-assembled recombinant light-
harvesting complex from higher plants has been shown to
mimic perfectly the efficient light harvesting and subsequent
energy transfer to an artificial trap. However, in this case no
charge separation occurs, as in the fully functional natural
system.

N OO

RR

O

NH

O

NO O

S-Cys-Lhcb1

Shown is maleimido-BTI attached to the Lhcb1 recombi-
nant apoprotein via a cystein residue near the N -terminus
(R is a tert-butylphenol group).
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Very recently, single molecule spectroscopy of oriented
LHCIIb as trimers has been performed in collaboration
between the groups of Paulsen and Wrachtrup [123]. Pho-
tobleaching in one step was observed for most complexes a
fact which indicates energy transfer between the subunits.
An excellent feature article on the energy transfer in LHCII
was published recently by van Amerongen and van Gron-
delle [23].

4. ARTIFICIAL LIGHT-HARVESTING
NANOSTRUCTURES

In this section we review recent synthetic efforts to con-
struct artificial nanostructures mimicking the natural light-
harvesting apparata described. Two different approaches
have been followed: (i) covalent assembly of large molec-
ular structures having nanometer dimensions and (ii) a
supramolecular approach where noncovalent interactions
are engineered between chromophoric molecules.

4.1. Covalent Arrays

The evolution of synthetic chemistry has allowed the con-
struction of impressive architectures which are covalently
linked. This tedious bond-by-bond construction mode makes
use of well optimized synthetic procedures, such as palla-
dium catalyzed cross-coupling reactions, acetylene scaffold-
ing, esterifications, or amide bond linkages where from small
molecular building blocks nanostructures can be accessed.
A precise control of the architecture is possible so that
geometry and device performance can be finely tuned. The
major disadvantage of this procedure resides in the limited
amount of material which one obtains in the end of such
a multistep synthetic sequence which then is available for
photophysical studies.
An early investigation of a rigid rodlike nanostructure

encompassing ruthenium and/or osmium trisbipyridyl com-
plexes was a collaborative effort between German and Swiss
synthetic chemists and Italian phtotophysicists in Bologna
[124]. This was the first example where two metal chelat-
ing units were separated by a rigid bridging ligand with lin-
ear geometry which restricted the electronic communication
between the metal centers due to a [2,2,2]-bicyclooctane
insulating spacer. Model compounds served the monometal-
lic complexes of the same ligand as well as ruthenium and
osmium trisbipyridine complexes.

N N N N

M = Ru and/or Os

N N

M(bpy)2
2+

M(bpy)2
2+ M(bpy)2

2+

N N

M = Ru or Os

The bisacetylenic-[2,2,2]-bicyclooctane spacer, as could be
inferred from its X-ray structure, is 1 nm long and assures
a separation of 1.7 nm between two metal centers chelated
by the bispyridine (bpy) ligands. The absorption and lumi-
nescence spectra of the mixed [Ru–Os]4+ complex is exactly
the sum of the mononuclear complexes showing that there
is no electronic communication between the metal centers.
Eloquently, the absorption spectra of the three complexes
[Ru–Ru]4+, [Ru–Os]4+, and [Os–Os]4+ show two isosbestic
points (at 416 and 466 nm) where each metal complex unit
absorbs 50% of the incident light. Also the electrochemical
measurements show constant values for the halfwave poten-
tials versus the standard calomel electrode (E1/2 vs SCE) of
ca. 1.26 V for a [Ru]2+complex and 0.84 V for a [Os]2+ com-
plex having the same coordinating ligands. As the [Os]2+

unit has a more bathochromically shifted absorption and
the lower E1/2 value than the [Ru]2+ unit, a unidirectional
energy transfer can occur from the donor [Ru]2+ metal cen-
ter to the [Os]2+ metal center which acts as acceptor.
Upon irradiation at the isosbestic points, the fluorescence

of the Ru-based luminescence in the [Ru–Os]4+ complex,
after correction for 50% absorption of the Os-based unit,
shows a pronounced quenching (about 10 times smaller
quantum yield) than the model compounds [Ru–Ru]4+ or
the monometalic complex [Ru]2+. At the same time there is
no quenching of the Os-based luminescence, the quantum
yield being about the same as in the [Os–Os]4+ or [Os]2+

model complexes. Furthermore, the excited state lifetime of
the Ru-based unit is drastically decreased from 231 ns in
the [Ru–Ru]4+ complex to 22 ns in the mixed [Ru–Os]4+

complex and concomitantly, with practically the same life-
time (21 ns) there is a rise in the luminescence of the Os-
based unit. This is direct evidence that energy is transferred
intramolecularly from the Ru-based center to the Os-based
center. The rate for this energy transfer can be calculated
from the experimentally determined lifetimes 	 of the [Ru–
Os]4+ complex and 	0 of the [Ru–Ru]4+ complex, that is, in
the presence and respectively absence of the energy transfer
with the equation.

kEET = 1
	
− 1

	0
= 4�1× 107 s−1

The theoretical rate calculated by a Förster dipole–dipole
mechanism gives a value for kEET of the same order of
magnitude, albeit a little smaller, namely 2�4 × 107 s−1.
For this calculation, in the Förster formula (see Section 2)
the value of the overlap integral was calculated as 4�7 ×
10−14 M−1 cm−3, RDA was taken as 1.7 nm, 	D

R = 	D/�D,
where 	D, the radiative lifetime of the Ru-based donor in
the absence of energy transfer, was 231 ns and the fluores-
cence quantum yield of the Ru-based donor �D was 0.015.
If exclusively a Dexter exchange mechanism is consid-

ered, in order to explain the observed energy transfer rate,
a value of 0.4 cm−1 is obtained for the through-bond elec-
tronic interaction energy H between the two metal cen-
ters. The reorganization energy � could be estimated as ca.
0.2 eV from the Stokes shift, while the free energy �G0

could be calculated to be −0.33 eV from the difference
between the spectroscopic energies of the Ru-based donor
and the Os-based acceptor measured from their lumines-
cence maxima at 77 K. If the Dexter mechanism would



Light-Harvesting Nanostructures 519

operate only 50% to the observed energy transfer, then
the corresponding value for H would have been 0.3 cm−1.
Clearly in this case there is a contribution from both mech-
anisms to the energy transfer process as the Förster mecha-
nism alone cannot explain the observed energy transfer rate
unless the real orientation factor � is different than the one
assumed.

4.1.1. Multiporphyrinic Nanostructures
Porphyrins have been the most used pigments in artificial
light-harvesting nanostructures as they are available syn-
thetically by various procedures, are thermally quite robust,
and show interesting photophysics. Several excellent reviews
have appeared describing mainly covalent assemblies of por-
phyrins [125, 126]. While the former review focuses on the
structure, several examples of crystal structures obtained by
the group of K. M. Smith being described, the second review
describes synthetic routes to such multiporphyrin arrays.
Neither theme will be treated here and the interested reader
is referred to these fairly recent sources.
Among the first series of molecules to be constructed

with the aim of studying the energy transfer among different
chromophores was the following series with n = 3, 4, and 6
[127]:

.Zn
... H

H
N N

NN

N N

N. O(CH2)nON

Harriman and co-workers together with the late Lord
Porter have studied both by stationary and time-resolved
fluorescence the zinc metallated tetraphenylporphyrin cova-
lently linked via different dialkoxy chains to a tetratolyl free
base porphyrin. In the case for n = 2 and the ethyleneglycol
unit links both ortho positions of the phenyl rings, a strong
ground state interaction by exciton coupling was encoun-
tered between the porphyrin rings. In all cases, upon excita-
tion of the zinc porphyrin energy is transferred to the free
base acceptor porphyrin. The efficiency of the energy trans-
fer (�EET) could be estimated from the fluorescence quench-
ing at 605 nm, where only the zinc donor emits. For the
n = 2 case, with ortho-linkage the �EET was almost quanti-
tative (94%) and occurred with a rate constant of 8 to 9 ×
109 s−1 depending whether measured in benzene or the more
polar dimethylformamide as solvent. As the linker length is
increased, �EET drops to 75% for n = 3, and only 35% for
n = 4, while the rates decrease to 5 and 4× 109 s−1 respec-
tively. Interestingly as the chain length is further increased
to n = 6, �EET becomes 48% indicating that a flexible con-
formation with more closely spaced donor and acceptor
can now be populated. If Förster-type calculations are per-
formed, the measured rates indicate separations between the
donor and acceptor smaller than estimated from molecular
models in a fully extended conformation. Furthermore, a
random orientation of the transition dipole moments has to
be considered in this case which leads to an averaging of the

factor �2. From the time-resolved measurements it was con-
cluded that a slow equilibration exists between an open con-
formation with increased separation between the Zn donor
and the free base porphyrin and a more closed conforma-
tion. Triplet–triplet energy transfer processes, which in prin-
ciple can occur only via a Dexter mechanism, were found to
be negligible.
Also an early and very thorough study of energy trans-

fer coupled with electron transfer which deserves mention
is due to Gust and co-workers at the Center for the Study
of Early Events in Photosynthesis, Arizona State University,
in collaboration with De Schryver in Leuven, Belgium and
Bensasson and Rougée in Paris [128]. This work was based
on previous studies of various dyad, triad, tetrad, and pen-
tad molecules which were specially constructed to generate
long-lived charge-separated states upon photoexcitation and
multistep electron transfer reactions mimicking thus natural
reaction centers (for earlier reviews see [6, 7, 129]). Vari-
ous porphyrinic dyads of type PZn–P and triads of type C–
PZn–P (where C is a carotenoid moiety) were synthesized
and their photophysics was investigated. The novelty con-
sisted of a fine tuning of the redox properties and thus of the
excited state energies by introducing electron withdrawing
groups, such as pentafluorophenyl, for stabilizing the radical
anions formed upon electron transfer.
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The absorption spectra of dyads A and B are essentially a
superposition of the spectra corresponding to the monocon-
stituted porphyrins (denoted as PZn and P) which thus act
as independent chromophores. Due to the amide linkage,
which has partial double bond character, a folded confor-
mation where the porphyrin rings could �-stack is excluded
and this was supported by the solution NMR studies where
no aberrant shielding effects were seen for the protons and
no close interporphyrin contacts could be put into evidence
by nOe studies. Time resolved studies by single photon tim-
ing showed that in a dyad of type A where both porphyrins
are free bases, there is no quenching of the porphyrin sin-
glet excited states by any electron or energy transfer process.
Thus upon excitation at 590 nm a decay of the fluorescence
was observed which could be fitted by a single exponen-
tial with a lifetime of 7.8 ns which is comparable to that
of the separated free base porphyrins with the same sub-
stituents (7.9 and 8.3 ns). The energetic diagram shown in
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Figure 19 could be inferred by estimating the energies of
the first excited singlet states of the porphyrins from the
difference in energies (or frequencies) between the longest
wavelength absorption maxima and the shortest wavelength
emission maxima. Furthermore, the energy of the state after
electron transfer, P•+

A –P•−
B , could be estimated from the first

oxidation potentials of the isolated donor porphyrin PA and
the first reduction potential of the acceptor porphyrin PB
measured by cyclic voltammetry in the model compounds
having the same substitution patterns.
As the state P•+

A –P•−
B lies about 0.2 eV above the first

excited singlet states of the two electronically similar por-
phyrins, it is expected that it would be populated only very
slowly. Accordingly the 1P states can relax only by intersys-
tem crossing to the triplet state, by internal conversion, or
by fluorescence with a normal lifetime.
The situation is different for dyad A when the left

porphyrin is metalated with zinc (PZn–P). Although again
the absorption spectrum is a linear combination of the
constitutent chromophores, in emission the fluorescence of
the zinc porphyrin is almost entirely quenched so that only
fluorescence from the free base can be detected by sta-
tionary methods. This could be due to either an energy
or an electron transfer process. A nice confirmation that
only an energy transfer process occurs could be obtained
by time-resolved fluorescence measurements by exciting at
590 nm and recording at different wavelengths the decays
which were then analyzed by the global technique method
developed by Wendler and Holzwarth [130]. Good fits were
obtained for three components with lifetimes of 42 ps, 1.5 ns,
and 7.9 ns over the whole spectral range between 630 and
730 nm of the Q bands. By scaling the relative amplitudes
of the three components, at each wavelength where the
decays were measured, to the corrected steady-state fluo-
rescence spectrum, the so-called decay associated spectrum
was obtained. While the 1.5 ns component had a negligible
amplitude at all wavelengths and could be ignored, the slow
7.9 ns component reflected the emission spectrum of the
free base porphyrin having a meso-methylbenzoate group.
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Figure 19. Energy diagram for the model dyad P–P. Adapted with per-
mission from [128], D. Gust et al., J. Am. Chem. Soc 113, 3638 (1991).
© 1991, American Chemical Society.

This value is also comparable to the lifetime which was
measured in the model monoporphyrinic compounds. The
fast component is typical for an energy transfer process as
it shows a positive ampitude at ca. 635 nm [i.e., only where
the decay of the zinc-metallated porphyrin occurs and a neg-
ative amplitude, i.e., a rise (or growth in fluorescence) at
710 nm where only the free base porphyrin can fluoresce].
This proves unambiguously that energy is being transferred
from PZn to P. The energy diagram is presented in Figure 20.
In this case due to the higher energy of the first excited

singlet state of the 1PZn–P (estimated at 2.08 eV) than
that of the corresponding free base (PZn–P1 estimated at
1.90 eV), energy transfer from the zinc donor to the free
base can occur while the reverse case must be very slow.
Again the rate of the excitation energy transfer can be
calculated from the measured lifetimes with the formula

kEET = 1
	
− 1

	0
= 2�3× 1010 s−1

where 	 is the measured lifetime of the zinc porphyrin first
excited singlet state in the dyad (42 ps) and 	0 is the lifetime
in the absence of energy transfer, taken as 1.6 ns in a model
zinc porphyrin substituted with a meso-acetamidobenzoate
group. The efficiency of the energy transfer �EET can be cal-
culated as a quantum yield from the product of the lifetime
and rate constant (�EET = 	 × kEET = 0�97) which means
that the energy transfer is not only very fast but also almost
quantitative. The much slower rate constant of the reverse
process (k−1) can be estimated from the free energy dif-
ference �G0 which in this case measures −0�18 eV assum-
ing an equillibrium constant K = kEET/k−1 and that �G0 =
−RT lnK. At 298 K, k−1 equals 2�1 × 107 s−1 and is thus
three orders of magnitude slower. Also negligible is the for-
mation of the P•+

Zn–P
•− state as the rate of the singlet–singlet

excitation energy transfer process is much faster than that
of an electron transfer process with a driving force �G0 =
−0�19 eV.
The situation changes in case of dyad B which consists

of a meso tris-p-tolyl-zinc porphyrin linked to a meso tris-
pentafluorophenyl free base porphyrin (PZn–PF). Due to the
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Figure 20. Energy diagram for the model dyad PZn–P. Adapted with
permission from [128], D. Gust et al., J. Am. Chem. Soc 113, 3638
(1991). © 1991, American Chemical Society.
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electron-withdrawing pentafluorophenyl groups an anionic
charge on the free base is in this case stabilized increasing
the driving force so there is a competing electron trans-
fer pathway to the P•+

Zn–P
•−
F state. Figure 21 presents the

energetics and interconversion pathways between the vari-
ous states.
Similarly to the dyad discussed before, upon excitation

at 550 nm, almost the entire fluorescence of the zinc por-
phyrin at 600 nm is being quenched. By time-resolved stud-
ies and global analysis of the decays at several wavelengths
in the 640–725 nm region, two components were found with
lifetimes of 82 ps and 2.7 ns. Again the faster component
showed a decay at 650 nm, where the zinc porphyrin emits
and a rise at 710 nm where only the free base is emit-
ting. Accordingly, the fast component is due to the singlet–
singlet energy transfer and the lifetime of the 1PZn–P state
is 82 ps. In this case, however, a second quenching process
may occur, as indicated in Figure 21 by an electron trans-
fer process to the P•+

Zn–P
•−
F state in an enxergonic process

process by nearly 0.5 eV. This process could be put into evi-
dence by recording the steady state fluorescence excitation
spectra at the free base emission at 720 nm. The corrected
excitation spectrum is significantly lower than the absorp-
tion spectrum of the dyad, especially for the bands due to
the zinc moiety at 550 and 590 nm. Thus the energy trans-
fer is incomplete and its quantum yield could be estimated
from these spectra at about 0.77. The rate of the energy
transfer process kEET could be calculated from the equation
�EET = 	kEET where 	 is the measured 82 ps lifetime. Thus
kEET is 9�4×109 s−1. From the energy difference between the
1PZn–P and PZn–1P states of 0.16 eV, the equilibrium con-
stant at 298 K is calculated to be 510 which makes the rate
for the reverse process to the energy transfer 1�8× 107 s−1.
As this much slower rate can be neglected, only the three
rate constants contribute to the observed lifetime of the
1PZn–P state,

1
	
= kEET + k0 + keT

where k0 is the rate in the absence of any energy and elec-
tron transfer process and can be estimated as 6�3 × 108 s−1
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Figure 21. Energy diagram for the model dyad PZn–PF. Adapted with
permission from [128], D. Gust et al., J. Am. Chem. Soc 113, 3638
(1991). © 1991, American Chemical Society.

from the fluorescence lifetime of 1.6 ns encountered in a
similarly substituted zinc porphyrin without the free base
acceptor. From this equation, the electron transfer rate keT

can now be calculated as 2�2 × 109 s−1 and the quantum
yield �eT for the direct transformation of 1PZn–P into the
P•+
Zn–P

•−
F state is �eT = 82 × 10−12 × 2�2 × 109 = 0�18.

The longer lived component of 2.7 ns which can be
attributed to the decay of the free base of the PZn–1P state
has an appreciably shorter lifetime than the one encoun-
tered a model free base porphyrin substituted with three
meso-pentafluorophenyl groups (8.5 ns). This lifetime short-
ening must be due to another quenching process, namely the
electron transfer process from the PZn–1P into the P•+

Zn–P
•−
F

state which according to the Figure 21 is exergonic by ca.
0.32 eV. The rate of this process, k′

eT , can be evaluated from
the two lifetimes 	 and 	0,

k′
eT = 1

	
− 1

	0
= 2�5× 108 s−1

where 	 is the 2.7 ns lifetime and 	0 is the fluorescence
lifetime in the absence of electron transfer (i.e., the 8.5 ns
obtained for the same model free base porphyrin). The
quantum yield for this electron transfer process is �′

eT =
	k′

eT = 0�68. This example has shown how the two very
related process, namely energy and electron transfer, can
be distinguished by a combination of stationary and time-
resolved fluorescence techniques.
Finally we turn to the analysis for the carotenodipor-

phyrin triad C–PZn–PF. Also in this case the absorption spec-
tra are a linear combination of the separate chromophoric
systems indicating no electronic interactions among the
different parts of the triad. The fluorescence spectra upon
excitation of the Soret band at 425 nm show almost com-
plete quenching of the zinc prophyrin fluorescence and only
bands from the free base porphyrin at ca. 640 and 710 nm.
Again a combination of energy and electron transfer pro-
cesses could be the cause of this quenching effect. The
energetic diagram and the states involved are summarized
Figure 22.
From time-resolved single fluorescence by single photon

timing again after global analysis of the decays, two expo-
nential components were found having lifetimes of 62 ps and
2.9 ns. The fast component showing a decay at 650 nm and a
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Figure 22. Energy diagram for the triad C–PZn–P. Adapted with per-
mission from [128], D. Gust et al., J. Am. Chem. Soc 113, 3638 (1991).
© 1991, American Chemical Society.
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rise where only the free base fluoresces (at ca. 710 nm) can
be ascribed to the singlet–singlet energy transfer from the
C–1PZn–PF state to the C–PZn–1PF state. The fluorescence
decay of a model compound consisting of a carotenoid-zinc-
porphyrin dyad, where no energy transfer can occur, showed
a lifetime of 0.31 ns which is much shorter than the lifetime
of a zinc porphyrin lacking the carotenoid. This shorten-
ing is indicative of a quenching process probably due to the
formation by photoinduced electron transfer of the species
C–P•+

Zn–P
•−
F . Following a similar reasoning as in the case of

dyad B, the rate for the energy transfer process kEET could
be estimated as 9�4× 109 s−1 and the �EET = 	kEET = 0�58
while the rate for the competing electron transfer process
keT was found to be 2�3 × 108 s−1 and the corresponding
quantum yield for formation of the C–P•+

ZnP
•−
F state by way

of C–PZn–1PF was calculated to be 0.67. The same state can,
however, also be accessed directly from the C–1PZn–PF and
the overall quantum yield may vary with the excitation wave-
length. Based on the total light absorbed at 590 nm, the
quantum yield of the C–P•+

Zn–P
•−
F state by all paths was deter-

mined to be 0.64. From this species, by a secondary elec-
tron transfer step the long-lived charge separated state C•+–
PZn–P•−

F is formed as put into evidence by transient absorp-
tion spectroscopy where the radical cation of the carotenoid
absorption could be measured at about 960 nm and having a
monoexponential decay of 240 ns. The quantum yield based
upon the total light absorbed at the excitation wavelength of
590 nm for this state was calculated to be 0.32. This means
that 50% of the C–P•+

Zn–P
•−
F state indeed undergoes the sec-

ondary electron transfer to the desired long-lived charge
separated state.
Calculation of the energy transfer rates by means of the

Förster formula taking into account the orientation factor
�2, which due to the amide linkage with variable orienta-
tions can have limiting values between 0.25 and 2.25, shows
a large discrepancy to the experimentally measured rates in
both dyads A and B. The measured rates are a factor of 14
faster for dyad A and a factor of 80 faster for dyad B than
those predicted by the Förster mechanism for an orienta-
tion factor with random conformation. This discrepancy was
attributed to the existence of another mechanism involving
stronger electronic coupling, of Dexter type. That this was
indeed the case could be proved by the simultaneous occur-
rence of photoinduced electron transfer which must proceed
via electron exchange interactions. All the measured rates
for the zinc porphyrin-free base systems are in the “normal”
and not in the “inverted” Marcus region [16, 131]. Charge
recombination occurs probably by direct electron transfer
from the fluorinated porphyrin to the carotenoid and due to
the large spatial separation bewteen the charges this explains
why the charge-separated state is long-lived. For applications
in photovoltaic devices it is a stringent requirement that the
energy rich charge-separated state produced upon photoex-
citation has a long lifetime and that the unproductive charge
recombination is inhibited allowing the energy to be used in
further steps.
More recent work has involved elegant synthesis of cova-

lently assembled multichromophoric arrays in the group of

Lindsey [132–137] which has also been recently reviewed
[138]. Much of the synthetic effort has been possible only
after extensive optimization of reaction conditions involving
porphyrin syntheses [139–144], functional group manipula-
tions, and devising of special protective groups adapted for
porphyrin chemistry [145]. The photophysical studies and
nanostructure design and synthesis have run in parallel to
optimize light-harvesting or optoelectronic properties. Com-
plex architectures have been rationally designed compris-
ing Zn (or Mg) metalated prophyrins as energy donors and
free base porphyrins (Fb) as energy acceptors. The pre-
ferred linkage between the porphyrin macrocycles was a
diarylethyne group which, besides the advantage of being
readily assembled, induces only a weak electronic coupling
between the units. The thus assembled nanostructures have
absorption and redox properties which are essentially the
sum of the corresponding units, allowing a modular, bottom-
up approach to the construction of complicated architec-
tures with desired functions. The weak electronic coupling is
due to the limited orbital overlap between the diarylethyne
bridge with the extended porphyrin orbitals which are thus
almost orthogonal. A further advantage of this linker group
is its rigidity which leads to architectures with well defined
geometries. Apart from slight rotation, the overall geome-
try remains constant allowing Förster-type calculations to be
performed.
A further increase of the steric hindrance of the linker by

adding ortho-methyl groups restricts the torsional mobility
leading to slower energy transfer rates from the Zn to the
FB moieties. Thus while in the unhindered dimer (ZnFbU)
kZn→Fb = 24 ps−1, introduction of the xylyl group either in
distal position to the Zn porphyrin (ZnFbD) or in proxi-
mal position (ZnFbP) leads to a slowing down by a factor
of two of the kEET to 45 and 48 ps−1, respectively. A bis-
hindered linker (as in ZnFbB) leads to further slowing down
to 88 ps−1. These structures are shown in Figure 23.
In the tetrameric array depicted in Figure 24, the mea-

sured energy transfer rate (26 ps−1) is essentially the same as
in the unhindered dimer ZnFbU, a fact which indicates that
the same electronic communication among the porphyrin
units exists. The observed rates are by a factor of up 25 times
more rapid than those predicted by the Förster equation
for a pure through-space energy-transfer process. Accord-
ingly an important through-bond contribution of electron
exchange must operate in these systems. Understanding the
factors controlling these rates have allowed the design of
very efficient artificial light-harvesting units.
Strong influence on the frontier orbitals and thus upon

kEET can be achieved by either modifying the position of
the linker from the meso- to a �-pyrrolic position on the
porphyrin macrocycle, or by replacing the mesityl group by
the electron-withdrawing group pentafluorophenyl (Fig. 25).
The pentafluorophenyl enhances the electronic commu-

nication in the �-position by a factor of more than 2
and at the same time causes a 10-fold attenuation in
the meso-position. This fact was nicely explained by the
switching of ordering of the a1u/a2u frontier orbitals and
electron density distribution which changes with the posi-
tion of linker attachment. Also important are whether the
meso- or �-pyrrolic positions are unsubstituted. Thus, if one
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Figure 23. Dimeric structures for studying the effects of the torsional
mobility of the diarylethyne linker on the kEET rates.

compares the rate kZn→Fb of 24 ps−1 in ZnFbU with the
much slower rate encountered in a similarly linked dimer
but with another substitution pattern of the porphyrin, which
was prepared earlier by Osuka and co-workers [146], one
can see how subtle substitution differences in these com-
pounds drastically alter their behavior.
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This compound has shown a rate kZn→Fb of 417 ps−1 and
an lower energy transfer efficiency �EET of 78% although
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Figure 24. Tetrameric array with kZn→Fb = 26 ps−1.
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Figure 25. Influence of the free base (Fb) linkage in the meso or �-
pyrrolic positions on the energy transfer rate constants.

the same diphenylethyne linker is present. Due to the
four flanking methyl groups in the �-pyrrolic positions in
this case electronic communication is almost completely
hindered.
The following light-harvesting array has four antenna Zn

porphyrins linked to a central free base energy acceptor
(Ar = 2,6-dimethoxyphenyl group). Architecturally similar
to the earlier Harriman system, this second generation
antenna is more efficient due to the rigidity of the linkers
and of the through-bond operating Dexter mechanism.
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A hexameric wheel of porphyrins consisting of alternat-
ing zinc metalated and free base porphyrins has also been
prepared [136]. Due to the meta-phenylene linkages a some-
what slower energy transfer process is observed, kZn→Fb of
34 ps−1, than in the case of the dimeric assembly ZnFbU
(kZn→Fb of 24 ps−1) although the center-to-center distance is
smaller. Within the completely Zn-metalated hexameric cav-
ity, a spindle consisting of a dypiridil-substituted free base
porphyrin could be complexed [147]. This host–guest com-
plex combines the covalent approach for construction of the
preorganized wheel-like guest cavity and of the spoke with
a supramolecular approach using self-assembly for forming
the complex.
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In the case of p-phenylene linkers, due to the shorter
distance, larger electronic couplings are encountered which
lead to increased rates. Only 3.5 ps−1 are needed for
the transfer rate from a trimesityl substituted zinc porphyrin
to the free base linked by a p-phenylene bridge. If instead
of the mesityl group a pentafluorophenyl group is inserted,
again a slowing down to 10 ps−1 was encountered.
The central metal atom also affects the energy transfer

rates. Within a series of diphenylethyne linked dimers the
energy transfer rates decrease from CdFbU (15 ps−1), to
ZnFbU (24 ps−1) to MgFbU (31 ps−1). For the Cd deriva-
tive, the energy transfer efficiency �EET also drops from
nearly quantitative (>99%) to 87% mainly due to the very
short inherent lifetime (∼100 ps) of the photoexcited Cd
porphyrin. Energy transfer may be effected also bewteen a
Zn porphyrin as donor and a Mg porphyrin as acceptor; in
this case a kZn→Mg of only 9 ps−1 was measured.
In trimeric assemblies a branching energy transfer can

occur as the energy of the lowest excited singlet state of
porphyrins decreases in the order Zn > Mg � Fb. Thus
excitation of the zinc porphyrin, if it is in a central posi-
tion, can lead to branched transfer both to the Mg∗ or
Fb∗. A second transfer step may then occur directly from
Mg∗ to Fb:

.... . .. H HMg. .Zn.

MgZnFb

N N
NN

N N
NN

N N
NN

9 ps–1

150 ps–1

24 ps–1

This modulation of the transfer rates closely mimics the
one encountered in natural systems where stepwise trans-
fers occur between different pigment pools. This versatile
covalent building block bottom-up construction principle
has also been used by Lindsey and co-workers to construct
mixed arrays incorporating accessory pigments besides por-
phyrins such as boron–dipyrrin [135, 148], perylene [149],
and/or phthalocyanines [150]. The latter will be presented in
Section 4.1.2.
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In this molecule eight highly fluorescent boron–dipyrrin
(BDPY) antenna molecules transfer their energy to the cen-
tral free base porphyrin. The blue–green BDPY absorption
cumulated over eight molecules is comparable in intensity
to the porphyrinic Soret band. Dual fluorescence with expo-
nential decays with time constants of ∼2 and ∼20 ps were
encountered and explained by the existence of two excited
state conformers, which differ in the orientation of the 5-
phenylethynyl ring of the BDPY units.
Gossauer and co-workers have elaborated aesthetically

very pleasing architectures, such as the niphaphyrins,
and have demonstrated fast and very efficient (>98%)
intramolecular energy transfer [151–153] in the niphaphyrin
b depicted from the Zn porphyrins to the free bases. Here
again the Dexter mechanism was invoked to explain the
encountered fast rates for energy transfer:

Por 2

Por 1 Por 1

Por 1

Por 2Por 2

.Zn ... H
H.

Where :

A B
a: Por 1 = Por 2 = A

b: Por 1 = A ; Por 2 = B

c: Por 1 = Por 2 = B
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Among the covalent architectures investigated are also
ones having threefold symmetry due to a 1,3,5-triethy-
nylbenzene as the central radialene unit or even tetraedric
symmetry imposed by a central tetraphenylmethane unit.
By varying the number of rigid phenylethynl units, the por-
phyrin units become increasingly separated. In the smaller
arrays with center-to-center distances of 2.3 nm, through a
careful analysis which included time resolved fluorescenece
studies and the anisotropy decay, it could be established that
the energy transfer occurs through both Förster and Dex-
ter mechanisms at a ratio of about 1:3 respectively. At a
larger distance of ca. 3.5 nm, the Förster mechanism is less
present, the ratio being 1:10. This is because of the very
good through-bond communication enabled by the spacers.
At still larger distances 4.7 nm as in the array to be shown,
there is a drop in the Dexter mechanism and the Förster
mechanism dominates, their ratio being in this case ca. 2.1:1.
Two such nanometric covalent arrays having threefold

symmetry due to Gossauer are shown:

N N

N N

X

N

N

N

N

X

N

NN

N

X

H
H

H
H

H

H

RR

R

R

R

R

R = n - pentyl or phenyl

X = N or CH, respectively

Note that introduction of the pyridine rings allows further
elaboration by supramolecular interactions, as will be shown
in Section 4.2.
A �EET value of 0.15 Å−1 for the attenuation factor was

found by a linear regression of the logarithmic rate con-
stants for EET versus the distance RDA in several such arrays
where the Dexter mechanism prevails and which shows
an exponential distance dependence. As mentioned before
a power −6 distance dependence is encountered for the
Förster mechanism. This small attenuation constant again
indicates that the phenyethynl spacers induce good through-
bond communication. A much higher value for �EET of
1.7 Å−1 was reported earlier for triplet–triplet energy trans-
fer between a donor and an acceptor separated by saturated
cyclohexanediyl spacers [154]. According to Marcus and
Sutin [16] the attenuation factor in the distance dependence

of electron transfer is �eT and because actually the Dexter
energy transfer process is a double electron transfer, the fol-
lowing relationship holds: �EET ≈ 2�eT .
As electron transfer mediated by a variety of covalent

linkers has been much more extensively studied than the
energy transfer, this represents a very useful approximation
to just double the �eT values known for certain linkers and
thus obtain the �EET values. For an excellent recent review
on the comparison between electron and energy transfer see
[111] by Paddon-Row.
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Important for the efficiency of the excitation energy trans-
fer is also the excited state lifetime of the chromophores.
Transfer between two Zn-metalated porphyrins is faster by a
factor of 4 than between two free base tetraarylporphyrins.
However, the efficiency is higher in the latter case due to
the longer lifetime of the free base porphyrins. Ni-metalated
porphyrins are not to be used in efficient antennas due to
their short excited lifetime and the high energy of the sin-
glet state which makes energy transfer both to the free base
or Zn-metalated porphyrins an endergonic process by more
than 0.7 eV.
Notable in the previous nanostructure is the insertion of

a thiomethyl group which should allow selective attachment
to gold nanoelectrodes and direct measurements of current
versus voltage curves. Such studies have not been reported
yet on these superb molecules, although electron conduction
through thiol derivatized porphyrins synthesized by either
the Lindsey or Tour group has been amply reported by Reed
and co-workers [155, 156].
A very interesting orientation dependence of the energy

transfer efficiency from anthracene donors to a porphyrin
acceptor was recently reported by Indian chemists [157].
In the following tin-metalated porphyrin which accepts two
axial oxo ligands, either hydroxy groups or the depicted 9-
oxymethylene-anthracenes, energy transfer occurs only from
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the anthracene group in the meso-position:
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Thus, while the meso-tetratolyl-bis-anthryl compound on
the left shows very low energy transfer efficiencies (<10%),
due to an unfavorable Förster orientation factor �, the com-
pound on the right shows efficient fluorescence quenching of
the meso-situated anthracene group by the porphyrin moi-
ety. This was nicely demonstrated also by a model compound
where the same anthracene-substituted porphyrin has the
central tin atom ligated by only two hydroxy groups which
shows almost complete (>90%) fluorescence quenching of
the anthracene upon 250 nm irradiation. Further proof was
that the fluorescence excitation spectra, with emissions col-
lected at the porphyrin emission maxima, matched well the
absorption spectra of the model with axial dihydroxy ligands
and the compound on the right, but not the one on the left.
This represented a clear demonstration that the directional-
ity of energy transfer is critically dependent on the geometry
of the system.
Japanese chemists have designed the most extended

covalent porphyrinic architectures to date. Osuka and co-
workers, after developing an efficient synthetic method for
oxidative meso–meso coupling of porphyrins using AgI ions
[158], could prepare orthogonal windmill-like porphyrin
arrays. The metalated multiporphyrinic arms harvest energy
and transmit it to an energy sink represented by the central
meso-linked dimer which gives a characteristic split Soret
band [159]. In this formula R is a n-hexyl solubility inducing
group, n = 1, 2 or 3, and M = Ni or Zn:
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Similar reaction conditions were developed which allowed
oligomerization of prophyrins having two free meso posi-
tions [160]. Using this synthetic methodology in a controlled
and repetitive manner, the longest manmade nonpolymeric
molecule was constructed by Osuka et al. comprising 128
consecutive meso-linked porphyrin units [161]. Here the
nanostructures merge into the microstructure world having
dimensions of over 0.1 �m. The calculated length amounts
to 106 nm (for n = 62 in the formula below) if one estimates
that one porphyrin unit is 0.835 nm long.
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The photophysical properties of such rigid, extremely long
rodlike molecules are very interesting and have been studied
in detail [162, 163]. Additionally, resonance Raman stud-
ies have been undertaken when, by irradiating the sample
at certain wavelengths corresponding to electronic transi-
tions, the vibrational Raman spectrum is accumulated [164].
Rapid energy transfer due to the well defined geometry
and the lack of any energy sink which could disrupt the
energy flow along equivalent porphyrins make such light-
harvesting arrays ideal candidates for molecular photonic
wires. Due to the orthogonal orientation of the porphyrin
rings, the electronic communication is largely inhibited so
that each unit retains its individual character. However,
exciton coupling occurs which leads to splitting of the Soret
bands. The absorption spectra change systematically as the
number of porphyrins increases. While the high energy Soret
band remains constant (at ca. 413 nm), the low energy
band of this couplet shifts batho- and hyperchromically upon
increasing the number of porphyrin units indicating a pro-
gressive increase of the splitting energy. This is in agreement
with the simple point dipole approximation of the exci-
ton coupling theory developed by Kasha et al. [165, 166]
although multipole interactions might give a better descrip-
tion. For an excellent earlier review on chlorophyll singlet
excitons see [167].
In a monomeric porphyrin the two transitions Bx and By

are degenerate but even in the simplest case of a dimer Z2,
due to exciton coupling, the Bx transitions oriented along
the long molecular axis become split with the energy �E
(also known as Davydov splitting [168]), while the By and
the equivalent Bz transitions, being perpendicular, remain
unperturbed as shown in Figure 26. Accordingly the Soret
band becomes split having a redshifted Bx component while
the By and Bz remain as in the monomer. �E for a dimer
can be calculated with the formula

�E = �2

2� �0 R
3
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Figure 26. Transitions in a monomer and meso–meso coupled dimeric
porphyrin. Adapted with permission from [163], Y. H. Kim et al., J. Am.
Chem. Soc. 123, 76 (2001). © 2001, American Chemical Society.

where � represents the transition dipole moment and R is
the center-to-center distance between the chromophores.
For N interacting chromophores the following relation is

valid:

�E = E0 cos,�/�N + 1�-

�E is thus twice the energy difference between the red-
shifted Bx band and the unperturbed Byz peaks and can
be read directly from the absorption spectra. A linear rela-
tionship was obtained for �E with increasing number of
porphyrins N when plotted as a function of cos[�/(N + 1)]
having a slope E0 of 4250 cm−1. Importantly, as the length of
the array increases, the absorptivity is greatly enhanced and
for Z64 extinction coefficients as high as 106 M−1cm−1 were
measured. The Q bands are hardly affected as the length of
the array increases. As the whole visible region of the spec-
trum is covered these nanostructures are very efficient light
harvesters.
In the arrays longer than Z8, exciton–exciton anihilation

processes become operative as seen from the appearance of

fast decay components in time resolved fluorescence mea-
surements by single photon timing. From the cooperative
spontaneous emission, also termed as superradiance, the
coherence length could be estimated. The superradiance
coherent length is defined as the ratio of the radiative decay
rate of the porphyrin array to that of the monomeric por-
phyrin Z1 (which has a lifetime of 2.64 ns). This length
reflects the degree of excitonic intermolecular coherence
and for the B850 ring of LH2 (and LH1) it has been esti-
mated to be comprise about four BChl a units. In the previ-
ous porphyrin arrays, 6 to 8 units were estimated to be the
radiative coherence length. This increased length is probably
due to the direct covalent linkage of the porphyrins which
keeps a center-to-center distance of only 0.84 nm which is
somewhat shorter than the separation between the magne-
sium atoms of the BChl a ligated by the LH2 polypeptides.
In an extension of this work, Tsuda and Osuka, devising

a novel oxidative coupling using in conjunction scandium
trifluoromethanesulfonate and 2,3-dichloro-5,6-dicyano-1,4-
benzoquinone, have prepared from the above meso–meso-
linked porphyrin oligomers, fully conjugated porphyrin tapes
[169]. The dimer Z2 cyclized in 86% yield while the tetramer
below was obtained from the corresponding Z4 tetramer
in 78% yield. In contrast to the noninteracting meso–meso-
linked porphyrins the fused porphyrin rings are fully con-
jugated having one of the strongest electronic interactions
encountered so far which manifests itself by shifting the
visible absorption maxima into the infrared region of the
spectrum.
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These fully conjugated porphyrin oligomers may be of
use as molecular wires. Other linkages which have been
shown to facilitate electronic communication between por-
phyrin rings were simultaneously and independently pio-
neered by Therien et al. [170–173] and Anderson et al. [174–
179] and since then have been reviewed [180] and further
developed. These include the meso-butadiyne-bridged por-
phyrin arrays which besides showing molecular wire behav-
ior have extremely high second order polarizabilities being
of use in the fabrication of nonlinear optical materials.
A meta-phenylene linkage in a porphyrin dimer with a
butadiyne bridge is, however, fully insulating but can give
rise to cis-oid and trans-oid conformations which could be
imaged by Sanders and co-workers using scanning tunneling
microscopy (STM) [181].

.Zn
...N N

NN
.

.Zn
...N N

NN
.

SiMe3

SiMe3

R
R

R R

R R

R R

R = CH
2
CH

2
COOCH

3



528 Light-Harvesting Nanostructures

A very different behavior was encountered in porphyrin
oligomers with increasing lengths having 1,4-butadiynylene
and 1,4-phenylene bridges between the porphyrin rings
[178]. By flash-photolysis time-resolved microwave con-
ductivity measurements it could be shown that the 1,4-
phenylene type bridges lead to a singlet state S1 with a
very small excess polarizabilty (<20 Å3) which is character-
istic of a tightly bound Frenkel-type exciton. In contrast, the
butadiynylene linked oligomers have very large excess polar-
izabilities for their S1 states which increases up to 960 Å3,
with increasing oligomer length, a characteristic for loosley
bound, Wannier–Mott type excitons. The optical absorp-
tion and fluorescence spectra also indicate strong electronic
interactions in this case. However, the triplet excited state
of the latter oligomers is much more localized having an
excess polarizability of 50 Å3. In a preliminary previous study
it was shown that in a similar oligomeric butadiyne-linked
porphyrins with ca. 10 units, the photoinduced charge sepa-
ration is long-lived having a half life of ca. 100 ns [182].
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Because energy transfer and electron transfer are very
related phenomena, as can be seen from the two mecha-
nisms described earlier (see Section 2) which often oper-
ate in conjunction, and because conduction is a higher
form of electron transfer some explanatory remarks may
be in order here. It is interesting how mathematicians,
physicists, and chemists evolve for the same phenom-
ena completely different terminology which sometimes
also hampers interdisciplinary synergistic collaborations.
Chemists due to chemical formulae and systematic nomen-
clature have evolved a very precise archiving system of their
research and thanks to modern databases can retrieve within
seconds complete information on a certain molecule such as
if it has been prepared before or its properties such as toxic-
ity, melting point, color, odor, etc. Physicists, working on dif-
ferent problems, may come across the same phenomena and
as their literature searches are done primarily by keywords,
which are arbitrary, thus nonsystematic, and also nonexhaus-
tive. Systematization of information in mathematics is even
worse, and here often knowledge of related problems and
solutions can be retrieved only by consulting experts in the
field.2

2 Henry Poincaré was known as the last universal expert in mathemat-
ics. Currently “experts” exist only in limited branches of the field. An
anecdotal case of a researcher trying to solve analytically a very compli-
cated triple integral which he could not solve numerically or find either
tabulated or in the literature is by the method of Fock: He writes the
problem to be solved clearly on a piece of paper and knocks at the door
of Academician Fock. The next day he had the solution.

Solid-state physics has long ago elaborated the descrip-
tion of phenomena encountered upon photoexitation of
molecular crystals composed of chromophores. In such an
multichromophoric assembly, excitons are formed which are
neutral, electron–hole pairs. These may differ in proper-
ties, and by the way these are described (or derived), from
the excited state of an individual chromophore. This is also
the point where chemists and physicists sometimes start
diverging in terminology due to their different backgrounds.
Once charge separation has occurred, a combination of
electrostatic and electron-exchange interactions with other
nonspectator molecules in the vicinity may take place. If
electron exchange is inhibited, due to large distances and/or
noninteracting orbitals, then the interchromophoric interac-
tions are mainly electrostatic and the exciton resides exclu-
sively on a single molecule and thus is called tightly bound
or Frenkel type [183]. Excitation energy transfer among
adjacent chromophores occurs in this case by the Förster
mechanism by way of collapse of the exciton on one chro-
mophore and transfer mediated by a virtual photon to the
adjacent chromophore which becomes thus a “new” exci-
ton. For long, one-dimensional, Osuka-type Z oligomers or
the p-phenylene-linked oligomers, this leads to a “photonic
wire” behavior. On the contrary, for the Osuka tapes, or
the butadiynylene oligomers, due to the strong electronic
interaction either by direct orbital overlap or by mixing
with the bridge orbitals, electron exchange occurs (i.e., a
Dexter mechanism operates). In this case the electron and
hole forming the exciton may become distonic and thus
reside on different chromophores within the time frame of
the observation. One speaks in this is the case of weakly
bound electron–hole pairs or of Wannier–Mott type excitons
[184, 185].
In the p-phenylene bridged oligomers the porphyrin units

are isolated from each other, just as in the Osuka-type Z
oligomers. Beginning with the dimer also here the Soret
band shows a Davydov splitting while the Q bands are
hardly affected. Upon excitation, as a negligible increase of
polarizability is observed, only localized Frenkel-type exci-
tons are formed. In constrast to the p-phenylene bridge, a
1,4-butadiynylene bridge mediates strongly electronic com-
munication between the porphyrin rings. The strong orbital
delocalization mediated by the bridge is seen in increased
batho- and hyperchromic shifts of the Q bands as the num-
ber of porphyrin units within one oligomer increases. The
singlet excited state is neutral but highly polarizable, which
speaks for the formation of a loosely bound Wannier–Mott-
type exciton, the correlation length being estimated as 3 to
4 porphyrin units. Within a such polymeric nanostructure
with more than 10 porphyrinic units, dissociation of the
exciton is expected into separate mobile charges. However,
the triplet state T1 is localized on only one porphyrin unit,
irrespective of the nature of the bridge linking the por-
phyrin units. These observations can be nicely accounted
for by a relatively large contribution of a planar singlet
excited state where the 1,4-butadiynylene bridge adopts a
cumulenic limiting structure (Fig. 27). Such a planar lim-
iting structure is not possible with a 1,4-phenylene bridge
due to severe steric hindrance between the �-pyrrolic hydro-
gens and the ortho-hydrogens within a para-quinoid struc-
ture. According to molecular models, these hydrogen atoms
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Figure 27. Photoinduced formation of a cumulenic structure of the
butadiynylene bridge with the + and − charges being localized on other
porphyrinic rings. Solubility inducing substitutents have been omitted
for clarity.

would approach less than 0.5 Å in a fully planar struc-
ture which is thus energetically unacceptable. The unique-
ness of the 1,4-butadiynylene bridge resides in the absence
of hydrogens which would prevent planarization and thus
fully delocalized molecular orbitals. We expect that a 1,4-
bis-ethynylphenyl linker would also mediate efficiently elec-
tronic communication between porphyrin units attached in
the meso-positions. Due, however, to the increased linker
length and separation of the chromophores, a smaller super-
radiance coherent length is in this case to be predicted. In a
crystal structure of a dimer (n = 1) the porphyrin planes are
actually coplanar [176]. In solution and in more extended
oligomers deviation from planarity can occur as the rota-
tion barrier around the porphyrin-ethynyl single bonds is
expected to be lower than 1 kcal/mol. For comparison, the
rotation barrier in 1,2-diphenylethyne is 2.4 kJ/mol in the
ground state but rises to ca. 20 kJ/mol in the singlet excited
state [186].
An important aspect, often neglected, is that high solu-

bility has to be ascertained in order to allow purification
and full characterization of such nanoarrays by decorating
the porphyrins with certain groups. A special such group
is the 3,5-di-tert-butylphenyl group introduced to porphyrin
chemistry initially by Crossley and Burn [187, 188] also for
making extended porphyrin wires having conjugated benzo
and polyazabenzo fused groups. The molecular electronic
properties of such fused rigid oligoporphyrin wires have
also been subsequently investigated [189]. These wires have
dimensions of up to 5.6 nm and thus are able to span
a membrane. Due to the excellent solubility induced by
the 3,5-di-tert-butylphenyl group this length could be dou-
bled in only one synthetic step accessing thus molecular
wires suitable for contacting with microelectrodes. We pro-
pose to name the 3,5-di-tert-butylphenyl group as “Crossley’s
crutch” because it helps porphyrin chemists not only to sol-
ubilize extremely well complicated architectures but also to
visualize these either by scanning probe microscopy tech-
niques [190, 191] or X-ray diffraction techniques as these
voluminous groups pack well into crystal structures [192].
Furthermore, selective electrophylic chemistry may be per-
formed on the porphyrin ring leaving intact the meso-aryl
groups due to the steric hindrance of the t-butyl groups

[193, 194]. Even better solubilizing groups such as the 3,5-
bis(octyloxy)phenyl or 3,5-bis(isoamyloxy)phenyl have since
been devised but extrapolation of the photophysical prop-
erties from one subtituted porphyrin to another should be
done with care. This is mainly because the rotational dif-
fusion times become slower and also affected are the fluo-
rescence lifetimes [163]. No crystal structures have yet been
reported with such groups. The longest alkyl chains which
could be appended onto a porphyrin and from which crys-
tals suitable for X-ray analysis could be grown were two
meso-undecyl sidechains [195]. There is a trade-off between
solubility, molecular complexity, and ability to crystallize
which has to be taken into account when devising por-
phyrinic architectures with desired properties. Apparently
the n-hexyl sidechains, as has been systematically explored
by Sanders, are a good compromise which confer enough
solubility but still yield crystals which are the best way
to obtain structural information on the assembly of such
nanostructures.
Sakata and co-workers have not only prepared the

first meso-tetrakis-3,5-di-tert-butylphenyl copper porphyrine
which could be successfully imaged [190], dawning thus the
era of “photogenic molecules” [196], but could also pre-
pare a unique “Mandala-type” porphyrin array [197] having
21 porphyrin units with an impressive molecular formula of
C1244H1350N84Ni20O88 with a molecular mass of over 20 kDa
as evidenced by matrix-assisted laser ionization, time-of-
flight (MALDI-TOF) and dimensions of roughly 6.5 nm
which were successfully imaged by STM on a Cu(111)
surface as distinct squares having a fine structure. Although
photophysical studies were not performed, this would be a
very interesting study if different metalated and free base
porphyrins could be inserted into desired positions. This
architecture can be actually considered as a dendrimer made
only out of porphyrin units. Dendrimers are considered in
Section 4.1.3.
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Another interesting covalent nanostructure synthesized
more recently in the laboratories of the same Japanese
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chemists is the following tetramer with butadiyn linkages.
Astonishingly, the copper mediated Glaser–Hay coupling
employed in the synthesis does not lead to higher oligomers
[198]. In this case in their design the authors combined
the Therien–Anderson 1,3-butadiyn linkage which facilitates
electronic communication with the overall geometry of the
Lindsey-type tetramer having meso-aryl linakges:
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The photophysical studies of this nice porphyrin square,
which shows absorption spectra similar to the correspond-
ing Anderson linear tetramers [176], although announced as
being under investigation, have not yet been reported.
A thorough investigation of the intramolecular energy

transfer in bisporphyrins has shown a sixfold increase in the
transfer rate in the case of a cis-phenantroline bridge (which
leads to 1.3 nm center-to-center distance) compared to an
�–�-bipyridine bridge (2.3 nm) [199]:
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For the bipyridine linker, also a folded syn-conformer
is present to about 30% due to the unrestricted rotation
around the 2,2′-bipyridyl single bond. In this conformer as
well as in the phenantroline case a pure Förster mecha-
nism cannot account for the observed energy transfer rates
and this is explained by the large size of the porphyrins
which have comparable dimensions to their center-to-center
separation, and thus considerable exchange (Dexter-type)
interactions may occur. Very interesting in these or similar
systems would be to be able to switch between conformers
and thus between the energy transfer mechanisms by using,
for example, weakly complexing metal ions to the bipyridine.
In conclusion of this section describing covalent nano-

structures encompassing porphyrins devised for studying
energy transfer, the study of Vollmer et al. deserves men-
tion [200]. In this study, a molecular photonic wire having a
porphyrin core and four pentatiophene arms terminated by
anthryl groups has been synthesized in a multistep sequence.
Different chromophores have thus been linked by the pen-
tathiophene bridge which mediates efficiently electronic
communication. Singlet–singlet energy transfer occurs upon
selective excitation of the four anthracene donors within
less than 10 ps, the resolution time of the experimental
setup. However, no clear-cut mechanistic conclusions could
be drawn in this particular case, due probably to a mixing of
Dexter and Förster contributions to the energy transfer rate.
Replacement by saturated spacer molecules, which interrupt
the conjugation of the oligothiophene bridges, but keep the
same overall geometry, could shed light upon this problem.
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4.1.2. Phthalocyanine-Based Nanostructures
Phthalocyanines (Pc’s) are extremely robust chromophores
having applications as industrial dyes and pigments. Their
stability and high absorption coefficients in the visible region
make them better candidates for light-harvesting purposes
than porphyrins. However much fewer studies have been
performed with Pc’s due to two main synthetical difficulties
which have to be circumvented. The first difficulty is related
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to a much lower solubility in organic solvents which is associ-
ated with the need for tailored substituents in order to allow
chemical reactions and chromatographic purifications to be
performed for accessing nanostructures. The second obsta-
cle is due to the complex isomeric mixtures which are usually
obtained for substituted Pc’s. For example, a tetrasubstituted
phthalocyanine can have the following four isomers if only
one substituent is present in each benzoannelated pyrrole
ring, as is the case when a metal templated reaction is used
for Pc formation:
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The percentages show the statistical expectation with which
the isomers, indicated by their symmetry group, should be
formed assuming thermodynamic control of the reaction and
similar energies. Significant deviations from the expected
ratio have been observed depending also on the templating
metal atom or the precursor used for the tetracondensa-
tion. This is usually a phthalodinitrile or synthetic equivalent
such as the diamide, anhydride, or diiminoisoindoline. In
many cases further elaboration of functional nanostructures
has been performed without isomer separation, a fact
which leads also to inhomogeneous photophysical proper-
ties. Sometimes very different physical and chemical behav-
iors are encountered between these regioisomers. Recently,
we could show that for tetrasulfonated Pc’s (R = SO−

3 ) iso-
mer specific rates are encountered for the loss of an elec-
tron from the tetra-anions in the gas phase [201]. Also the
self-assembly properties of these isomers differ. The alter-
native to working with inhomogeneous preparations, thus
exhibiting properties which are hard to quantify, is of course
to symmetrize the Pc’s with identical disubstituted benzoan-
nelated pyrrole rings.
The first covalently linked nanostructures with several

Pc’s were synthesized by Leznoff and co-workers, of which
two examples, a tetranuclear [202] and a pentanuclear array
[203–205], are presented here:
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In these cases, due to the nonconjugated linkers, no elec-
tronic communication occurs between the Pc macrocycles.
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Several light-harvesting pentads having a phthalocyanine
core and porphyrins as antennas were prepared by Lind-
sey and co-workers and the photophysical properties were
investigated by Bocian and Holten [150]:
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Various metals, such as Mg or Zn, or the free bases
could be selectively inserted in the pentads which were actu-
ally mixtures of the four isomers described. Rapid energy
transfer occurs from the porphyrins to the Pc. Excitation
of the free base porphrins at 515 nm leads to emission
exclusively from the phthalocyanine with high quantum
yields. The energy transfer is very fast (time constant of
ca. 1 ps) and quantitative for the free base and zinc met-
allated pentads. In the case of the magnesium pentads,
due to the matching energy levels, some competing elec-
tron transfer occurs from the excited porphyrins. Further-
more absorption over a very wide wavelength rande (from
400 to 750 nm) together with good electronic communi-
cation mediated by the phenylethynyl groups makes these
star-shaped arrays excellent light-harvesting nanostructures.
The complex kinetic behavior observed might also be due to
slightly different behavior among the isomers.
An even more impressive covalent nanostructure hav-

ing eight porphyrin units tightly coupled to a central
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phthalocyanine was synthesized by Li and Lindsey [206]:
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This nonamer also absorbs light across the solar spectrum
and exhibits rapid and efficient energy transfer from the por-
phyrins to the Pc.
In an extension of these two studies, a strongly coupled

linear array comprising a perylene unit a bis-porphyrin and a
Pc light trap has been synthesized and investigated for rapid
energy funnelling [207]:
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By selective excitation of the perlylene unit (at 490 nm)
exclusively fluorescence from the Pc is observed, with a high
quantum yield (�f = 0�78). A rapid energy cascade occurs
from the perylene via the two porphyrins and finally to the
Pc whose excited state is formed with time constants of
2 (90% of the amplitude) and 13 ps (10%). This energy
transfer “wire” is superior to the ones based exclusively on
porphyrins, being 5 to 10 times faster than the single step
energy transfer from a zinc porphyrin to a free base por-
phyrin covalently linked in the meso-positions by a bis-(p-
phenylene)ethyne linker.
Different linkers which mediate electronic communication

between Pc’s, synthesized also with push–pull substituents
in view of applications for nonlinear optical materials, have
been elaborated by Maya et al. [208–209]:
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Somewhat weaker electronic communication than in these
cases with ethynl (n = 1) and buta-1,3-diynediyl-bridge
(n = 2) are encountered with these mono and bis-(E)-1,2-
diethynylethene-(E)-hex-3-ene-1,5-diyne-bridges:
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The increase in conjugation does not lead to significant
changes in the ground state absorption spectra. This might
be due either to reaching the limit of the conjugation length
or to slight deviations from planarity of the sterically encum-
bered tetrasubstituted E-double bonds.
An excellent review on the ground and excited state opti-

cal properties of Pc’s linked to porphyrins and porphyrazines
was written by Tran-Thi [210].

4.1.3. Dendrimers
Dendrimers are an elegant approach for obtaining cova-
lent nanostructures using repetitively the same reaction
sequences enabling transformation from one generation
(Gn) to the next (Gn+1).
Porphyrinic dendrimers have been synthesized in several

groups. Thus Norsten and Branda have obtained in relatively
good yield (48% after purification by column chromatogra-
phy) the following first generation (G1) dendrimer [211]:
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The synthetic strategy involved conversion of the 4-
carbomethoxyphenyl groups first by LiAlH4 reduction
into the benzylic alcohol, then into the corresponding
chloromethyl derivative which was afterwards used to
append four other porphyrins by ether linkages. The result-
ing pentaporphyrin has now 12 carbomethoxy groups which
can be similarly elaborated to a second generation por-
phyrinic dendron, as the ether linkages should be stable to
all reaction conditions involved. Apparently, the absorption
spectrum indicates no ground state interaction between the
porphyrin rings, being the sum of the individual components.
Remarkable is also the relatively high solubility in solvents
such as dichloromethane and chloroform of the free base
derivative and in tetrahydrofurane of the pentazinc meta-
lated dendrimer.
A different, more convergent approach was followed in

the Sanders group for preparing a nonametalated zinc por-
phyrinc dendron with folding arms. Pd-mediated coupling
of phenylacetylenic groups appended into the meso-position
of porphyrins allowed construction of the sidearms as well
as coupling of the central porphyrin to a 5-iodoisophythalic
acid moiety. Esterification under mild Mitsunobu condi-
tions provides a wedge having four porphyrin units linked
upon the iodobenzene derivative which in the final step
connects two wedges via the central porphyrin. The yields
of the sequence are remarkably high (about 78% per cou-
pling step) and involve no protection/deprotection steps. By
MALDI-TOF mass spectrometry the correct molecular ion
for C660H804N36O16Zn9 nanostructure was encountered at
10,087 Da. The folding arms were used to bind DABCO
molecules, a fact which could be followed by visible absorp-
tion changes in the Soret band which becomes redshifted,
and an exciton coupling between two DABCO linked por-
phyrins becomes visible. It is thus possible to modulate
the physical and photophysical properties such as viscosity,
solubility, or excited state lifetimes through complexation
with a bidentate ligand which affects profoundly the confor-
mation of this dendrimer.
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Earlier studies by Fréchet and co-workers have shown
that indeed the absorption and emission are profoundly
affected by encapsulation within third or fourth generation
poly(benzylether) dendrimers [212]. Using a p-nitroaniline
core as solvatochromic probe, when nonpolar solvents such

as carbon tetrachloride or toluene are used, a strong
bathochromic shift occurs in the higher generation den-
drimers when solvent access at the core is prevented. The
core’s local polarity corresponds to that of highly polar sol-
vents such dimethylformamide. Similar abrupt shifts in the
fluorescence emission were found in phenylacetylene den-
drimers synthesized by Moore and co-workers upon pass-
ing from the fourth to the fifth generation [213]. An energy
gradient can be formed due to a special arrangement of
the linear phenylacetylenic chains [214, 215]. More recently
Melinger et al. have studied the photophysics of such pheny-
lacetylene dendrons with unsymmetrical branching having a
perylene trap [216].

Symmetrical branched dendrimer.
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Symmetrical branched dendrimer with extended pheny-
lacetylenic arms [349].
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Unsymmetrical branched dendrimer.
Without the perylene trap the higher generation dendrons

have large molar extinction coefficients (>105 M−1cm−1) and
exhibit high fluorescence quantum yields (65–81%). With
the perylene trap rapid energy transfer occurs with over
90% efficiency. While the symmetrical branched dendrons
depicted have meta-phenylene linkages which do not allow
extended conjugation, the ortho- and para-phenylene link-
ages permit the delocalization of electrons through the con-
tribution of ortho- and respectively para-quinoid limiting
structures. This is manifested by a large bathochromic shift
(ca. 50 nm) of the absorption maxima of the perylene trap
as well as of the phenylacetylenic backbone.
Dendritic architectures having an anthracene core, pheny-

lacetylene scaffolding, and triphenylamine as terminating
antenna groups, which are also effective hole transporters,
have been assembled into an electroluminescent device
[217] of organic light emitting diode type. Although the
phenylacetylenic backbone was efficient in mediating the
energy transfer, the device performance was limited by self-
quenching effects due to aggregation on the solid sup-
port. Better performances were achieved in modular devices
with dendrimers having a coumarine or pentatiophene cores
which also allow color tuning [218, 219].
Jiang and Aida have prepared a poly(benzylether) den-

drimer attached to a porphyrin core [220]. Only a limited
amount of overlap occurred between the fluorescence of the
dendritic arms and the Soret absorption of the porphyrin
core allowing some energy transfer to be observed upon
excitation in the UV region (280 nm). The transfer efficiency
was quite high (∼80%) only in the tetrasubstituted fourth
and fifth generation dendrimers (G4 and G5). If, instead of a
meso-tetrakis-substituted porphyrin only three, two, or one
dendritic arms were present, due to the increased mobility
and conformational freedom, �EET dropped to 32, 20, and
10% respectively.
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If instead of the poly(benzyl ether) dendrons triphe-
nylene-type dendrimers are attached to the porphyrin core,
due to the better spectral overlap, higher efficiencies were
encountered even in lower generations of dendrimers [221].
One problem associated with the dendrimer architecture is
that energy collected at the periphery is transferred to the
interior and thus it is not available for further use such
as charge separation, as in natural light-harvesting nano-
structures. However, a spectacular application was shown
earlier by Jiang and Aida where instead of the porphyrinic
core, an azobenzene core was used which could be isomer-
ized from cis to trans upon irradiation [222]. An unusual rate
acceleration by two orders of magnitude was observed only
in the high generation poly(benzyl ether) dendrimers upon
irradiation with low flux infrared (IR) frequencies match-
ing the vibration mode of the aromatic rings (∼1600 cm−1).
This result was interpreted that the dendritic shell insulates
the azobenzene core from collisional deactivation and that
at the same time it acts as a IR photon antenna.
A similar meso-tetraarylporphyrinic core was very recently

incorporated into a glycodendrimer by Stoddart and co-
workers [223]. Either peracetylated, perbenzoylated, or
hydrolyzed sugar units were used. As expected the glycoden-
drons do not show any electronic interaction with the por-
phyrin core. When exciting at 230 nm in the case of benzoate
substituted dendrimer, complete quenching of the porphyrin
emission was observed. This was explained by the absence
of an energy transfer from the benzoate groups to the por-
phyrin core and by either a very fast radiationless deacti-
vation or by an electron transfer process which quenches
the luminescence. Also in this case dual fluorescence behav-
ior was observed with two lifetimes, one shorter than the
usual porphyrin decay which was attributed to the existence
of multiple conformations in solution due to the bulky �-d-
glucopyranoside units.
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Suslik and co-workers have prepared several polyphenyl
ester dendrimers with a meso-tetraarylporphyrin core and
have studied the binding of various nitrogen ligands to the
central zinc atom [224]. A certain shape selectivity of the
binding constants was observed but no photophysical mea-
surements were performed in that study.
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Diederich and collaborators were among the first to have
synthesized water soluble dendrimers having a porphyrin
core and have studied their spectroelectrochemistry [225].
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Very recently, by STM investigations, single physiosorbed
dendrimers having a porphyrinic core could be imaged
[226].
Several phthalocyanine dendrimers were also synthesized.

As shown in the previous section, the existence of multi-
ple isomers must be considered in cases where the macro-
cycle periphery is functionalized by different groups. Only
one example is given here where the usual phthalocyanine
aggregation by �–� stacking was prevented by encapsula-
tion within an ether-amide dendrimer [227]. The phthalo-
cyanine dendrimers have been much less employed in energy
transfer studies, although the favorable optical properties

and the high stability of phthalocyanines should make these
excellent candidates for applications.
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Fréchet and co-workers have synthesized a large num-
ber of dendrimers encapsulating different chromophores
and have studied the energy transfer processes encountered
therein [228]. Some of this work has also been reviewed
[229, 230].
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Laser dyes based on 7-aminocoumarine were appended
into Fréchet-type [poly(arylether)] dendrimers. The jujo-
lidine coumarine C343 was inserted at the dendritic core
by esterifying the 3 carboxy group while the periphery
at each successive generation was functionalized with the
7-aminoethylcoumarine C2 by alkylation of the NH group
with benzylic halides. The formula presents the third gen-
eration G3 dendrimer. Energy transfer from the C2 donors
absorbing at 310–380 nm and the C343 acceptor absorbing
between 400 and 480 nm is almost quantitative in the lower
generations G1–G3 and decreases slightly for the fourth gen-
eration to 93%. No ground state interactions were observed
in the dendrons, the absorption spectra being the sum of
the individual chromophores, and the poly(aryl ether) back-
bone is transparent in the 300–500 nm region. Due to
a perfect overlap between the emission of the donor C2
and the absorption of the C343 the Förster mechanism was
expected to operate. Calculations of the average distances
between donor and acceptor, based on multiple confor-
mations, gave 1.4 nm for the G3 and 1.8 nm for the G4
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dendrons. The observed energy transfer rates kEET were
2�0 × 1010 s−1 for G4, somewhat slower than the theoret-
ically expected Förster rate (5�3 × 1010 s−1). For G3, the
theoretical rate was 19�9 × 1010 s−1 reflecting the power six
distance dependence. The measured rate for the smaller
dendrimers G1–G3 was faster than the instrument response
so only a lower value could be given. An important aspect
is that “energy hopping” from one donor C2 molecule to
another apparently does not occur in this case due to the
large Stokes shift which makes the donor–donor overlap
integral two orders of magnitude smaller than the donor–
acceptor one.
Films cast from these dendrimers have just been inves-

tigated by photoluminescence scanning near-field opti-
cal microscopy (PL SNOM) and formation of redshifted
excimers could be put into evidence for the G1–G3 den-
drimers [231]. The spatially resolved PL SNOM images
of the red edge emission show pronounced nanoscopic
domains in G1, which due to site isolation of the lumines-
cent core chromophore C343 become more homogeneous in
G2 and G3. In G4 the site isolation in this light-harvesting
dendrimer film is fully acomplished.
Design principles learned from these studies were recently

put to use in preparing a UV to near-IR frequency con-
verter based on fluorescence resonance energy transfer
[232]. In this study a first generation dendrimer with four C2
coumarine dyes was prepared with a perylene core in 31%
yield based on the commercial starting material 3,4,9,10-
perylenetetracarboxylic acid dianhydride.
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Upon excitation of the donor C2 coumarine at 345 nm,
the donor emission was completely quenched indicating over
99% energy transfer to the perylene core. Simultaneously
an increase of emission from the core in the 720–800 nm
NIR region was observed in comparison to the model pery-
lene compound lacking C2 donors. This amplification has
sometimes been termed the “antenna effect,” a fact which
may cause confusion. Rather, due to the increased num-
ber of chromophores at the periphery of the dendrimer, the
photon capture cross section is correspondingly increased.
Due to the efficient energy transfer, emission from the

core is enhanced in comparison with the case when direct
excitation of the core is performed. Similarly, in the nat-
ural systems, where several energy transfer steps occur, a
funnelling of the energy to the reaction center takes place
(see Section 1).
Moving toward applications, Fréchet and co-workers

have prepared dendrimers having coumarine chromophores
as antennas and groups suitable for formation of self-
assembled monolayers on silicon wafers [233].
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Mixed monolayers encompassing coumarine C2 as donors
and the jujolidine derived coumarine C343 as energy accep-
tors were prepared which showed photophysical properties
dependent on the molar ratio of donors and acceptors as
well as on the nature of the dendritic architecture.
Campagna et al. have extended the elegant studies of

electron and energy transfer in metal complexes also to the
nanoscale size by investigating various dendrimeric nano-
structures. If in a ruthenium tris-bipyridine complex one of
the pyridine rings is replaced by a 1,4-pyrazine, this can func-
tion as a ligand to two ruthenium centers and thus acts as
branching point in a dendrimer which can be constructed
in a controlled manner, either in a “complexes-as-metals”
or “complexes-as-lignads” fashion [234]. The luminescence
originates from the MLCT (metal-to-ligand-charge-transfer)
band which is the excited state with the lowest energy. An
important feature is that the energy gradient is in this case
reversed; the innermost chromophores are higher in energy
and act as antennas for the peripheral complexes which are
lower in energy.
In collaboration with Vögtle, the Bologna photophysics

school of Balzani has studied various other dendrimers
[235, 236]. In dendrimers having poly(ether-amide) or
poly(benzylether) linkers and a tris(bipyridine) ruthenium
core, when full encapsulation is achieved in the higher
dendrimer generations, the fluorescence quantum yields as
well as the excited-state lifetimes are considerably increased
in aerated solutions. This was explained by the low diffu-
sion rates and solubility of oxygen molecules which quench
the triplet states. The longer lifetime and bathochromically
shifted emission (by 30 nm) in the poly(ether-amide) den-
drons compared to the poly(benzylether) ones is due to the
better stabilization of the MLCT excited state by the more
polar former dendrons. In a very recent and important study,
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a cascade of energy transfer steps was engineered in the
dendritic architecture shown [237].
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Three different chromophores were hierarchically
mounted on a polyamine core: (i) 8 dansyl (5-dime-
thylamino-1-naphthalenesulfonyl) units, (ii) 24 3,5-dime-
thoxybenzene units, and (iii) 32 naphthalene units at the
periphery. The chromophores do not interact electronically
with each other as judged by their unshifted absorption
spectra in comparison with the isolated chromophores.
Upon excitation of the naphthalenes, enhanced fluores-
cence from the dansyl units is detected. Interestingly this
fluorescence can be effectively quenched upon addition
of a fourth chromophore, which is still further redshifted,
namely eosin, together with [18]crown-6 used for solubiliz-
ing this anionic dye in dichloromethane, the solvent used
for the photophysical measurements. This effect could be
explained by encapsulation of eosin as guest molecules
(presumably in their monoprotonated forms) within the
dendritic polyamine host. Thus eosin can be extracted
from an aqueous phase by a dichloromethane solution
of the depicted dendrimer. After extraction, the dansyl
fluorescence is quenched which indicates that eosin is
efficiently encapsulated within the dendrimer. It is likely
that it is positioned within the polyamine core by an acid–
base type of interaction, as poly(benzylether) dendrimers
containing naphthalene units do not bind eosin. Proof
that the fluorescence quenching is indeed due to energy
transfer was provided by recording the excitation spectrum
(at the wavelength corresponding to the eosin maximum)
which closely matched the absorption spectrum of the host

dendrimer indicating that all three chromophors (i)–(iii)
contribute to supplying light energy to the eosin trap. As
the fluorescence lifetime of the dansyl groups is 16 ns,
the rate constant for its quenching by eosin must be over
1�2× 109 s−1 which is in very good agreement with the value
obtained by calculation of a Förster-type energy transfer
with a reasonable separation of 1 nm between donors and
the eosin acceptors. Because two exponential decays of the
eosin fluorescence were observed, even at very low eosin
concentration, it was concluded that this trap molecule
can occupy two “substantially different” sites within the
dendrimer.
A very thorough investigation of light-harvesting den-

drimers synthesized by Müllen and co-workers has been
made [238, 239] by single molecule fluorescence spec-
troscopy. The following second generation pentaphen
derived dendrimer having eight perylenedicarboxmonoimide
(PMI) chromophores either in the positions indicated by R
or by (R) has been studied:
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Collective on/off jumps of the fluorescence intensity were
observed for single dendrimer molecules, a fact which was
also encountered during the observation of single natu-
ral light-harvesting antenna systems LH2 [240, 241]. Thus,
although the system contains eight chromophores it behaves
like a single emitting quantum system. Due to folding
of the branches, two chromophores can become closely
spaced giving rise to a dimerlike entity. This has different
optical properties, such as emission wavelength and life-
time, than an isolated monomeric dye at the dendron’s
periphery.
More recently, a tour de force regarding the synthesis

of a more elaborate polyphenylene architecture encompass-
ing three different chromophores which enable a vectorial
energy transfer has been realized by Müllen and co-workers
[242]. The dendritic nanostructure (shown in Fig. 28) has
at its core a single terrylene tetracarboxdiimide (TDI) chro-
mophore which absorbs at ca. 650 nm and emits at ca.
700 nm. An inner shell is composed of four perylenedicar-
boxmonoimide (PMI) with two absorption maxima at ca.
490 and 520 nm. Its emission peaks at 550 nm but has a
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Figure 28. Shape persistent vectorial energy transfer dendrimer of Weil
et al. [242]. The central TDI chromophore is presented in green, the
four intermediate PMI chromophores are red, and the eight outer
antenna NMI pigments are yellow, while the pentaphen linkers, which
confer rigidity and prevent a collapse of the dendritic arms, are pre-
sented in black.

redshifted tail which overlaps with a blueshifted shoulder of
the TDI absorption band. Finally, an outer shell amounting
to eight naphthalene dicarboxmonoimide (NMI) consists
of the main light-harvesting unit absorbing below 400 nm
and which emits at about 400 nm. Again the tail of this
emission band overlaps with the blue wing of the PMI
absorption, making this system one of the best optimized so
far.
The PMI chromophore can be viewed as a pericon-

densed naphthaleno homolog of NMI. Similarly, extension
of the chromophoric system by one perinaphthaleno unit
and another dicarboxmonoimide transforms the PMI into
the central energy trap TDI. An important aspect is that
the Förster energy transfer, for which a radius R0 = 6 nm
has been calculated from the overlap of the PMI fluores-
cence and TDI absorption, occurs sequentially (i.e., stepwise
from NMI to PMI and only afterwards to the energy trap
TDI) just as in the natural systems. No transfer can occur
directly from the outer antenna NMI to the trap due to
the zero spectral overlap. By exciting the NMI periphery,
a strong fluorescence from the TDI trap is detected which
is about threefold more intense than if irradiating directly
in the TDI absorption. Similarly, by exciting the interme-
diate PMI chromophores, only a slightly reduced fluores-
cence intensity is emitted from the TDI trap as compared
to the case when the outer NMI antenna is irradiated at
its absorption maximum. Our interpretation of these results
is that there is no “amplification effect” of fluorescence
intensity. Rather, the increased number of antenna chro-
mophores have a larger cross section for capturing pho-
tons than only one central TDI trap. Through the four
intermediate PMI chromophores, the excitation is efficiently

transferred to the trap from any excited NMI molecule
which leads to about the threefold increase in fluorescence
observed from the trap compared to the case when exciting
directly the trap. The pentaphen linkers are instrumental in
maintaining the separation between the pigments so that no
aggregation, excimer formation, and self-quenching effects
occur. These findings allow an optimization of multichro-
mophoric assemblies for photonic devices. Their high ther-
mal and temporal stability make them suitable candidates
for solar-cell applications. However, we are skeptical that it
would be easily feasible to trigger artificial reaction centers
in the inner core of a dendritic architecture. To be able to
use the thus created chemical potential, access of reactant
species should be possible; otherwise, charge recombination
and thermal deactivation are the most likely processes to
occur. Very recently nanotubes were synthesized by an ele-
gant cross-linking of dendrimeic porphyrins [350].

4.2. Supramolecular Assemblies

The alternative way of constructing multichromophoric
arrays with light-harvesting properties is to use noncovalent
interactions by applying the principles of supramolecular
chemistry [24]. The major advantage is that instead of con-
structing the nanostructures in a bond-by-bond manner,
employing only weak interactions one can access large func-
tional architectures in a tecton-by-tecton manner. The dis-
advantage is that a strict control of the assembly process
has to be assured in order not to have large dispersions
in size (i.e., nonunique nanostructures). Besides ligation
of metal ions, which is also the strongest supramolecular
interaction, hydrogen bonding, �–� interactions, as well
as hydrophobic or dispersive forces may be used for con-
structing supramolecular assemblies. Some excellent reviews
by Lawrence et al. [243] and Stoddart and co-workers are
available [244–247]. A visionary survey of this field is to
be found in [248]. A shorter but useful review dealing
with electron and energy transfer in supramolecular sys-
tems is due to Ward [249]. Special emphasis on the pho-
tophysics for driving molecular machines is to be found in
[250, 251].
An early photophysical study on the effects of com-

plexation of cations such as Na+, K+, Cu2+, Ni2+, and
Eu3+ into the voids of benzocrown ethers attached to the
meso-position of metalated terta-arylporphyrins (the cen-
tral metal being Zn, Mn, or Sn) has shown a pronounced
luminescence dependency on the nature of the cation [252].
When Eu3+ was complexed, an intramolecular electron
transfer takes place from the excited triplet state of the por-
phyrin. The reverse electron transfer was found to be difus-
sion controlled and a bimolecular process. An interesting
zinc porphyrinc host molecule, comprising two [18]-N2O4
macrocycles preorganized by a biphenylene strap, under-
went intense fluorescence quenching upon addition of sil-
ver triflate [253]. As potassium triflate had no effect on
the fluorescence of the host, and low concentrations of sil-
ver triflate also do not quench the fluorescence of a nor-
mal zinc porphyrin such as zinc-octaethylporphyrin, it could
be unambiguosly proved that the observed effect is due to
an intramolecular electron transfer process involving the
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From titration experiments it was concluded that an aver-
age of about 2.6 silver ions were bound per molecule. Upon
irradiation of the silver complex, the singlet excited state has
a main deactivation pathway, which explains the observed
quenching of the fluorescence, by forming a charge sepa-
rate state which was long-lived. The charge recombination is
retarded probably by the displacement or even dissociation
of the Ag+ ions and it involves thus a large reorganization
energy.
These two examples show that one of the simplest

supramolecular interactions, such as metal ion chelation,
can lead to drastic changes in luminescence behavior.
Using these interactions in the assembly of functional light-
harvesting nanostructures has to be done with caution as the
energy transfer processes may become secondary. Addition-
ally, if heavy metal atoms which also have rich coordination
chemistry are employed, fluoresence quantum yields may
drop by orders of magnitude due to the heavy-atom effect
[254].
A pioneering series of synthetic, physical, and photochem-

ical studies involving cyclodextrins chemically modified by
attaching covalently on their periphery several chromophore
molecules and which can additionally form within their
hydrophobic cavity inclusion complexes with different dye
molecules, which can thus act as energy traps, have been
performed by the research groups of Jean-Marie Lehn and
Bernard Valeur [255–259]. In view of the circular nature of
the arrangement of the “antenna” chromophores imposed
by the �-cyclodextrin scaffold composed of seven d-(+)-
glucopyranose units, there is an obvious resemblance to the
natural LH1, LH2, and LH3 purple bacterial complexes. It
is worth mentioning that these circular, smaller, synthetic
nanostructures have been studied well before the first struc-
tural data became available on the natural complexes and
both the energy hopping and trapping mechanisms appear
to be very similar.
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At left, is depicted the formula of the �-cyclodextrin to
which seven naphtoyl chromophores have been covalently
linked. At right is presented the laser dye molecule DCM-
OH, a 2-sytryl-derivative of a 4-(dicyanomethylene)-4H-
pyran which can be tightly bound within the cone shaped
cavity formed by the seven glucose units. The definition
introduced in these studies, “an enhancement of light sensi-
tivity due to an increase of the overall cross section for light
absorption is called the ‘antenna effect’,” is the one which has
been generally adopted. By “light sensitivity” it is meant that
the reaction center traps more efficiently and rapidly pho-
tons as in the case when it is itself directly excited. With 7
or 14 napthyl (or the more polar naphthoate) chromophores
fast energy hopping occurs which is directed toward the
“red,” lower energy chromophores. As the geometry is not
fixed, various orientations of the naphthyl residues and acci-
dental �-stacking which may lead to the formation of red-
shifted dimers (or excimers) can occur. In the case when a
guest molecule is present, good spectral overlap bewteen the
naphthoate emission and the DCM-OH absorption lead to
an efficient energy transfer, as confirmed by the fluorescence
quenching of the naphthyl emission upon titrating increas-
ing amounts of the dye to the cyclodextrinic host in buffered
aqueous solution at pH 10 containing 5% (v/v) ethanol.
Simultaneously increased fluorescence is emitted from the
dye molecule at about 610 nm. A Job plot, at two differ-
ent excitation wavelengths, confirmed efficient complexation
with a 1:1 stoichiometry of the dye guest molecule. By care-
fully correcting the amount of light directly absorbed by the
dye, the authors could conclude that the quantum yield of
complexed DCM-OH molecules is much higher than that of
buffered solvated molecules and that the efficiency of the
energy transfer must be very close to 1 (i.e., nearly quan-
titative). By time resolved experiments, it could be shown
that energy transfer must be fast, well under 45 ps, the time
resolution of the apparatus. Further thermodynamic charac-
terization of the complex has demonstrated that the asso-
ciation constant is one of the largest ever measured for a
�-cyclodextrin derivative (logK = 5�1) and that there is a
large entropic contribution (ca. 70%) to the free energy of



540 Light-Harvesting Nanostructures

complexation. Only a small part of the dye molecules is lat-
erally complexed as concluded by comparison with unsubsti-
tuted �-cyclodextrin which should laterally complex equally
well. Complexation by inclusion within the heptanaphthoate
cyclodextrin is much more favorable due to �–� interactions
with the naphthyl groups. Assuming a random orientation
of the naphthyl chromophores and thus an average orien-
tation factor � of 0.67, rates of 1�8 × 1012 to 2�8 × 1010 s−1

could be calculated with the Förster formula for the energy
transfer. These are well within the measured order of mag-
nitudes, especially if one takes into account the formation
of excimers which have broader and more redshifted spec-
tra with increased overlap with the DCM absorption which
thus account for faster energy transfer than from isolated
monomers. Another important aspect of these studies was
that apparently once a napthoate chromophore is excited, it
transfers the excitation energy directly to the entraped dye
molecule. Because of the Stokes shift, the energy hopping
between adjacent equivalent chromophores, which could be
put into evidence in the absence of guest molecules, is much
less favorable than the energy trapping. In the words of the
authors “heterotransfer” of energy is faster than the “homo-
transfer.” The same phenomenon is encountered in the nat-
ural antenna systems coupled to reaction centers.

4.2.1. Multiporphyrinic Arrays
Various research groups have been involved in build-
ing supramolecular architectures with porphyrinic tectons.
Again the advantages of the well combed porphyrin chem-
istry [260] such as versatile synthetic methods and attrac-
tive photophysical properties have been put to use. These
nanostructures can be classified by the type of the strongest
supramolecular interaction which is used to self-assemble
the tectons. We will differentiate between metal complexes
and exclusively hydrogen-bonded assemblies. Only short
reviews have appeared on this topic, describing mainly some
of the work carried out in the groups of the respective
authors [261].

Assembly of Porphyrinic Nanostructures Using Metal
Ligation The rich coordination chemistry of metal ions
has made possible the tailored construction, by means of
self-assembly, of various aesthetically pleasing multipor-
phyrinic architectures. However, as mentioned, for artificial
light-harvesting purposes only special metal atoms which do
not quench the assembly’s fluorescence can be used. Only a
few selected examples can be presented here.
Some early nanostructures where palladium atoms were

used to stitch together meso-4-pyridyl substituted porphyrins
are due to Drain and Lehn [262]. By using the ability
of 4-pyridyl groups to form linear complexes using trans-
dichloropalladium(II) but kinked complexes when using cis-
dichloroplatinum(II) discrete assemblies can be formed.
Dimers and the following tetramers (or “squares” as the
authors name them), either as porphyrin free bases or as
zinc complexes, could be prepared. Heating to 50 �C for
48 hr leads to preferential formation of the squares while
other oligomeric species are disassembled.
The control of the architecture is assured by the cis or

trans heavy metal bis(benzonitrile) dichloride square planar

precursor and by having either adjacent or “vicinal” meso-4-
pyridyl groups (i.e., in positions 5,10) or what we call “dis-
tal” positions (i.e., 5,15) of the porphyrin macrocycle. In the
jargon of porphyrin chemists these disubstituted meso posi-
tions are sometimes incorrectly referred as cis and trans,
respectively. Notable is the fact that although the overall
size and architecture of the porphyrin squares depicted are
similar, in the first case the “heavy” Pd atoms which stitch
the porphyrins are situated on the square edges while the
Pt atoms act as corners. Photophysical measurements have
shown that the Soret absorption bands are broadened in the
dimers and even more in the tetramers while the heavy atom
effect was responsible for the observed fluorescence quench-
ing, in comparison to the monomeric porphyrins. Formation
of polymeric species was observed by mixing in a 1:1 ratio
the distal and the vicinal bis-meso-4-pyridyl porphyrins iso-
mers with trans-Pd(NCPh)2Cl2. The excitation spectra of this
species was completely depolarized, in contrast to that of the
corresponding dimers or tetramers. It would be interesting
to investigate whether modern microscopy techniques can
distinguish between the two photogenic squares shown.
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In later independent studies Drain et al. extended this
concept to access in a controlled manner various architec-
tures. The self-assembly process is dictated by the stoichiom-
etry of the tectons and thus an oligomeric nanostructure is
obtained by controlling the amount of different porphyrins
and either palladium or platinum metal ions. Linear tapes
or nonamers could be obtained by design [263].

N N

N N
N

N N

N N
N Pd

Cl

Cl

R

R R

N N

N N
NN Pd

Cl

Cl

R

R

R R R

H

H

H

H

H

H

N

N

N

N

N

Pt

Cl

N

Cl

Pt
Cl

Cl

N

NN

N

N

Cl

N

Pt

N

Cl

Pt
N

Cl

Cl

N

NN

N

N

Cl

N

Pt

N

Cl

Pt
N

Cl

Cl

N

NN

N

N

N R

R

R

R

H H H
H

H
H

H
H

Here R is either a methyl or a tert-butyl group which
induces better solubility to these “tapes.” By mixing two
equivalents of the mono-pyridyl porphyrin to two equiva-
lents of the distal disubstituted one and two equivalents
of the labile benzonitrile palladium complex a mixture of
dimer, trimer, and tetramer is formed in a 3:8:2 ratio.
Only the trimer is shown. Similarly, by mixing the vici-
nal disubstituted pyridyl porphyrin (termed by the authors
an “L-shaped porphyrin”) with equimolar amounts of the
tetra-4-pyridylporphyrin (X-shaped) and the corresponding
platinum precursor (3 equivalents) after 4–5 days at 50 �C,
a mixture of the trimer, tetramer, and pentamer in a ratio
2:4:1 is obtained as determined by electrospray mass spec-
trometry. Only the tetramer LXXL is shown. Instrumental in
these cases is the reversibility of the metal–pyridyl coordina-
tion which assures that the thermodynamically stable prod-
uct is favored in the end. This coordination is more stable
for platinum than the palladium complex.
Spectacular in what can be achieved by using this stoi-

chiometry control is the preferential formation of the non-
amer depicted as follows in over 90% yield. The reaction is
completed within 30 minutes of mixing of the following reac-
tants: 12 equivalent Pd precursor benzonitrile complexes,
1 “X”-shaped central tetrapyridyl substituted porphyrin, 4
“L”-shaped vicinal dipyridyl porphyrins for the corners, and
4 “T”-shaped tripyridyl porphyrins for the edges. R is the
tert-butyl group. Evidently by using differently metalated
porphyrins assembly of polymetal complexes with controlled
architecture and thus interesting material properties can be
achieved.
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The nonamers are extremely stable and by �–� interac-
tions tend to stack strongly with a stacking energy which has
been estimated at ca. 5 kcal/mol per porphyrin face. Forma-
tion of columns was observed by atomic force microscopy
(AFM) which, after deconvolution of the tip profile, indi-
cated dimensions of approximately 5× 5× 5 nm. Interesting
photonic applications are envisageable with these polymeta-
lated porphyrinic nanostructures.
Similar architectures have been more recently constructed

in the group of Nolte where the R group has been replaced
by a long chain alcohol group and the self-assembly at the
air–water interface has been investigated [264]. Also other
multiporphyrinic assemblies such as the ruthenium complex
depicted were investigated:
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The scope of this study was to prepare stable chro-
mophoric monolayers which could be transferred by
Langmuir–Blodgett technique to a glass surface with good
transfer ratios. Compression of the films leads to well
ordered layers with tetraporphyrin metal squares which are
orthogonal to the surface. The fatty hexadecyloxy chains
(cetyl) are responsible for adopting the perpendicular orien-
tation to the water surface while �–� stacking of the multi-
porphyrin planar nanostructures induce the high stability of
the monolayers toward collapse.
A mixed layer-by-layer deposition onto a hydrophobic

glass substrate mediated by PdCl2−4 ions was performed
by alternatively transferring monolayers of meso-tetrakis-(4-
pyridyl)porphyrin and meso-tetrakis-(4-carboxymethyloxy-
phenyl) free base porphyrins [265]. Here the ionic (or
electrostatic) pairing between the carboxy and pyridyl groups
is expected to be important at the air–water interface, in
addition to the palladium coordination as proposed by the
authors.
An assembly in which it would have been interesting to

study the energy transfer was synthesized by Burrell et al.
The crystal structure could be solved by X-ray diffraction
[261]. The perpendicular arrangement of two antenna zinc
porphyrins to the central free base energy trap (M = 2H)
should have an unfavorable Förster orientation factor � for
the energy transfer but a through-bond mechanism involv-
ing the two distal pyridine ligands could operate in this
case:
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Other interesting nanostructures assembled by the coor-
dination of the central metal atom within porphyrins were
reported recently by several groups. Sanders and co-workers,
in an extensive study which included the syntheses and X-ray
structural characterization of several porphyrinic coordi-
nation arrays, described the formation of the undecamer
depicted as follows [266]. Here the axial ligation of the
central tin porphyrin is engineered using benzoic carboxyl
groups of two meso-substituted porphyrins, while the four
peripheral rhodium(III) substituted porphyrins are ligated
by 4-pyridyl substituents. An iodine atom completes the Rh
coordination sphere.
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The R group is n-hexyl, the ideal substituent when solu-
bility is desired but also for obtaining suitable crystals for
envisaged X-ray diffraction studies. If instead of Rh and
Ni porphyrins, which have low fluorescence quantum yields,
other lighter metals could have been employed for build-
ing this nanostructure, it would have been very interesting
to study the energy transfer. A perpendicular orientation of
the porphyrin rings as imposed by axial ligation should also
lead to an unfavorable orientation factor � by the Förster
mechanism. However, in this case, also the Dexter mecha-
nism would not be very efficient due to the reduced orbital
overlap due to the meta-phenylene linkage of the pheny-
lacetylene bridges.
The following mixed metal complex incorporating also a

ruthenium center and resembling the Drain–Lehn dimers
was assembled in a modular stepwise manner [267]. First
the octahedral ruthenium bis-“L”-shaped (following Drain’s
nomenclature) porphyrin complex was formed after which
the square planar “diphos” corner was closed. The authors
name their assemblies “heterobimetallic molecular squares
of porphyrins.” As only two porphyrins are involved, the
term “square of porphyrins” which implies a pseudo-D4h
symmetry is maybe misleading, as well as “molecular”
which is actually supramolecular. Furthermore, in the case
of zinc metallated porphyrins, the complexes are actually
“heterotrimetallic.” Although photophysical studies were in
this study not undertaken, both synthetic and photochemical
extensions of this work are envisageables.
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A more thorough study by other Italian chemists and
photophysicists was undertaken on the following ruthenated
porphyrin dimers and pentamers with a side-to-face coordi-
nation staged also through pyridyl ligands [268]:
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The axial 4- or 3-pyridyl–Ru ligation is more stable than
a pyridyl–Zn bond ensuring preferential formation instead
of oligomers of the previous species which are stable toward
dissociation even in dilute toluene solutions which were
used for detailed photophysical studies. The ruthenium por-
phyrin units are higher in energy, both as singlet and triplet
states, than the corresponding free bases or zinc metalated
porphyrins. The supramolecular assemblies differ markedly
in their photochemical behavior from the corresponding
monomers. The Ru monomer undergoes from the singlet
level efficient (100%) intersystem crossing (ISC) to the
longer lived triplet state. However, in the case when it is axi-
ally coordinated by either a 3- or 4-pyridyl-meso-porphyrin
strong fluorescence quenching of the free base or zinc por-
phyrins was observed due to the heavy atom effect of the
nearby situated ruthenium center. This causes an enhanced
ISC in the free base or Zn porphyrins to the triplet states
from where efficient triplet–triplet energy transfer takes
place. The driving force �G is large in the case of the
free base so that the transfer from the ruthenium moiety
to the free base triplet is irreversible and has rate constants
between 108 and 109 s−1. In the case of the Zn–porphyrin
assemblies, �G is small so that an equilibrium is established
between the states prior to deactivation.
Wilson and Anderson have linked one porphyrinic molec-

ular wire into a supramolecular nanostructure by ligating
the zinc atoms with distal bis-4-pyridyl substituted free base
porphyrins [269].
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It would be interesting to study the energy transfer mech-
anisms between the two antenna zinc dimers and the central
free base dimer which can act as the energy trap. Due to the
butadiyne linkages the overlap integral would be different
from all systems studied so far.
Gossauer and co-workers have synthesized the pyridyl

derivatized porphyrinic tripods mentioned before or star-
shaped hexaethynylbenzene (niphaphyrins) and studied the
complexation with their macrocyclic covalent assemblies of
porphyrins [270]. Only one example is shown having a longer
linker of the central tripod guest molecule:
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The binding constants are extremely high, between
1�4 × 109 and 1�1 × 1010 M−1, which explains the high
stability of such complexes which can survive even the
ionization during mass spectrometric investigations by
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MALDI-TOF. Peaks corresponding to the 1:1 complex were
found in the positive mode which were greatly increased
in intensity by using the aprotic matrix DCTB (2-[(2E)-3-
(4-tert-butylphenyl)-2-methylprop-2-enyliden]malononitrile)
dissolved in chloroform [271] instead of the common
MALDI matrix 1,8,9-anthracenetriol, which being protic
and in large excess, can compete for complexation of the
zinc atoms and displace the polypyridyl ligand.
Hunter and Hyde have also constructed several elaborate

supramolecular assemblies which make use of pyridyl groups
to ligate porphyrins (Fig. 29).
In Figure 29, the meso-aryl substituents having either

alkyl or alkoxy long chains have been omitted for clar-
ity. Energy and photoinduced electron transfer were stud-
ied in these systems [272]. While the terephthaloyl diamide
spacer in the first formula is inert, the naphthalenediimide
spacer acts as an electron acceptor. A stability constant
of 3 ± 1 × 108 M−1 was determined for these complexes
which dissociate in very dilute solutions (>10−8 M). In the
case of the terepthaloyl linker, the fluorescence of the zinc
porphyrins is significantly reduced at concentrations where
complexation occurs, compared to dilute solutions having
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Figure 29. Excitation energy transfer and electron transfer events
shown schematically in supramolecular porphyrin assemblies formed by
pyridine–Zn ligations.

uncomplexed units. This effect is due to intracomplex exci-
tation energy transfer from the zinc porphyrins to the free
base. In case of the naphthalenediimide spacer, the free
base fluorescence at ca. 650 nm is quenched to an extent
of 70% and this is attributed to an intracomplex electron
transfer process from the singlet state of the free base por-
phyrin to the naphthalene diimide electron acceptor. While
a through-bond electron transfer mechanism would involve
24 bonds (i.e., ca 3.5 nm) the through-space separation is
only about 1 nm. Probably the high rate of the observed
electron transfer is due to a through-space or a solvent medi-
ated mechanism involving the solvent molecules within the
void between the chromophores in the complex. The bis
zinc–porphyrin unit linked by the napthalenediimide spacer
shows only weak fluorescence which upon complexation is
not altered. This fact speaks that also here intramolecular
electron transfer occurs from the excited zinc porphyrins
to the napthalenediimide electron sink. This relatively early
study has shown the potential of a supramolecular approach
which allows one through choice of concentration to switch
on and off electron and energy transfer processes within
carefully engineered assemblies.
In a later study [273] Hunter and co-workers assem-

bled a 2:1 complex between a Zn metalated bis-porphyrin
and a meso-tetrakis-aryl free base porphyrin having 4-
formamidopyridyl groups in such a way that all four zinc
atoms of the energy donors can be ligated by the four pyridyl
groups in the energy trap. The binding constant for a one
zinc–pyridine coordination has been estimated at ca. 103
M−1 [272, 274, 275]. In this case the 2:1 complex shows
cooperativity between two identical binding sites with asso-
ciation constants of �2�0± 0�5�× 106 M−1 per binding event.
Vapor pressure osmometry confirmed the formation of the
2:1 complex whereas mass spectrometric techniques failed
to put into evidence associated species indicating that upon
ionization the complex dissociates. The rate of the energy
transfer which occurred with high efficiency was estimated
at 109 s−1.
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In this formula the coordination of the bisporphyrin clip
is depicted as being from the vicinal (5,10) meso position
of the central free base porphyrin which acts as the energy
trap. However, a distal (5,15) coordination also appears to
be possible. Molecular modeling calculations which might
shed light on the stabilities of the two nonequivalent struc-
tures or other structural evidence were not yet presented for
this interesting complex.
More recently, by using different 4-formamidopyridyl

groups and cobalt atoms which form six-coordinated por-
phyrin complexes, complex oligomeric arrays could be
prepared [276]. For a dodecamer the following cyclic geom-
etry was proposed where the arrows stand for the respective
substituted 4-pyridyl ligands.
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Stang and co-workers, elaborating on their concept of
preparing macrocyclic arrays using biphosphine-coordinated
transition metals as building blocks, have also made use of
pyridyl groups. However, the pyridyl nitrogen is used here
to coordinate the heavier metal atoms and not the central
zinc inside the porphyrin [277].
Several other porphyrinic cyclic arrays were prepared,

some of them displaying interesting chirality imposed by
(R) or (S) BINAP-phosphines which lead to mirror imaged
and very intense excitonic couplets of the Soret band in the
CD spectra. As mentioned due to the heavy atoms these
arrays have low fluorescence quantum yields and very short
lifetimes and thus would be of little use as light-harvesting
nanostructures.
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A hexakis pyridyl-functionalized porphyrinato-benzene
was recently synthesized and the ability of the pyridyl ligands
to form platinum complexes was put into evidence [278].
Of course instead of the platinum complex substituted with
long dodecyl chains which confer an amphiphylic charac-
ter to the sixfold charged cation (the counterion being tri-
fluoromethanesulfonate), zinc porphyrins could have been
used to construct hierarchically a light-harvesting nano-
structure by coordination. Interestingly, due to steric hin-
drance only 6 of the 18 pyridyl nitrogens bind platinum
atoms. The assembly was further characterized both in
solution, using resonance light scattering, a very useful
technique to study chromophore aggregation perfected by
Pasternack [279–282], and on solid supports by transmission
electron microscopy. While in solution, little or no aggrega-
tion was observed; from chloroform solutions by aggregation
on carbon-coated copper grids, very large, micrometer-size
rings were formed. These “porphyrin wheels,” as previous
studies by Nolte and other Dutch and Belgian researchers
have termed such assemblies [283, 284], are formed mainly
by �–� interactions which in this case appear not to be dis-
turbed by the presence of multiple charges. Deposition upon
solid supports of such self-assembling microstructures might
have important applications in solar cell technology.
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In this formula, both the implied orientation of the 5-
(benzyloxy)-porphynato groups around the central benzene
ring as well as the positioning of the platinum atoms only
on the 15-(4-pyridyl) groups, although probable, may actu-
ally not be true. Upon complexation of 2–4 equivalents of
the platinum diimine ligands the porphyrin fluorescence was
completely quenched due to the heavy atom effect.
Several other pyridyl substituted porphyrins and pheny-

lene-bridged zinc-bis-porphyrins (with or without additional
electron acceptor groups such as quinones or pyrromel-
liteimide) were synthesized by Shulga and the photophysics
of the supramolecular assemblies, formed upon complexa-
tion of the zinc metalated porphyrins by the pyridyl groups,
were performed by Zenkevich and von Borzyskowski [285–
288]. The following formulae show typical such assemblies
where other nonpyridinic peripheral porphyrin subtituents
have been omitted for clarity.

.

.

.

.Zn
...

.. Zn
..

.

.M
..

.

.
...

.
...

.

..
.

.
...

.
...

.
.

..

M

Zn
Zn

Zn
Zn

Zn
Zn

.

.

.

NN

N

NN

N N

NN

N N

NN

N

N

N

N
N

N

N

N N
NN

N N
NN

N N
NN

N N
NN

N N
NN

N N
NN

N

N

N

N
N

N

N

.

. .
M

N

.

M = 2H, Zn

Again in these studies, by using pentafluorophenyl groups,
the potentials are shifted so that vectorial photoinduced
electron transfer to the electron sinks is made possi-
ble. However, a detailed structural characterization of the
supramolecular assemblies (such as by high-field NMR or
X-ray analysis) which would clearly differentiate between
the 2:1 complexes shown and complexes (or oligomers) with
other stoichiometries is lacking. This is also maybe why, in
some cases, a clear distinction between the energy and elec-
tron transfer rates, from the time-resolved fluorescence and
absorbance studies, was not possible. The interested reader
can consult a recent review of this work [289].
As a final example of a porphyrin self-assembly mediated

by pyrdiyl groups, a very nice structure presented by Fujita
et al. deserves mention [290]. A porphyrin triangular prism
comprised of three porphyrins ligated by six [PdII(en)]2+

building blocks (where en stands for ethylenediamine) was
obtained and its crystal structure could be solved. The palla-
dium atoms hinge together two 3-pyridyl groups situated in
the meso-positions of adjacent porphyrins. All coordination

sites are thus equally satisfied. This example illustrates the
preferential formation of discrete nanoarchitectures by self-
assembly. Upon complexation of a pyrene molecule within
the prism, the D3h conformation was desymmetrized to a
C2 complex as inferred from 800 MHz 1H-NMR studies.
Strong �–� interactions between the pyrene guest and the
porphyrin walls of the host must occur in order explain the
observed redshift of the porphyrin Q bands upon complexa-
tion. Interesting photophysical properties are expected from
such a nanoprism.
As an alternative to pyridyl groups as the ligand of central

metal atoms in porphyrins, Ogawa and Kobuke have pre-
pared an imidazolyl substituted porphyrin dimer that self-
coordinates showing an oligomeric distribution which peaks
at about 150 porphyrin units. According to molecular mod-
eling, if a linear geometry presumed, the array should have
a length of about 110 nm [291]. Due to the R-substituents,
which in this case was n-heptyl, these coordination nano-
structures are still remarkably soluble in organic sovents
such as chloroform. This is also an indication that due to
the nearly perpendicular geometry of the meso-linked unit
extended �–� interactions between oligomeric strands are
not possible. This is in contrast to the large planar coordi-
nation arrays presented previously.
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The monomeric 5-(1-methylimidazol-2-yl)-porphyrinc
building block with a free meso-position dimerizes in
solution by coordination of the zinc atom by the 3-imidazoyl
nitrogen. Upon oxidative Osuka coupling of this monomer
and formation of the meso-linked dimer, in the absence
of polar solvents, extensive oligomerization occurs. Very
recently it was shown that these oligomers have extremely
large third-order optical nonlinearities and, as expected
from the Osuka-type meso-linkage of the dimers, the Soret
band is split [292].
Another similar interesting polymeric assembly of por-

phyrins mediated by metal ion ligations but using crown
ethers as the ligands was very recently presented by
Shinmori et al. [293]. A detailed complexation study of
alkaline ions was shown to induce dimerization of a distal
bis-substituted benzo-15-crown-5-porphyrin which is espe-
cially favorable for potassium ions. Additional face-to-
face stabilization leads to an increased stability constant
(ca. 1018 M−3) for a 2:2 complex. When different metals
are introduced within the porphyrin additional ligands may
be coordinated. The dimer formation was not only inhib-
ited but also dissociation occurred in the case of a cobalt
porpyrin in presence of dimethylaminopyridine (DMAP).
Thus the bis-cobalt ligation by DMAP is stronger than the
face-to-face aggregation assisted by metal ion complexa-
tion. By silver ion promoted oxidation the meso–meso linked
Osuka-type dimer shown at right could be obtained in 13%
yield. Due to the perpendicular orientation of the two por-
phyrin rings, dimer formation upon complexation within
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the benzo-crown ethers of K+ is in this case not possi-
ble. Instead an extended oligomer was formed which had a
molecular weight of ca. 100 kDa which corresponds to an
aggregate with a distribution peaking at ca. 50 bis-porphyrin
units. From simple molecular modeling (Fig. 30), if a linear
geometry is inferred, an approximate length of over 100 nm
is to be expected. However, multiple conformations of the
crown ethers may exist so that a linear geometry may not be
maintained for the longer oligomers.
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Potassium ions do not quench the fluorescence of the
aggregate and thus such large antenna systems would be
suitable for artificial light-harvesting.
In the previous structure, if instead of potassium, sil-

ver ions would be used (similar to the example presented
in the beginning of this section [253]), although for light-
harvesting purposes this would not be a useful construct,
maybe molecular electronics applications could be envis-
ageable. Electron transport, mediated by metalated por-
phyrins between the silver atoms, could be possible on
the decinanometer scale. Additionally, such a wire com-
posed of discrete silver atoms would appear to be insu-
lated due to the crown ether ligands and the perpendicular
bisporphyrins, so that interstrand electron jumps would be
much less probable. A linear silver(I)-mediated network of
meso-tetrakis(4-pyridylporphyrin) could be characterized by
X-ray diffraction of single crystals [294]. Within the voids of
the �-stacked network, solvent molecules and the hexafluo-
rophosfate counterions were clathrated. This silver network
showed interesting redox behavior and the fluorescence was
apparently not quenched in the solid state. Very recently, the
self-assembly of this same tetrapyridyl porphyrin was stud-
ied on gold [Au(111)] electrodes using STM showing that it

2.7 nm

Figure 30. An extended metal ligated oligomer from the Shinmori et al.
bis-porphyrins decorated with benzo-15-crown-5 ethers. Metal ions are
shown as disks.

is possible to tune surface interaction and to modulate the
surface mobility by the electrode potential [295].

Assembly of Porphyrinic Nanostructures Using Hydro-
gen Bonding The first to synthesize hydrogen bonded
supramolecular species and to show by detailed photophys-
ical measurements that energy transfer can occur efficiently
in such assemblies were Harriman, Magda and Sessler [296,
297]. Several nucleic acid bases were covalently attached
onto porphyrins. In solution, due to multiple hydrogen
bonding base-pairing was induced as depicted in this for-
mula for cytosine derivatives:
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Alternatively, the stronger guanine–cytosine (G–C) base
pair was used to enhance the association constant:
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The photophysical properties of the assemblies were com-
pared to those of model compounds such as the free base
octaethylporphyrine (OEP) and the zinc-metallated counter-
part (ZnOEP). Even at high concentrations (in the molar
range), equimolar mixtures of OEP and ZnOEP behave
exactly as the separated noninteracting molecules. In the
porphyrin conjugates where the hydrogen bonding group has
been connected by an amine linkage there is a decrease
both in the fluorescence quantum yields and in the life-
times in comparison to the corresponding OEP models. This
was attributed to an intramolecular electron transfer pro-
cess from the tertiary amino group in the linker. There is
little or no energy transfer from the Zn donor to the free
base acceptor in this case. At higher concentrations, depend-
ing on the strength of the association constant, additional
fluorescence quenching of the zinc donor occurs which indi-
cates that energy transfer is occurring. This was confirmed
by time-resolved measurements from which also the respec-
tive rate constants could be differentiated into those occur-
ring for a singlet–singlet excitation energy transfer process
in the (2–9) × 10−8 s−1 range and those for a triplet–triplet
process occurring in the (5–100)× 10−5 s−1 range. The asso-
ciation constants between the different conjugates varied
by one order of magnitude between ca. 24 and 225 M−1,
the weakest being for guanine–guanine self-association and
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the strongest for the cytosine–guanine base pairs. An impor-
tant aspect is that the rate of the energy transfer, once
an assembly is formed by hydrogen bonding, is practically
independent of the nature of the connecting zipper bases
(termed also “recognition groups”) and increases strongly
upon increasing the number of zinc-porphyrin donors. This
is in accord with the Förster mechanism due to the increased
probability of matching an excited donor moiety with an
acceptor moiety at a preferred orientation and smaller sep-
aration. Additionally, due to the flexible linkers, a Dexter
mechanism may occur at small separations when the orbitals
of a donor and an acceptor overlap.
Drain while in the group of Lehn [298, 299] and later

independently [300] has also engineered self-assembly of
porphyrins exclusively by hydrogen bonding. By using dif-
ferent complementary recognition groups, discrete multipor-
phyrin arrays could thus be built in a controlled manner. The
following “bisporphyrin supramolecular cage” was formed
by stiching with a alkyltriaminopyrimidine (TAP) “wedge”
two bis meso-uracyl OEP molecules, either as free bases,
zinc, or chloroferric complexes [298]:
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Alternatively, a “rozette” is formed by appending two
porphyrins on a 1,3,5-triazine and stiching each donor–
acceptor–donor face by a complementary acceptor–donor–
acceptor barbituric acid wedge [299]:
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By using the complementary 2,6-diacetamidopyridine
and uracyl recognition groups introduced by Lehn and

co-workers [301], Shi et al. recently showed by NMR, elec-
trospray ionisation mass spectrometry (ESI-MS) and vapor
phase osmometry (VPO) that preferentially a tetrameric
assembly is formed from vicinal meso-disubstituted por-
phyrins in chloroform solutions [300]:
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In the same study [300], a nice crystal structure could
be solved for the free base 5,10-bis-(2,6-diacetamido-4-
pyridyl)porphyrin, where water molecules mediate hydrogen
bonding in the crystal lattice.
In an attempt to mimic the self-assembly of natural bac-

teriochlorophylls (BChls) encountered in chlorosomes (see
Section 3.1.1) Balaban et al. have synthesized various zinc
metallated porphyrins where a hydroxy group and a carbonyl
group were appended onto p-phenylene spacers situated in
vicinal or distal meso positions of porphyrins having also
two other long chain solubilizing groups [195]. A hydrogen
bonding network acting cooperatively with �–� interactions
was put into evidence in the crystal structure of such a free
base porphyrin. Here the inner pyrrolic nitrogens devoid
of hydrogen atoms, which could be localized in the elec-
tron density map, act as hydrogen bond acceptors while the
hydroxy group is the hydrogen bond donor as shown in
Figure 31.
In Figure 31 the central porphyrin is a hydrogen bond

acceptor from two neighboring porphyrins, one from above
and one from below. At the same time it is a hydrogen bond
donor through the hydroxymethylene groups to two other
porphyrins not shown in the figure. Note the different orien-
tation of the porphyrin planes and the very regular extension
of the otherwise flexible undecyl sidechain which has a kink
allowing it to deviate above and below the porphyrin plane.
Due to the deviation of the meso-p-phenylene groups from
the porphyrin plane (diehedral angle of 65�), ligation of
a zinc metalated prophyrin by a 4-hydroxymethylenephenyl
group is energetically disfavored in a �-stacked arrange-
ment. Thus, although all the functional groups encountered
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c

a

b

Figure 31. Hydrogen-bonding network in the crystal.

in BChls are presented, the self-assembly algorithm cannot
operate in the same manner. For better tailored systems see
the following.
Similar hydrogen bonding to the inner pyrrolic nitrogens

was more recently put into evidence in other crystal struc-
tures of 5,15-diarylporphyrins synthesized by the group of
Sanders [266, 302].
In another earlier interesting crystallographic study by

Barkigia et al. which was related to models for the antenna
complexes of green photosynthetic bacteria, it was shown
that a zinc porphyrin analog of BChl d forms stacked dimers
of the type shown schematically [303]:
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Surprisingly, the 3-hydroxyethyl group (in which the 31

carbon atom had R configuration) does not bind as expected

the central zinc atom and prefers to hydrogen bond the
carbonyl group of an antiparallel stacked porphyrin. There is
a slightly shorter interplane distance within such a dou-
bly hydrogen bonded dimer than between the dimers: 3.33 Å
intradimer and 3.54 Å interdimer. However the �–� overlap
is almost uniformly offset showing that its cooperative action
with double hydrogen bonding may win over the stronger
zinc chelation.

Cooperative Interactions between Porphyrinic Chro-
mophores Using Metal Ligation and Hydrogen Bond-
ing When a ligand binds to a metal atom and at the same
time the ligand can function as a hydrogen bonding group,
cooperativity effects may occur. This is the case presently
believed to operate for the natural light-harvesting systems
of green photosynthetic bacteria, the chlorosomes, discussed
before (see Section 3.1.1) which involve BChl c, d and e.
Numerous studies of the natural system first in collabora-
tion with Schaffner and Holzwarth [39–47] were then contin-
ued independently by Tamiaki and Balaban with nonnatural
systems. While Tamiaki has used exclusively semisynthetic
compounds derived either from Chl a (usually isolated from
algae such as Spirulina geitleri) or BChl a (isolated for exam-
ple from the purple bacterium Rhodobacter sphaeroides),
Balaban has taken a fully synthetic approach with robust
pigments such as porphyrins or phthalocyanines. In view of
applications, the latter way is better yielding and does not
rely on culturing and tedious isolation techniques, usually
involving high performance liquid chromatography (HPLC)
separations.
Jesorka et al. were the first to show that the BChl c and

d skeleton is tolerant to rather wide variations and can still
be induced to self-assemble [304]. Thus when the positions
of the 31-hydroxy groups and 131 carbonyl groups are inter-
changed self-assembly still occurs. However, if the central
metal atom (zinc or magnesium) is missing (i.e., the corre-
sponding free base chlorins) or if either the hydroxyl and/or
the carbonyl groups are removed or protected the ability to
form a light-harvesting system by self-assembly is inhibited.
Thus the simultaneous presence of a metal atom, carbonyl
group, and hydroxyl group on a macrocyclic scaffold capa-
ble of �-stacking is essential. Scheme 2 presents structures
which cannot self-assemble.
Scheme 3 shows the semisynthetic mimics of BChl

c, d, and e (for their formulas see Scheme 1) which
can self-assemble and have large redshifted and usually
broad absorption maxima, reminiscent of J-aggregates [41,
304–306].
Newer studies from Tamiaki’s laboratory include the

asymmetric reduction of the 3-acetyl group using oxaz-
aborolidines as chiral auxiliaries [307] or insertion in
the 3-position of /-hydroxyalkyl groups [308] instead of
the hydroxy(m)ethyl group. Also synthesized were simi-
lar compounds having a teriary 31-hydroxy group [309] or
“inverted” compounds having a tertiary hydroxy group in the
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Scheme 2. BChl analogs which do not self-assemble.

131-position and a 3-acetyl group [310]:
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by self-assembly was made by generating light-harvesting
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nanostructures with such BChl c (or d) mimics which had
additionally incorporated an energy trap of BChl a type
[75–77]:
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These covalent linked dyads have the BChl a energy
trap (left moiety) bound to the semisynthetic chlorin mimic
(right part) which, having the same functional groups, inserts
itself within the self-assembling antenna formed only from
the right half molecules. The energy absorbed by the self-
assembled chlorins present in large excess (100 to 1) is
efficiently transferred to the bactriochlorin trap. If the cova-
lent linkage is absent there is no energy transfer except
when the two components are confined within liposomes.
This is in accord with the Förster excitation energy transfer
mechanism.
Very recently Balaban et al. could synthesize by different

methods, some of them novel to porphyrin chemistry, the
following porphyrin mimics of BChls which are able to self-
assemble [193]:
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A systematic variation was performed of the positions
where the carbonyl group (either formyl or acetyl) and
the hydroxy group (either as an achiral hydroxymethylene
group or the chiral 1-hydroxyethyl group) are appended onto
the porphyrin ring. The zinc metalated compounds (M =
Zn) self-assemble in nonpolar solvents and their optical
properties can be fine tuned due to variations of the �–
� overlap. Furthermore, by separating the enantiomers of
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the hydroxyethyl substituted compounds by means of chi-
ral HPLC and then inducing these to self-assemble, chi-
ral nanostructures are obtained which are enantiomorphic
having mirror imaged CD spectra. Thus the chirality of
the monomeric building block induces the chirality of the
supramolecular assembly.
Another interesting example, where also crystallographic

proof of the structure could be provided for the self-
assembly combining Zn ligation with simultaneous hydrogen
bonding and �–� interactions, was provided by means of
2-aminopyrimidine groups which were appended in meso-
porphyrinic positions [192]. For the first time a pyrimidine
ligand was found to coordinate the central Zn atom of a
porphyrin, thereby inducing the preferential formation of a
closed tetramer (Fig. 32).
Inside the tetramer two 2-aminopyrimidine groups �-

stack in an offset manner. The other two 2-aminopyrimidine
groups pointing outward are involved in double hydro-
gen bonding (dotted lines) to neighboring tetramers which
appear thus as beads on a hydrogen bonded string. Between
the strands solvent molecules (cyclohexane) interact favor-
ably with the bulky t-butyl groups.
If water molecules complex the central zinc atom within

porphyrins, their ability to serve as hydrogen bond donors is
enhanced. An interesting dimer could be crystallized from
a 10,20-dioxoporphyrin having pendant ester groups whose
carbonyl oxygens serve as the hydrogen bond acceptors
[351].

Assembly of Porphyrinic Nanostructures by Other
Weak Interactions In the absence of other stronger inter-
molecular interactions, even hydrophobic (or dispersive)
forces can be used to assemble nanostructures which can
perform light harvesting. An example was provided by
Kobuke and co-workers who have prepared liposomes as
small unilamellar vesicles of about 30 nm by sonicating
dispersions in water of the following imidazolyl-substituted

Figure 32. Self-assembled tetramer in the crystal. The dotted lines indi-
cate hydrogen bonds to adjacent tetramers.

porphyrins [311]:
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It is also probable that �–� interactions occur within
these micellar assemblies which can include other fluores-
cent molecules such as pyranine. In polar media, in this
case water, no imidazolyl–imidazolyl hydrogen bonding is
expected to occur.
Porphyrin containing nanoparticles having average hydro-

dynamic radii in the 10–70 nm range were recently described
and imaged by AFM [312]. In this case J-aggregates were
formed, which are typical also for other chromophores. For
some representatives examples of J-aggregates see [313–317]
and other references cited therein.

5. CONCLUSIONS: ARTIFICIAL
PHOTOSYNTHESIS—PERSPECTIVES
AND FUTURE GOALS

I have tried to give a broad overview of light-harvesting
both in natural systems and in synthetic systems built by
chemists. The vision is to engineer manmade compounds
into devices capable of photosynthesis (i.e., to be able to
use sunlight, even under low light illumination conditions,
to produce useful energy). Plants and bacteria do this opti-
mally due to evolution which has helped them optimize the
quantum yields of each step involved so that the overall
efficiency is stunning. In artificial photosynthesis the gener-
ated energy form maybe either direct photocurrent, as in
photovoltaic devices, or producing reactive chemical species
which thus store the light energy in a chemical form. Pho-
tocatalytic water splitting is a goal that is actively pursued
by several research groups, both in academia and industry.
The present state-of-the-art silicon based photovoltaic cells,
although they represent a working technology, due to the
high production cost and relatively low photocurrent effi-
ciency (under 15%), have reached an evolutionary plateau
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so that large scale applications are not yet envisageable.
One of the most efficient nonsilicon based solar cell is
the so-called “dry Grätzel cell” which uses nanotechnology
to make an interpenetrating network of mesoporous nano-
crystalline titanium dioxide. This wide band semiconductor
cannot be directly excited by the solar spectrum but can be
photosensitized with a chromophore, initially a ruthenium
(II) bipyridine complex [318]. A hole transporting molecule,
such as a spiro-bis-fluorene derivative, allows the hopping
of electrons from a gold electrode to the dye which, after
photoexcitation and charge separation, has injected an elec-
tron into the conduction band of the TiO2 semiconductor.
Conversion of photons to current occurs with over 30%
efficiency. The interested reader is referred to the excel-
lent reviews by Grätzel et al. describing newer advances
since the “wet Grätzel cell” which was based on electrolytes
[319–321].
Several trials to improve with other light-harvesting chro-

mophores the photosenzitation of titanium dioxide have
been undertaken. These include modified phthalocyanines
[322], aggregated cyanines [323], porphyrins [324], or
other ruthenium pyridyl complexes [325–327]. Sandwich-
type structures were achieved by incorporating different dyes
into zeolites, thus preventing the usual fluorescence quench-
ing due to aggregation effects, and bidirectional cascade-
type energy transfer could be observed [328]. An excellent
review has been very recently published [352].
Newer technologies, based on organic solar cells, although

the working principle has been proven, are still in their
infancy with efficiencies around 3% [329–331]. In this case
however, cheap production costs, as expected from the poly-
mer industry, could be a trade-off for higher photocurrent
yields. Addition of a polythiophene regioregular polymer as
a hole conducting material gives enhanced photocurrents in
organic solid-state cells employing Mg tetraphenylporphyrin
or its free base [332]. Light-harvesting porphyrin-subtituted
polythiophenes which were electropolymerized were inves-
tigated for their performance in both photoelectrochemical
cells and Schottky junction devices [333].
Highly efficient artificial models for the photosyntheti-

cal reaction center have been designed and synthesized,
using amazing chemistry by Sauvage and co-workers. Very
long charge separated states, entering the �s range, can be
obtained with some porphyrinic systems which are mechan-
ically interlocked into catenanes [334–336]. The principles
for the construction of mechanical interlocked compounds
where there are no bonds between electron donors and
acceptors have been reviewed [337].
Finally, the recent achievements of the Arizona resear-

chers led by Devens Gust together with Thomas and Anna
Moore deserve special mention. An artificial reaction center
formed from a tetrathiafulvalene–porphyrin–fullerene triad
was shown to exhibit a very long-lived charge separated
state (660 ns) [338]. In collaboration with the Lindsey group
an efficient artificial photosynthetic antenna–reaction center
covalent hybrid was synthesized and its photophysics were
studied [339].
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This hexad is formed from three peripheral antenna Zn
porphyrins (PZP�3, a central Zn porphyrin (PZC), a free
base porphyrin (P) which acts as an energetic trap, and a
fullerene (C60) as an electron acceptor. Depending on the
substitution pattern of the free base porphyrin which influ-
ences the oxidation potentials and thus the driving force for
generating a charge separated state, very different quantum
yields and lifetimes could be determined. The best perform-
ing hexad has meso-mesityl-groups, being thus a tetraaryl
free base porphyrin and not an octaalkyl one. Light is gath-
ered by the peripheral Zn porphyrins and the energy is
transferred to the central one generating its singlet excited
state (PZP)3–1PZC–P–C60 with a time constant of 50 ps. Part
of this energy is then further trapped by the artificial reac-
tion center part of the hexad generating the (PZP)3–PZC–1P–
C60 state with a time constant of 32 ps. The latter decays
within 25 ps by means of a photoinduced electron transfer
pathway to the fullerene forming thus the primary charge
separated state (PZP�3–PZC–P•+–C•−

60 . This state can also
be accessed (with quantitative quantum yield) by exciting
directly the free base porphyrin P. Secondary, long lived
charge separated states, ((PZP)3–PZC�•+–P–C•−

60 are subse-
quently formed with a rate constant of 2�3× 109 s−1 and an
exceptional lifetime of 240 ns (for the mesityl-substituted P)
and an extremely high quantum yield of 0.86. Almost every
photon which is absorbed leads thus to charge separation
and the long lifetime would in principle make such hex-
ads suitable as components in solar cells or optoelectronic
devices. The overall efficiency is, however, still lower than in
natural photosynthesis which uses much larger antennas for
each reaction center enabling them to harvest light in higher
yields across the entire solar spectrum. Future improvements
reside thus in increasing the size of the artificial antenna.
We have recently presented a biomimetic approach of how
this can be achieved by using synthetic porphyrins which
have been equipped with the same groups that induce self-
assembly as in the chlorosomal antenna [193, 194]. By using
pigments other than porphyrins, with higher extinction coef-
ficients, even better antennas are envisageable. A simple
model exhibiting ultrafast energy transfer from a carotenoid
to a covalently bound chlorin has already been described
[340].
Another recent and interesting application consists of

devising switches for energy and electron transfer. An initial
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porphyrin–spiropyran dyad showed photoswitching ability of
the energy transfer [341]. The spiro[indoline-benzopyran]
moiety (Sp) can be present in a “closed” form which does
not absorb light over 400 nm and upon irradiation in the
near-UV valence tautomerizes to a “ring-opened” merocya-
nine form (Spo) which absorbs strongly in the visible region
(500–700 nm). Reclosure can occur either thermally (slowly
with a time constant of 20 s) or more rapidly by irradiation
into the 600 nm band. Excitation of the porphyrin present
in the merocyanine form produces 1PZn–Spo which decays
to the PZn–1Spo within 130 ps with a quantum yield of 0.93
for the energy transfer. In the closed state, the porphyrins
(either as free base or Zn-metalated) are unperturbed hav-
ing much longer lifetimes. This provided light-activated con-
trol of the porphyrin excited states by means of gated energy
transfer. A more recent photonic switch based on the Irie-
type dithienylethene scaffold [342–344] allowed control of
the photoinduced electron transfer from a porphyrin to a
fullerene [345]:

H

H

H

H

R R

R = H or or

S S

F F

FF

FF

UV

N N

N N N

VIS

S S

F F

FF

FF

N N

N N
COOCH3

H3CO
H3CO

Model compounds where R is H or a tetararylporphyrin
were synthesized besides the active device which has the
fullerene attached to the porphyrin. In the colorless, open
form of the dithienylethene (DTEo), when the porphyrin
is excited the charge separated state DTEo–P•+–C•−

60 is
generated with quantum yield of unity. In contrast, upon
irradiation with UV light and conversion to the closed con-
jugated form (DTEc) the singlet excited state of the por-
phyrin (1P) is quenched by energy transfer to DTEc within
∼2 ps thus inhibiting any electron transfer (quantum yield
of the charge separated state < 0.09) to the fullerene. Irra-
diation with visible light returns the very stable perfluoro-
cyclopentene DTE to its colorless open form DTEo. These
two examples demonstrate that both energy and electron
transfer processes can be photoswitched.
Definite proof that artificial photosynthesis is not only a

dream has been brought forth by combining in a liposomal
construct which mimics the natural photosynthetic mem-
brane, an artificial reaction center assembled into a light
driven proton pump which is used to drive an incorporated
ATP-synthase to fabricate ATP [346]. For an excellent recent
review on mimicking photosynthetic solar energy transduc-
tion see [347]. Very recently, transport of Ca2+ ions against
a thermodynamic gradient was demonstrated to be possible
within a liposomal artificial photosynthetic membrane [348].
We hope that the present chapter might stimulate other

researchers to enter this field and help the established

groups in finding solutions on improving artificial light har-
vesting and energy conversion. Paraphrasing Richard Feyn-
mann with his famous phrase “there is plenty of room at the
bottom,” which has forecasted the boom in nanoscience and
nanotechnology, we can say that “there is plenty of room
for perfecting artificial photosynthesis” from the current sta-
tus to what Nature has achieved through evolution. Even
imperfect solutions might become economically viable.

GLOSSARY
Antenna A collection of natural or artificial molecules
capable of absorption of electromagnetic radiation.
Blueshift Shift of the absorption maximum towards shorter
wavelengths (i.e., to higher energy), also called hypsochromic
shift.
Catenane Bi- or polycyclic molecular species which has
mechanically interlocked parts, similarly to the rings within
a chain.
Chlorosome Light-harvesting organelle of green photosyn-
thetic bacteria Chlorobiineae and Chloroflexaceae appended
on the inner side of the cytoplasmic membrane.
Dendrimer Monodisperse, usually highly branched, cova-
lent molecular species formed by a repetitive sequence of
chemical reactions which enable the transformation of one
generation (Gn) into the next one (Gn+1).
Electron transfer (eT) A process by which an electron
from a donor molecule is passed to an orbital of an acceptor
molecule. If the process is activated by light one speaks of
photoinduced eT.
Energy trap A pigment, or collection of pigment
molecules (e.g. dimers) that can collect the energy from a
light-harvesting apparatus, similarly to the focal point of
a parabolic antenna or an optical lens. Usually, but not
necessarily, the energetic traps are the most redshifted
antenna pigments.
Excitation energy transfer (EET) A process by which the
energy of a photon which brings one chromophore to it’s
(usually singlet) excited state can be passed to another
(usually adjacent) chromophore. Thereby the donor chro-
mophore relaxes to the ground state while the acceptor chro-
mophore becomes excited, becoming thus a potential new
energy donor chromophore. The EET and can occur by dif-
ferent mechanisms: Förster (or dipolar) EET operates over
a long range (1 to 8, or even 10 nm) between weakly coupled
chromophores while the Dexter (or exchange) EET mech-
anism operates between strongly coupled chromophores, at
short distances, and is actually a double electron transfer
process.
Exciton An electron-hole pair which can be tightly cou-
pled and residing in a confined portion of space (Frenkel
exciton) or can be delocalized over larger regions (Wannier–
Mott exciton).
Nanostructure Molecular, supramolecular, or ensemble of
species with dimensions between 1 and 100 nm which has
distinct properties as its components and which usually ful-
fills a specific function.
Reaction center Complex of molecules which after receiv-
ing the excitation energy from an energetic trap (which may
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or not be part of the reaction center itself) is capable of
charge separation (i.e., formation of an exciton) and of stabi-
lizing it through subsequent electron transfer steps. If charge
recombination is inhibited so that the exciton is sufficiently
long-lived, it can be transformed into biochemical, electro-
chemical, or a photovoltaic potential.
Redshift Shift of the absorption maximum towards longer
wavelengths (i.e. to lower energy), also called bathochromic
shift.
Recognition groups Chemical groups, usually having com-
plementary supramolecular binding sites, which decorate
tectons in view of inducing self-assembly.
Self-assembly An enthalpy driven process, usually associ-
ated with an entropic loss, by which a supramolecular species
is formed.
Supramolecular species A discrete ensemble of tectons
which are held together by noncovalent interactions such
as: ion pairing (or salt bridges), metal chelation, hydrogen
bonding, �–� interactions, hydrophobic or dispersive forces.
Tecton Molecular entity (or brick) programmed for self-
assembly, i.e., which stores within it’s molecular architecture
the information needed to construct supramolecular species.
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101. X. Hu, A. Damjanović, T. Ritz, and K. Schulten, Proc. Natl. Acad.

Sci. USA 95, 5935 (1998).
102. J. L. Herek, W. Wohlleben, R. J. Cogdell, D. Zeidler, and

M. Motzkus, Nature 417, 533 (2002).
103. K. McLuskey, S. M. Prince, R. J. Cogdell, and N. Isaacs, Biochem-

istry 40, 8783 (2001)
104. W. Jentzen, M. C. Simpson, J. D. Hobbs, X. Song, T. Ema, N. Y.

Nelson, C. J. Medforth, K. M. Smith, M. Veyrat, M. Mazzanti,
R. Ramasseul, J.-C. Marchon, T. Takeuchi, W. A. I. Goddard, and
J. A. Shelnutt, J. Am. Chem. Soc. 117, 11085 (1995).

105. X.-Z. Song, W. Jentzen, S.-L. Jia, L. Jaquinod, D. J. Nurco, C. J.
Medforth, K. M. Smith, and J. A. Shelnutt, J. Am. Chem. Soc. 118,
12975 (1996).

106. W. Jentzen, X.-Z. Song, and J. A. Shelnutt, J. Phys. Chem. B 101,
1684 (1997).

107. C. M. Drain, S. Gentemann, J. A. Roberts, N. Y. Nelson, C. J.
Medforth, S. Jia, M. C. Simpson, K. M. Smith, J. Fajer, J. A. Shel-
nutt, and D. Holten, J. Am. Chem. Soc. 120, 3781 (1998).

108. R. E. Haddad, S. Gazeau, J. Pécaut, J.-C. Marchon, C. J.
Medforth, and J. A. Shelnutt, J. Am. Chem. Soc. 125, 1253 (2003).

109. S. Ollerich, M. Ketelaars, J.-M. Segura, G. Margis, W. de Ruijter,
J. Köhler, J. Schmidt, and T. J. Aartsma, Single. Mol. 3, 319 (2002).

110. S. Karasch, P. A. Bullough, and R. Ghosh, EMBO J. 14, 631 (1995).
111. M. N. Paddon-Row, in “Stimulating Concepts in Chemistry”

(F. Vögtle, J. Stoddart, and M. Shibasaki, Eds.), p. 267. Wiley–
VCH, Weinheim, 2000.

112. E. Hofmann, P. M. Wrench, F. P. Sharples, R. G. Hiller, W. Welte,
and K. Diederichs, Science 272, 1788 (1996).



556 Light-Harvesting Nanostructures

113. W. Kühlbrandt, D. N. Wang, and Y. Fujiyoshi, Nature 367, 614
(1994).

114. R. Bassi, R. Croce, D. Cugini, and D. Sandonà, Proc. Natl. Acad.
Sci. USA 96, 10056 (1999).

115. R. Croce, R. Remelli, C. Varotto, J. Breton, and R. Bassi, FEBS
Lett. 456, 1 (1999).

116. R. Croce, S. Weiss, and R. Bassi, J. Biol. Chem. 274, 29613 (1999).
117. R. Croce, M. G. Müller, R. Bassi, and A. R. Holzwarth, Biophys.

J. 80, 901 (2001).
118. J. P. Connelly, M. G. Müller, R. Bassi, R. Croce, and A. R.

Holzwarth, Biochemistry 36, 281 (1997).
119. R. Simonetto, M. Crimi, D. Sandonà, R. Croce, G. Cinque, J. Bre-

ton, and R. Bassi, Biochemistry 38, 12974 (1999).
120. H. Wolf-Klein, C. Kohl, K. Müllen, and H. Paulsen, Angew. Chem.

Int. Ed. 41, 3378 (2002).
121. S. Hobe, S. Prytulla, W. Kühlbrandt, and H. Paulsen, EMBO J. 13,

3423 (1994).
122. K. Kosemund, I. Geiger, and H. Paulsen, Eur. J. Biochem. 267,

1138 (2000).
123. U. Gerken, H. Wolf-Klein, C. Huschenbett, B. Götze, S. Schuler,

F. Jelezko, J. Wrachtrup, and H. Paulsen, Single. Mol. 3, 183 (2002).
124. F. Vögtle, M. Frank, M. Nieger, P. Belser, A. von Zelewsky,

V. Balzani, F. Barigelletti, L. De Cola, and L. Flamigni, Angew.
Chem. Int. Ed. Engl. 32, 1643 (1993).

125. M. G. H. Vicente, L. Jaquinod, and K. M. Smith, Chem. Commun.
1771 (1999).

126. A. K. Burrell, D. L. Officer, P. G. Plieger, and D. C. W. Reid,
Chem. Rev. 101, 2751 (2001).

127. R. L. Brookfield, H. Ellul, A. Harriman, and G. Porter, J. Chem.
Soc., Faraday Trans. 2 82, 219 (1986).

128. D. Gust, T. A. Moore, A. L. Moore, F. Gao, D. Luttrull, J. M.
DeGraziano, X. C. Ma, L. R. Makings, S.-J. Lee, T. T. Trier, E. Bit-
tersmann, G. R. Seely, S. Woodward, R. V. Bensasson, M. Rougée,
F. C. De Schryver, and M. Van der Auweraer, J. Am. Chem. Soc.
113, 3638 (1991).

129. D. Gust, T. A. Moore, and A. L. Moore, Acc. Chem. Res. 26, 198
(1993).

130. J. Wendler and A. R. Holzwarth, Biophys. J. 52, 717 (1987).
131. R. A. Marcus, J. Chem. Phys. 24, 966 (1956).
132. R. W. Wagner, T. E. Johnson, and J. S. Lindsey, J. Am. Chem. Soc.

118, 11166 (1996).
133. J.-S. Hsiao, B. P. Krueger, R. W. Wagner, T. E. Johnson, J. K.

Delaney, D. C. Mauzerall, G. R. Fleming, J. S. Lindsey, D. F.
Bocian, and R. J. Donohoe, J. Am. Chem. Soc. 118, 11181 (1996).

134. J. Seth, V. Palaniappan, R. W. Wagner, T. E. Johnson, J. S. Lindsey,
and D. F. Bocian, J. Am. Chem. Soc. 118, 11194 (1996).

135. F. Li, S. I. Yang, Y. Ciringh, J. Seth, C. H. Martin, III, D. L. Singh,
D. Kim, R. R. Birge, D. F. Bocian, D. Holten, and J. S. Lindsey,
J. Am. Chem. Soc. 120, 10001 (1998).

136. J. Li, A. Ambroise, S. I. Yang, J. R. Diers, J. Seth, C. R. Wack,
D. F. Bocian, D. Holten, and J. S. Lindsey, J. Am. Chem. Soc. 121,
8927 (1999).

137. P. G. Van Patten, A. P. Shreve, J. L. Lindsey, and R. J. Donohoe,
J. Chem. Phys. B 102, 4209 (1998).

138. D. Holten, D. F. Bocian, and J. L. Lindsey, Acc. Chem. Res. 35, 57
(2002).

139. J. L. Lindsey, H. C. Hsu, and I. C. Schreiman, Tetrahedron Lett.
27, 4969 (1986).

140. J. L. Lindsey, I. C. Schreiman, H. C. Hsu, P. C. Kearney, and A. M.
Marguerettaz, J. Org. Chem. 52, 827 (1987).

141. J. L. Lindsey, S. Prathapan, T. E. Johnson, and R. W. Wagner,
Tetrahedron 50, 8941 (1994).

142. C.-H. Lee and J. L. Lindsey, Tetrahedron 50, 11427 (1994).
143. B. J. Littler, M. A. Miller, C.-H. Hung, R. W. Wagner, D. F.

O’Shea, P. D. Boyle, and J. S. Lindsey, J. Org. Chem. 64, 1391
(1999).

144. P. D. Rao, S. Dhanalekshmi, B. J. Littler, and J. S. Lindsey, J. Org.
Chem. 65, 7323 (2000).

145. D. T. Gryko, C. Clausen, and J. S. Lindsey, J. Org. Chem. 64, 8635
(1999).

146. A. Osuka, N. Tanabe, S. Kawabata, I. Yamazaki, and Y. Nishimura,
J. Org. Chem. 60, 7177 (1995).

147. A. Ambroise, J. Li, L. Yu, and J. S. Lindesy, Org. Lett. 2, 2563
(2000).

148. R. W. Wagner and J. S. Lindsey, J. Am. Chem. Soc. 116, 9759
(1994).

149. M. A. Miller, R. K. Lammi, S. Prathapan, D. Holten, and J. S.
Lindsey, J. Org. Chem. 65, 6634 (2000).

150. J. Li, J. R. Diers, J. Seth, S. I. Yang, D. F. Bocian, D. Holten, and
J. S. Lindsey, J. Org. Chem. 64, 9090 (1999).

151. O. Mongin, A. Schuwey, M.-A. Vallot, and A. Gossauer, Tetrahe-
dron Lett. 40, 8347 (1999).

152. P. Brodard, S. Matzinger, E. Vauthey, O. Mongin, C. Papamicael,
and A. Gossauer, J. Phys. Chem. A 103, 5858 (1999).

153. O. Mongin, N. Hoyler, and A. Gossauer, Eur. J. Org. Chem. 1193
(2000).

154. G. L. Closs, D. Piotrowak, J. MacInnis, and G. R. Fleming, J. Am.
Chem. Soc. 110, 2652 (1998).

155. R. C. Jagessar and J. M. Tour, Org. Lett. 2, 111 (2000).
156. J. M. Tour, A. M. Rawlett, M. Kozaki, Y. Yao, R. C. Jagessar,

S. M. Dirk, M. A. Reed, C.-W. Zhou, J. Chen, W. Wang, and
I. Campbell, Chem. Eur. J. 7, 5118 (2001).

157. L. Giribabu, A. A. Kumar, V. Neeraja, and B. G. Maya, Angew.
Chem. Int. Ed. 40, 3621 (2001).

158. A. Nakano, H. Shimidzu, and A. Osuka, Tetrahedron Lett. 39, 9489
(1998).

159. A. Nakano, A. Osuka, I. Yamazaki, T. Yamazaki, and Y. Nishimura,
Angew. Chem. Int. Ed. 37, 3023 (1998).

160. N. Yoshida, N. Aratani, and A. Osuka, Chem. Commun. 197
(2000).

161. N. Aratani, A. Osuka, Y. H. Kim, D. H. Jeong, and D. Kim, Angew.
Chem. Int. Ed. 39, 1458 (2000).

162. H. S. Cho, N. W. Song, Y. H. Kim, S. C. Jeoung, S. Hahn, D. Kim,
S. Kim, N. Yoshida, and A. Osuka, J. Phys. Chem. A 104, 3287
(2000).

163. Y. H. Kim, D. H. Jeong, D. Kim, S. C. Jeoung, H. S. Cho, S. K.
Kim, N. Aratani, and A. Osuka, J. Am. Chem. Soc. 123, 76 (2001).

164. A. A. Bhuiyan, J. Seth, N. Yoshida, A. Osuka, and D. F. Bocian,
J. Phys. Chem. B 104, 10757 (2000).

165. M. Kasha, Radiat. Res. 20, 55 (1963).
166. M. Kasha, H. R. Rawls, and M. A. El-Bayoumi, Pure Appl. Chem.

11, 371 (1965).
167. R. M. Pearlstein, in “Photosynthesis: Energy Conversion by Plants

and Bacteria” (Govindjee, Ed.), Vol. I, pp. 293–330. Academic
Press, New York, 1982.

168. A. S. Davydov, “Theory of Molecular Excitons.” Plenum,
New York, 1971.

169. A. Tsuda and A. Osuka, Science 293, 79 (2001).
170. S. G. DiMagno, V. S. Y. Lin, and M. J. Therien, J. Org. Chem. 58,

5983 (1993).
171. V. S.-Y. Lin, S. G. DiMagno, and M. J. Therien, Science 264, 1105

(1994).
172. V. S.-Y. Lin and M. J. Therien, Chem. Eur. J. 1, 645 (1995).
173. J. T. Fletcher and M. J. Therien, J. Am. Chem. Soc. 124, 4298

(2002).
174. S. Anderson, H. L. Anderson, and J. K. M. Sanders, J. Chem. Soc.

Perkin Trans. 1 2247 (1995).
175. G. S. Wilson and H. L. Anderson, Synlett. 1039 (1996).
176. P. N. Taylor, J. Huuskonen, G. Rumbles, R. T. Aplin, E. Williams,

and H. L. Anderson, Chem. Commun. 909 (1998).
177. J. J. Piet, P. N. Taylor, H. L. Anderson, A. Osuka, and J. M. War-

man, J. Am. Chem. Soc. 122, 1749 (2000).



Light-Harvesting Nanostructures 557

178. J. J. Piet, P. N. Taylor, B. R. Wegewijs, H. L. Anderson, A. Osuka,
and J. M. Warman, J. Phys. Chem. 105, 97 (2001).

179. T. E. O. Screen, I. M. Blake, L. H. rees, W. Clegg, S. J. Borwick,
and H. L. Anderson, J. Chem. Soc. Perkin Trans. 1 320 (2002).

180. H. L. Anderson, Chem. Commun. 2323 (1999).
181. N. Bampos, C. N. Woodburn, M. E. Welland, and J. K. M. Sanders,

Angew. Chem. Int. Ed. 38, 2780 (1999).
182. J. J. Piet, J. M. Warman, and H. L. Anderson, Chem. Phys. Lett.

266, 70 (1997).
183. J. Frenkel, Phys. Rev. 37, 1276 (1931).
184. G. H. Wannier, Phys. Rev. 52, 191 (1937).
185. N. F. Mott, Trans. Faraday Soc. 34, 500 (1938).
186. K. Okuyama, M. C. R. Cockett, and K. Kimura, J. Chem. Phys. 97,

1649 (1992).
187. M. J. Crossley and P. L. Burn, J. Chem. Soc. Chem. Commun. 39

(1987).
188. M. J. Crossley and P. L. Burn, J. Chem. Soc. Chem. Commun. 1569

(1991).
189. J. R. Reimers, T. X. Lü, M. J. Crossley, and N. S. Hush, Nano-

technology 7, 424 (1996).
190. T. A. Jung, R. R. Schlittler, and J. K. Gimzewski, Nature 386, 696

(1997).
191. J. K. Gimzewski and C. Joachim, Science 283, 1683 (1999).
192. T. S. Balaban, R. Goddard, M. Linke-Schaetzel, and J.-M. Lehn,

J. Am. Chem. Soc. 125, 4233 (2003).
193. T. S. Balaban, A. Bhise, M. Linke-Schaetzel, C. Roussel, and

N. Vanthuyne, Angew. Chem. Int. Ed. 42, 2140 (2003).
194. T. S. Balaban, M. Linke-Shaetzel, A. D. Bhise, N. Vanthuyne, and

C. Roussel, submitted for publication.
195. T. S. Balaban, A. Eichhöfer, and J.-M. Lehn, Eur. J. Org. Chem.

4047 (2000).
196. H. L. Anderson, Angew. Chem. Int. Ed. 39, 2451 (2000).
197. K. Sugiura, H. Tanaka, T. Matsumoto, T. Kawai, and Y. Sakata,

Chem. Lett. 1193 (1999).
198. K. Sugiura, Y. Fujimoto, and Y. Sakata, Chem. Commun. 1105

(2000).
199. G. Hungerford, M. Van der Auweraer, J.-C. Chambron, V. Heitz,

J.-P. Sauvage, J.-L. Pierre, and D. Zurita, Chem. Eur. J. 5, 2089
(1999).

200. M. S. Vollmer, F. Würthner, F. Effenberger, P. Emele, D. U.
Meyer, T. Stümpfig, H. Port, and H. C. Wolf, Chem. Eur. J. 4, 260
(1998).

201. K. Arnold, T. S. Balaban, M. N. Blom, O. T. Ehrler, S. Gilb,
O. Hampe. J. E. van Lier, J. M. Weber, and M. M. Kappes, J. Phys.
Chem. A 107, 794 (2003).

202. W. A. Nevin, W. Liu, S. Greenberg, M. R. Hemstead, S. M. Mar-
cuccio, M. Melnik, C. C. Leznoff, and A. B. P. Lever, Inorg. Chem.
26, 891 (1987).

203. W. Liu, M. R. Hempstead, W. A. Nevin, M. Melnik, A. B. P. Lever,
and C. C. Leznoff, J. Chem. Soc. Dalton Trans. 2511 (1987).

204. W. A. Nevin, M. R. Hemstead, W. Liu, C. C. Leznoff, and A. B. P.
Lever, Inorg. Chem. 26, 570 (1987).

205. M. R. Hemstead, C. C. Leznoff, and A. B. P. Lever, Can. J. Chem.
65, 2677 (1987).

206. J. Li and J. S. Lindsey, J. Org. Chem. 64, 9101 (1999).
207. M. A. Miller, R. K. Lammi, S. Prathapan, D. Holten, and J. S.

Lindsey, J. Org. Chem. 65, 6634 (2000).
208. E. M. Maya, P. Vázquez, and T. Torres, Chem. Eur. J. 5, 2004

(1999).
209. E. M. Maya, P. Vázquez, T. Torres, L. Gobbi, F. Diederich, S. Pyo,

and L. Echegoyen, J. Org. Chem. 65, 823 (2000).
210. T.-H. Tran-Thi, Coord. Chem. Rev. 160, 53 (1997).
211. T. Norsten and N. Branda, J. Chem. Soc. Chem. Commun. 1257

(1998).
212. C. J. Hawker, K. L. Wooley, and J. M. J. Fréchet, J. Am. Chem.

Soc. 115, 4375 (1993).

213. C. Devadoss, P. Bharathi, and J. S. Moore, Angew. Chem. Int. Ed.
36, 1633 (1997).

214. C. Devadoss, P. Bharathi, and J. S. Moore, J. Am. Chem. Soc. 118,
9635 (1996).

215. M. R. Shortreed, S. F. Swallen, Z.-Y. Shi, W. Tan, Z. Xu, C. Deva-
doss, J. S. Moore, and R. Kopelman, J. Phys. Chem. B 101, 6318
(1997).

216. J. S. Melinger, Y. Pan, V. D. Kleiman, Z. Peng, B. L. Davis,
D. McMorrow, and M. Lu, J. Am. Chem. Soc. 124, 12002 (2002).

217. P.-W. Wang, Y.-J. Liu, C. Devadoss, P. Bahrathi, and J. S. Moore,
Adv. Mater. 8, 237 (1996).

218. S. C. Koene, A. W. Freeman, K. A. Killeen, J. M. J. Fréchet, and
M. E. Thompson, Polym. Mater. Sci. Eng. 80, 238 (1999).

219. A. W. Freeman, S. C. Koene, P. R. L. Malenfant, M. E. Thompson,
and J. M. J. Fréchet, J. Am. Chem. Soc. 122, 12385 (2000).

220. D.-L. Jiang and T. Aida, J. Am. Chem. Soc. 120, 10895 (1998).
221. M. Kimura, T. Shiba, T. Muto, K. Hanabusa, and H. Shirai, Macro-

molecules 32, 8237 (1999).
222. D.-L. Jiang and T. Aida, Nature 388, 454 (1998).
223. R. Ballardini, B. Colonna, M. T. Gandolfi, S. A. Kalovidouris,

L. Orzzel, F. M. Raymo, and J. F. Stoddart, Eur. J. Org. Chem. 288
(2003).

224. P. Bhyrappa, G. Vaijayanthimala, and K. S. Suslick, J. Am. Chem.
Soc. 121, 262 (1999).

225. P. J. Dandliker, F. Diederich, J.-P. Gisselbrecht, A. Louati, and
M. Gross, Angew. Chem. Int. Ed. Engl. 34, 2725 (1995).

226. L. Merz, J. Hitz, U. Hubler, P. Weyermann, F. Diederich, P. Murer,
D. Seebach, I. Widmer, M. Stöhr, H.-J. Güntherodt, and B. A.
Hermann, Single Mol. 3, 295 (2002).

227. M. Kimura, Y. Sugihara, T. Muto, K. Hanabusa, H. Shirai, and
N. Kobayashi, Chem. Eur. J. 5, 3495 (1999).

228. A. Adronov, S. L. Gilat, J. M. J. Fréchet, K. Ohta, F. V. R.
Neuwahl, and G. R. Fleming, J. Am. Chem. Soc. 122, 1175 (2000).

229. A. Adronov and J. M. J. Fréchet, Chem. Commun. 1701 (2000).
230. S. Hecht and J. M. J. Fréchet, Angew. Chem. Int. Ed. 40, 74 (2001).
231. L. F. Lee, A. Andronov, R. D. Schaller, J. M. J. Fréchet, and R. J.

Sakally, J. Am. Chem. Soc. 125, 536 (2003).
232. J. M. Serin, D. W. Brousmiche, and J. M. J. Fréchet, J. Am. Chem.

Soc. 124, 11848 (2002).
233. L. A. J. Chrisstoffels, A. Andronov, and J. M. J. Fréchet, Angew.

Chem. Int. Ed. 39, 2163 (2000).
234. S. Campagna, G. Denti, S. Serroni, A. Juris, M. Venturi, V. Rice-

vuto, and V. Balzani, Chem. Eur. J. 1, 211 (1995).
235. J. Issberner, F. Vögtle, L. De Cola, and V. Balzani, Chem. Eur. J.

3, 706 (1997).
236. F. Vögtle, M. Plevoets, M. Nieger, G. C. Azzellini, A. Credi, L.

De Cola, V. De Marchis, M. Venturi, and V. Balzani, J. Am. Chem.
Soc. 121, 6290 (1999).

237. U. Hahn, M. Gorka, F. Vögtle, V. Vicinelli, P. Ceroni, M. Maestri,
and V. Balzani, Angew. Chem. Int. Ed. 41, 3595 (2002).

238. T. Gensch, J. Hofkens, A. Herrmann, K. Tsuda, W. Verheijen,
T. Vosch, T. Christ, T. Basché, K. Müllen, and F. C. De Schryver,
Angew. Chem. Int. Ed. 38, 3752 (1999).

239. J. Hofkens, M. Maus, T. Gensch, T. Vosch, M. Cotlet, F. Köhn,
A. Herrmann, K. Müllen, and F. De Schryver, J. Am. Chem. Soc.
122, 9278 (2000).

240. M. A. Bopp, Y. W. Jia, L. Q. Li, R. J. Cogdell, and R. M.
Hochstrasser, Proc. Natl. Acad. Sci. USA 94, 10630 (1997).

241. M. A. Bopp, A. Sytnik, T. D. Howard, R. J. Cogdell, and R. M.
Hochstrasser, Proc. Natl. Acad. Sci. USA 96, 11271 (1999).

242. T. Weil, E. Reuther, and K. Müllen, Angew. Chem. Int. Ed. 41,
1900 (2002).

243. D. S. Lawrence, T. Jiang, and M. Levett, Chem. Rev. 95, 2229
(1995).

244. P. R. Ashton, R. A. Bissell, D. Philp, N. Spencer, and J. F. Stod-
dart, in “Supramolecular Chemistry” (V. Balzani and L. de Cola,
Eds.), p. 1. Kluwer Academic, Dordrecht, 1992.



558 Light-Harvesting Nanostructures

245. D. B. Amabilino and J. F. Stoddart, Chem. Rev. 95, 2725 (1995).
246. D. Philp and J. F. Stoddart, Angew. Chem. Int. Ed. Engl. 35, 1154

(1996).
247. R. E. Gillard, F. M. Raymo, and J. F. Stoddart, Chem. Eur. J. 3,

1933 (1997).
248. D. N. Reinhoudt, J. F. Stoddart, and R. Ungaro, Chem. Eur. J. 4,

1349 (1998).
249. M. D. Ward, Chem. Soc. Rev. 26, 365 (1997).
250. V. Balzani, M. Gómez-López, and J. F. Stoddart, Acc. Chem. Res.

31, 405 (1998).
251. V. Balzani, A. Credi, F. M. Raymo, and J. F. Stoddart, Angew.

Chem. Int. Ed. 39, 3349 (2000).
252. G. Blondeel, A. Harriman, G. Porter, and A. Wilowska, J. Chem.

Soc. Faraday Trans. 2 80, 867 (1984).
253. M. Gubelmann, A. Harriman, J.-M. Lehn, and J. Sessler, J. Chem.

Soc. Chem. Commun. 77 (1988).
254. B. Valeur, “Molecular Fluorescence Principles and Applications.”

Wiley–VCH, Weinheim, 2002.
255. M. N. Berberan-Santos, J. Canceill, J.-C. Brochon, L. Jullien, J.-M.

Lehn, J. Pouget, P. Tauc, and B. Valeur, J. Am. Chem. Soc. 114,
6427 (1992).

256. M. N. Berberan-Santos, J. Pouget, B. Valeur, J. Canceill, L. Jullien,
and J.-M. Lehn, J. Phys. Chem. 97, 11376 (1993).

257. L. Jullien, J. Canceill, B. Valeur, E. Bardez, and J.-M. Lehn,
Angew. Chem. Int. Ed. Engl. 33, 2438 (1994).

258. M. N. Berberan-Santos, J. Canceill, E. Gratton, L. Jullien, J.-M.
Lehn, P. So, J. Sutin, and B. Valeur, J. Chem. Phys. 100, 15 (1996).

259. L. Jullien, J. Canceill, B. Valeur, E. Bardez, J.-P. Lefèvre, J.-M.
Lehn, V. Marchi-Artzner, and R. Pansu, J. Am. Chem. Soc. 118,
5432 (1996).

260. “The Porphyrin Handbook” (K. M. Kadish, K. M. Smith, and
R. Guillard, Eds.). Academic Press, New York, 2000.

261. A. K. Burrell, B. M. Jones, S. B. Hall, D. L. Officer, D. C. W.
Reid, and K. Y. Wild, J. Incl. Phenom. Macrocycl. Chem. 35, 185
(1999).

262. C. M. Drain and J.-M. Lehn, J. Chem. Soc. Chem. Commun. 2313
(1994).

263. C. M. Drain, F. Nifiatis, A. Vasenko, and J. D. Batteas, Angew.
Chem. Int. Ed. Engl. 37, 2344 (1998).

264. J. Foekema, A. P. H. J. Schenning, D. M. Vriezema, F. B. G. Ben-
neker, K. Norgaard, J. K. M. Kroon, T. Bjornholm, M. C. Feiters,
A. E. Rowan, and R. J. M. Nolte, J. Phys. Org. Chem. 14, 501
(2001).

265. D.-J. Qian, C. Nakamura, and J. Miyake, Chem. Commun. 2312
(2001).

266. J. E. Redman, N. Feeder, S. J. Teat, and K. M. Sanders, Inorg.
Chem. 40, 2486 (2001).

267. E. Iengo, B. Milani, E. Zangrando, S. Geremia, and E. Alessio,
Angew. Chem. Int. Ed. Engl. 39, 1096 (2000).

268. A. Prodi, M. T. Indelli, C. J. Klverlaan, F. Scandola, E. Alessio,
T. Gianferrara, and L. G. Marzilli, Chem. Eur. J. 5, 2668 (1999).

269. G. S. Wilson and H. L. Anderson, Chem. Commun. 1539 (1999).
270. S. Rucareanu, O. Mongin, A. Schuwey, N. Hoyler, and A. Gos-

sauer, J. Org. Chem. 66, 4973 (2001).
271. L. Ulmer, J. Mattay, H. G. Torres-Garcia, and H. Luftmann, Eur.

J. Mass Spectrom. 6 849 (2000).
272. C. A. Hunter and R. K. Hyde, Angew. Chem. Int. Ed. Engl. 35,

1936 (1996).
273. R. A. Haycock, A. Yartsev, U. Michelsen, V. Sundstrom, and C. A.

Hunter, Angew. Chem. Int. Ed. 396, 3616 (2000).
274. C. A. Hunter and L. D. Sarson, Angew. Chem Int. Ed. Engl. 34,

2424 (1995).
275. X. Chi, A. J. Guerin, R. A. Haycock, C. A. Hunter, and L. D.

Sarson, J. Chem. Soc. Chem. Commun. 2567 (1995).
276. R. A. Haycock, C. A. Hunter, D. A. James, U. Michelsen, and

L. R. Sutton, Org. Lett. 2, 2435 (2000).

277. J. Fan, J. A. Whiteford, B. Olenyuk, M. D. Levin, P. J. Stang, and
E. B. Fleischer, J. Am. Chem. Soc. 121, 2741 (1999).

278. M. C. Lensen, M. Castriciano, R. G. E. Coumans, J. Foekema,
A. E. Rowan, L. M. Scolaro, and R. J. M. Nolte, Tetrahedron Lett.
43, 9351 (2002).

279. R. F. Pasternack, C. Bustamante, P. J. Collings, A. Giannetto, and
E. J. Gibbs, J. Am. Chem. Soc. 115, 5393 (1993).

280. R. F. Pasternack and P. J. Collings, Science 269, 935 (1995).
281. J. C. de Paula, J. H. Robblee, and R. F. Pasternack, Biophys. J. 68,

335 (1995).
282. P. J. Collings, E. J. Gibbs, T. E. Starr, O. Vafek, C. Yee, L. A.

Pomerance, and R. F. Pasternack, J. Chem. Phys. B 103, 8474
(1999).

283. A. P. H. J. Schenning, F. B. G. Benneker, H. P. M. Geurts, X. Y.
Liu, and R. J. M. Nolte, J. Am. Chem. Soc. 118, 8549 (1996).

284. H. A. M. Biemans, A. E. Rowan, A. Verhoeven, P. Vanoppen,
L. Latterini, J. Foekema, A. Schenning, E. W. Meijer, F. C. de
Schryver, and R. J. M. Nolte, J. Am. Chem. Soc. 120, 11054
(1998).

285. A. V. Chernook, U. Rempel, C. von Borczyskowski, A. M. Shulga,
and E. I. Zenkevich, Chem. Phys. Lett. 254, 229 (1996).

286. E. I. Zenkevich, S. M. Bachilo, A. M. Shulga, U. Rempel,
A. Willert, and C. von Borczyskowski, Mol. Cryst. Liq. Cryst. 324,
169 (1998).

287. E. I. Zenkevich, A. M. Shulga, U. Rempel, J. von Richthofen, and
C. von Borczyskowski, J. Lumin. 76&77, 354 (1998).

288. A. Willert, S. Bachilo, U. Rempel, A. Shulga, E. Zenkevich, and
C. von Borczyskowski, J. Photochem. Photobiol. A 126, 99 (1999).

289. E. I. Zenkevich and C. von Borczyskowski, in “Handbook of Poly-
electrolites and Their Applications” (S. K. Tripathy, J. Kumar, and
S. Nalwa, Eds.). American Scientific, Los Angeles, 2002.

290. N. Fujita, K. Biradha, M. Fujita, S. Sakamoto, and K. Yamaguchi,
Angew. Chem. Int. Ed. 40, 1718 (2001).

291. K. Ogawa and Y. Kobuke, Angew. Chem. Int. Ed. 39, 4071 (2000).
292. K. Ogawa, T. Zhang, K. Yoshihara, and Y. Kobuke, J. Am. Chem.

Soc. 124, 22 (2002)
293. H. Shinmori, Y. Yasuda, and A. Osuka, Eur. J. Org. Chem. 1197

(2002).
294. M. Kondo, Y. Kimura, K. Wada, T. Mizutani, Y. Ito, and S. Kita-

gawa, Chem. Lett. 818 (2000).
295. Y. He, T. Ye, and E. Borguet, J. Am. Chem. Soc. 124, 11964 (2002).
296. A. Harriman, D. J. Magda, and J. L. Sessler, J. Chem. Soc. Chem.

Commun. 345 (1991).
297. A. Harriman, D. J. Magda, and J. L. Sessler, J. Phys. Chem. 95,

1530 (1991).
298. C. M. Drain, R. Fischer, E. G. Nolen, and J.-M. Lehn, J. Chem.

Soc. Chem. Commun. 243 (1993).
299. C. M. Drain, K. C. Russell, and J.-M. Lehn, Chem. Commun. 337

(1996).
300. X. Shi, K. M. Barkigia, J. Fajer, and C. M. Drain, J. Org. Chem.

66, 6513 (2001).
301. C. Fouquey, J.-M. Lehn, and A.-M. Levelut, Adv. Mater. 2, 254

(1990).
302. A. D. Bond, N. Feeder, J. E. Redman, S. J. Teat, and J. K. M.

Sanders, Cryst. Growth Design 2, 27 (2002).
303. K. M. Barkigia, D. Melamed, R. M. Sweet, K. M. Smith, and

J. Fajer, Spectrochim. Acta A 53A, 463 (1997).
304. A. Jesorka, T. S. Balaban, A. R. Holzwarth, and K. Schaffner,

Angew. Chem. Int. Ed. Engl. 35, 2861 (1996).
305. T. S. Balaban, H. Tamiaki, A. R. Holzwarth, and K. Schaffner,

J. Phys. Chem. B 101, 3424 (1997).
306. H. Tamiaki, T. Miyatake, and R. Tanikaga, Tetrahedron Lett. 38,

267 (1997).
307. H. Tamiaki, M. Kouraba, K. Takeda, S. Kondo, and R. Tanikaga,

Tetrahedron Asym. 9, 2101 (1998).
308. S. Yagai and H. Tamiaki, J. Chem. Soc. Perkin Trans. 1 3135 (2001).



Light-Harvesting Nanostructures 559

309. S. Yagai, T. Miyatake, Y. Shimono, and H. Tamiaki, Photochem.
Photobiol. 73, 153 (2001).

310. S. Yagai, T. Miyatake, and H. Tamiaki, J. Org. Chem. 67, 49 (2002).
311. N. Nagata, S.-I. Kugimiya, and Y. Kobuke, Chem. Commun. 689

(2001).
312. X. Gong, T. Milic, C. Xu, J. D. Batteas, and C. M. Drain, J. Am.

Chem. Soc. 124, 14290 (2002).
313. L. Dähne, J. Am. Chem. Soc. 117, 12855 (1995).
314. U. De Rossi, S. Dähne, C. J. Meskers, and P. J. M. Dekkers, Angew.

Chem. Int. Ed. Engl. 35, 760 (1996).
315. M. Wang, G. L. Silva, and B. A. Armitage, J. Am. Chem. Soc. 122,

9977 (2000).
316. H. Yao, M. Omizo, and N. Kitamura, Chem. Commun. 739 (2000).
317. J. Hranisavljevic, N. M. Dimitrijevic, G. A. Wurtz, and G. P.

Wiederrecht, J. Am. Chem. Soc. 124, 4536 (2002).
318. U. Bach, D. Lupo, P. Comte, J. E. Moser, F. Weissörtel, J. Salbeck,

Spreitzer, and M. Grätzel, Nature 395, 583 (1998).
319. M. Grätzel and J. E. Moser, “Solar Energy Conversion in Elec-

tron Transfer in Chemistry” (V. Balzani, Ed.), Vol. 5, pp. 589–644.
Wiley–VCH, Weinheim, 2001.

320. M. Grätzel, Nature 414, 338 (2001).
321. A. Hagfeldt and M. Grätzel, Acc. Chem. Res. 33, 269 (2000).
322. J. He, G. Benkö, F. Korodi, T. Polivka, R. Lomoth, B. Akermark,

L. Sun, A. Hagfeldt, and V. Sundström, J. Am. Chem. Soc. 124,
4922 (2002).

323. A. Ehret, L. Stuhl, and M. T. Spitler, J. Phys. Chem. B 105, 9960
(2001).

324. Y. Tachibana, S. A. Haque, I. A. Mercer, J. R. Durrant, and D. R.
Klug, J. Phys. Chem. B 104, 1198 (2000).

325. S. A. Haque, Y. Tachibana, R. L. Willis, J. E. Moser, M. Grätzel,
J. R. Durrant, and D. R. Klug, J. Phys. Chem B 104, 538 (2000).

326. S. G. Yan, J. S. Prieskorn, Y. Kim, and J. T. Hupp, J. Phys. Chem.
B 104, 10871 (2000).

327. G. Benkö, P. Myllyperkiö, J. Pan, A. P. Yartsev, and V. Sundstöm,
J. Am. Chem. Soc. 125, 1118 (2003).

328. M. Pauchard, A. Devaux, and G. Calzaferri, Chem. Eur. J. 6, 3456
(2000).

329. C. J. Brabec, S. N. Sariciftci, and J. C. Hummelen, Adv. Funct.
Mater. 11, 15 (2001).

330. S. E. Shaheen, C. J. Brabec, N. S. Saricftci, T. Fromherz, and J. C.
Hummelen, Appl. Phys. Lett. 78, 841 (2001).

331. H. Frohne, S. E. Shaheen, C. J. Brabec, D. C. Müller, N. S. Sari-
ciftci, and K. Meerholz, Chem. Phys. Chem. 795 (2002).

332. K. Takahashi, T. Iwanaga, T. Yamaguchi, T. Komura, and
K. Murata, Synth. Met. 123, 91 (2001).

333. C. O. Too, G. G. Wallace, A. K. Burrell, G. E. Collis, D. L. Officer,
E. W. Boge, S. G. Brodie, and E. J. Evans, Synth. Met. 123, 53
(2001).

334. M. Andersson, M. Linke, J.-C. Chambron, J. Davidsson, V. Heitz,
J.-P. Sauvage, and L. Hammarström, J. Am. Chem. Soc. 122, 3526
(2000).

335. M. Linke, J.-C. Chambron, V. Heitz, J.-P. Sauvage, S. Encinas,
F. Barigelletti, and L. Flamigni, J. Am. Chem. Soc. 122, 11834
(2000).

336. M. Andersson, M. Linke, J.-C. Chambron, J. Davidsson, V. Heitz,
L. Hammarström, and J.-P. Sauvage, J. Am. Chem. Soc. 124, 4347
(2002).

337. J.-P. Sauvage, Acc. Chem. Res. 23, 327 (1990).
338. P. A. Liddell, G. Kodis, L. de la Garza, J. L. Bahr, A. L. Moore,

T. A. Moore, and D. Gust, Helv. Chim. Acta 84, 2765 (2001).
339. G. Kodis, P. A. Liddell, L. de la Garza, P. C. Clausen, J. S. Lindsey,

A. L. Moore, T. A. Moore, and D. Gust, J. Phys. Chem. A 106,
2036 (2002).

340. A. N. Macpherson, P. A. Liddell, D. Kuciauskas, D. Tatman,
T. Gillbro, D. Gust, T. A. Moore, and A. L. Moore, J. Phys. Chem.
B 106, 9424 (2002).

341. J. L. Bahr, G. Kodis, L. de la Garza, A. L. Moore, T. A. Moore,
and D. Gust, J. Am. Chem. Soc. 123, 7124 (2001).

342. S. L. Gilat, S. H. Kawai, and J.-M. Lehn, J. Chem. Soc. Chem.
Commun. 1034 (1993).

343. M. Irie, “Photoreactive Materials for Ultrahigh Density Optical
Memory.” Elsevier, New York, 1994.

344. A. Fernandez-Acebes and J.-M. Lehn, Chem. Eur. J. 5, 3285 (1999).
345. P. A. Liddell, G. Kodis, A. L. Moore, T. A. Moore, and D. Gust,

J. Am. Chem. Soc. 124, 7668 (2002).
346. G. Steinberg-Yfrach, J.-L. Rigaud, E. N. Durantini, A. L. Moore,

D. Gust, and T. A. Moore, Nature 392, 479 (1998).
347. D. Gust, T. A. Moore, and A. L. Moore, Acc. Chem. Res. 34, 40

(2001).
348. I. M. Bennett, H. M. V. Farfano, F. Bogani, A. Primak, P. A. Lid-

dell, L. Otero, L. Sereno, J. J. Silber, A. L. Moore, T. A. Moore,
and D. Gust, Nature 420, 398 (2002).

349. C. C. Mak, N. Bampos, and J. K. M. Sanders, Angew. Chem. Int.
Ed. 37, 3020 (1998).

350. Y. Kim, M. F. Mayer, and S. C. Zimmermann, Angew. Chem. Int.
Ed. 42, 1121 (2003).

351. A. D. Bond, N. Feeder, S. J. Teat, Z. Clyde-Watson, N. Bampos,
and J. K. M. Sanders, Acta Cryst. E57, m454 (2001).

352. G. Calzaferri, S. Huber, H. Maas, and C. Minkowski, Angew.
Chem. Int. Ed. 42, 3732 (2003).





www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Light Scattering of
Semiconducting Nanoparticles

G. Irmer, J. Monecke

Freiberg University of Mining and Technology,
Freiberg, Germany

P. Verma
Osaka University, Osaka, Japan

CONTENTS

1. Introduction
2. Quantum Confinement in Semiconductors
3. Electron–Phonon Coupling
4. Acoustic Phonons
5. Surface Phonons
6. Optical Phonons
7. New Instrumentation and Methods

Glossary
References

1. INTRODUCTION
The electronic and optical properties of semiconduct-
ing crystallites with a size of a few nanometers (often
called nanocrystals or quantum dots) differ considerably
from those of the corresponding bulk material. Systems
with nanoparticles represent a new class of materials
with promising properties due to their nonlinear optical,
photoconductivity, photoemission, and electroluminescence
behaviors. They have been thoroughly investigated during
the last two decades for their promising practical appli-
cations, for instance, in solar energy conversion, optical
processing devices, and photocatalytic processes.
The bulk crystalline structure is preserved in nanocrys-

tals. However, due to quantum confinement nanocrystals
have molecule-like discrete electronic states which exhibit
strong size dependence. Semiconductor nanocrystal systems
are often synthesized in oxide glass hosts or prepared in the
form of dispersed colloids. Among numerous other methods
that have been developed we mention the preparation of

nanocrystals in polymers, zeolites, and micelles. By electro-
chemical anodic oxidation of crystalline semiconductor sub-
strates porous nanostructures or free standing columns can
be produced.
Most of the light scattered by a particle is elastically scat-

tered without an energy shift. A small part, a few orders
weaker in intensity, is scattered inelastically. This inelastic
scattering carries information about energetic levels of the
particle. In a Raman scattering process with incident pho-
ton energy ��L the scattered photon ��S has lost (Stokes
scattering) or gained (anti-Stokes scattering) the energy ��
of an elementary excitation (phonons, electronic transitions,
etc.) of the particle:

��S = ��L ∓ �� (1)

The Raman scattering is sensitive for probing the local
atomic arrangement. Crystalline and amorphous phases or
the influence of strain can be detected in the Raman
vibrational spectra. Light couples to phonons intermedi-
ate through electronic exitations by either the deforma-
tion potential interaction or the Fröhlich interaction. The
deformation interaction is present in polar crystals such as
the compound semiconductors as well as in nonpolar crys-
tals such as Si and Ge. In polar crystals the electric fields
induced by vibrations interact with electronic excitations via
the Fröhlich mechanism. When the Raman scattering pro-
cess involves real intermediate electronic states by excitation
with energy near gaps of the electronic band structure, the
scattering cross section may be resonantly enhanced [1]. The
Raman scattering probes the electron–phonon interaction as
well as the confinement of the phonons and contains infor-
mation about the confined vibrational and electronic states.
The light-scattering process in an infinite crystal obeys the

pseudo-momentum conservation relation

��kS = ��kL ∓ � �q (2)
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where �kS��kL� denote the wavevectors of the plane waves
of the scattered (incident) light, �q is the wavevector trans-
fered to the excitation. The energies of crystalline vibrations
probed by Raman scattering are about <0	1 eV and those of
the exciting visible laserlight are about 2.5 eV (correspond-
ing to the wavelength 
L ≈ 500 nm). Therefore, from Eq. (1)
we get �S ≈ �L and the wavevector in a typical backscat-
tering experiment will be on the order of � �q� ≈ 4�n/
L and
much smaller than the wavevector q = 2�/a at the boundary
of the Brillouin zone, a is the lattice constant, and n denotes
the refractive index of the sample. That means that only
excitations near the center of the Brillouin zone (� -point)
will contribute to the Raman scattering.
If the process of light scattering by excitations is limited

to the finite space occupied by the nanoparticle, an uncer-
tainty of the transferred wavevector �q occurs and excitations
with wavevectors from the whole Brillouin zone contribute
to the scattering. This effect will vary with size as well as
with the eigenfrequencies of acoustic and optical phonons
and the electron–phonon interaction in small particles. The
vibrational Raman spectra of nanoparticles can therefore be
used for size determinations. This is important because one
of the major goals in the field of preparation is the synthesis
of monodisperse nanocrystals with a narrow size distribution
and with well-defined surfaces. Size effects will be discussed
in Sections 3, 4, and 6.
In addition to acoustic and optical phonon modes,

surface-related modes appearing in polar crystals will be dis-
cussed in Section 5. They are observable for particle sizes
smaller than the wavelength of the exciting laser light inside
the particle.
The pioneering work was the first observation of con-

fined acoustic modes with low-frequency Raman scattering
in nanocrystals embedded in glasses by Duval et al. [2] and
the unambiguous observation of surface-related modes in
semiconductor nanoparticles by Hayashi and Kanamori [3].
It is relatively easy to produce nanocrystals of II–VI com-

pounds embedded in different media such as glasses, poly-
mers, or solutions. Besides potential applications of such
systems the possibility of growing isolated nanoparticles in
glasses with desired size and narrow size distribution and
nearly spherically shaped particles makes such systems inter-
esting for light-scattering investigations in comparison with
theoretical calculations.
The observation of strong visible photoluminescence at

room temperature from porous Si [4] with the possibility of
optoelectronic applications has initiated intensive research
on nanostructured silicon (e.g., reviewed in [5]).
Intensive light emission from Ge nanocrystals has also

been found.
Within the last few years there has also been progress

in the fabrication of nanostructured compound semicon-
ductors with desired structures, especially porous III–V
semiconductors.
Nanostructuring provides important degrees of freedom

for phonon engineering. It may change considerably the den-
sity of phonon states, induce surface-related vibrations, and
spatially confine the bulk phonon modes.
Although not expected by use of the term “quantum dots”

for nanoparticles, many properties of confined vibrations

and surface modes can be understood by applying classic
physics developed about 100 years ago [6, 7].
Inelastic light scattering also has been very intensively

investigated in two-dimensionally layered semiconductor
structures exhibiting one-dimensional confinement in growth
direction. Readers may refer to reviews in Refs. [8, 9].

2. QUANTUM CONFINEMENT
IN SEMICONDUCTORS

Semiconductor crystals with sizes of a few nanometers typi-
cally contain several hundreds to several thousands of atoms;
they are too small to have bulk electronic properties. Quan-
tum confinement in such crystals arises due to the finite
size of the crystal, which limits the motion of electrons,
holes, and excitons. In a small nanocrystal with size compa-
rable to the Bohr radius of the corresponding bulk mate-
rial, spatial confinement effects on the electron–hole system
become significant. At very small crystal sizes, the char-
acter of the exciton starts disappearing and the electrons
and holes become individually confined, because the kinetic
energies of the electrons and holes become dominant and
the Coulomb interaction between electrons and holes starts
losing its significance. Theoretical models predict [10] that
the energy spectrum of such a material consists of a series
of discrete lines, which change their positions with particle
size, and a blueshift of the band gap with respect to the
corresponding bulk material is observed. This blueshift gives
a measure of the confinement, which can be observed, for
example, in absorption [11] or photoluminescence (PL) [12]
experiments.
For a bulk crystal, the electron wavelength can extent

to infinity, facilitating �k to take all values including zero
and, hence, the band structures are parabolic. Electrons
(holes) can occupy any position on the parabolic conduc-
tion (valence) band. The band gap is defined as the energy
difference between the conduction and the valence band at�k = 0. On the other hand, in the case of a nanocrystal, the
electron wavelength is confined to the size of the crystal and,
hence, �k takes only nonzero discrete values, depending on
the particle size. The electrons and the holes with minimum
energy can only take a position where �k �= 0, and the band
gap for a nanocrystal has to be defined as the energy differ-
ence between the conduction and the valence band at this
nonzero value of �k, which is higher than the band gap of
the corresponding bulk. This can be understood from the
illustration presented in Figure 7 of Ref. [13]. The band gap
for nanocrystals can be expressed as

E = Eg + �E (3)

where Eg is the bulk band gap. The energy difference �E
is referred as the confinement energy. The value of �E
depends on the crystal size and becomes zero for bulk. The
confinement can be classified into two categories, depending
upon the size of the crystal. If the Bohr radius of the exciton
is aB and R is the particle radius, then the system is said to
have strong confinement if R � aB and weak confinement if
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R 	 aB. In the simplest approach, the confinement energy
in the case of strong confinement is given by [10, 14–17]

�E = �
2�2

2�R2
with

1
�

= 1
me

+ 1
mh

(4)

In the case of weak confinement the confinement energy is

�E = �
2�2

2MR2
with M = me + mh (5)

Here, me and mh are the electron and the hole mass,
respectively, and � are roots of the spherical Bessel func-
tions; the first root for the lowest energy transition is � = �.
The simple effective mass model was improved by empirical
pseudopotential [18] and tight-binding [19, 20] methods with
application to II–VI semiconductors. The first-principles
pseudopotential method was also applied to silicon [21]. For
more details see, for example, the review in Ref. [22].
The II–VI nanoparticles are the most investigated

materials, and PL spectroscopy is widely used to measure
the confined energy [12, 23]. A typical PL spectrum from
nanoparticles contains a sharp structure corresponding to
the band edge, and some broad structures related to shallow
and deep traps. The structure corresponding to the band
edge is usually asymmetrically broadened, partially due to
the temperature and the shallow traps very close to the band
edge. However, under careful experimental conditions, the
luminescence at the band edge can still be used with suf-
ficient accuracy to estimate the band gap of the material.
As discussed above, the effective band gap of a nanopar-
ticle system is increased due to confinement. This can be
easily observed in PL spectra, in the form of a blueshift
of the band-edge luminescence. Because this shift depends
on particle size, and the samples usually have an asymmet-
ric particle size distribution, the band-edge luminescence
is also partially asymmetrically broadened due to the par-
ticle size distribution. It has been observed [13] that in
some cases the peak position of the band-edge luminescence
strongly depends on the probing laser power and, hence, it
is important to measure the luminescence at very low prob-
ing power-density to avoid other causes, which may shift
the luminescence peak. By measuring the peak position of
this band-edge luminescence, one can estimate the effec-
tive band gap E = Eg + �E of the material. By substituting
the bulk band gap Eg and by using the above-mentioned
equation for the confinement energies, one can estimate the
particle size. Although the absolute particle size estimation
using PL experiments alone may not give a very accurate
value of the particle size, it gives a good estimation of the
confinement energy, especially when one wants to compare
the confinements due to changing particle sizes. A compari-
son with Raman scattering also shows satisfactory agreement
for the particle size estimation.

3. ELECTRON–PHONON COUPLING
Electron–longitudinal optical (LO) phonon coupling, gov-
erned by the Fröhlich interaction, is very important in the
electronic and optical properties of a nanoparticle system,
and its investigation has attracted a lot of attention. The

coupling between free charge carriers and vibrational exci-
tations plays a central role in determining the transport
properties and the energy relaxation rates of the excited
carriers. One of the interesting points is that the electron–
phonon interaction in small nanoparticles can be investi-
gated experimentally beyond the bulk approximations. In
this system, the confinement effects influence not only
the electronic and vibrational states, but also the cou-
pling between them. Although the effect of size depen-
dence on the electron–phonon coupling has inspired a
lot of work, the initial studies have produced contradict-
ing results. In the early work, Schmitt-Rink et al. [24]
theoretically suggested that, if electron and hole charge
distributions are identical, then exciton–LO phonon cou-
pling should vanish in small nanoparticles. Klein et al. [25]
predicted size-independent coupling, if the dimensions of
the charge distribution scales as the particle size. How-
ever, other authors [26–28] suggested that electron–phonon
coupling increases with decreasing particle size for small
particles. Here, the electron–hole correlation, the valence
band degeneracy, the conduction band nonparabolicity, and
proper confined phonon wavefunctions were considered.
Experimentally, absorption spectroscopy [29] and photolu-
minescence [30] measurements indicated that the electron–
phonon coupling increases with decreasing particle size. On
the other hand, in some resonant Raman scattering exper-
iments, in which in principle the electron–phonon inter-
action can be directly probed, either a size-independent
coupling [25] or a decrease of electron–phonon coupling
with decreasing particle size was detected [31, 32]. Later,
Scamarcio et al. [33] unambiguously demonstrated that the
electron–LO phonon coupling increases with increasing con-
finement in the strong confinement region. This was exper-
imentally demonstrated through the size dependence of
the ratio between the two-phonon and the one-phonon
Raman cross sections in the resonant Raman scattering of
a prototype system. These experiments were done under
improved conditions, with constant resonance conditioning
being maintained for all the particle sizes investigated. It was
experimentally shown that, as the nanoparticle size changes
from about 3 to 2 nm, the electron–phonon interaction
increases more than two times. They also suggested that the
electron–phonon coupling governed by the Fröhlich interac-
tion increases stronger than that governed by the deforma-
tion potential with decreasing particle size.
Resonant Raman scattering up to the third order was

studied by Rodríguez-Suárez et al. [34]. The observed rela-
tive intensities of the overtones were found to be very sen-
sitive to the particle size, in accordance with calculations
considering the Fröhlich interaction between excitons and
phonons.
For exciton–acoustic phonon interaction the deformation

potential coupling mechanism was shown to predominate in
semiconductor nanocrystals [35, 36].

4. ACOUSTIC PHONONS

4.1. Confinement
The finite size of nanoparticles restricts the motion
of phonons inside a nanocrystal; hence the confine-
ment effects on the phonons can be observed. For a bulk
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crystal, the phonons can extend up to infinity, which allows
�q to take any value in the reciprocal lattice, including zero.
Owing to the scattering selection rules, phonons at the
� -point ( �q = 0) are the only observable phonons in the first-
order Raman scattering. Therefore, the acoustic phonons,
with vanishing energy at the � -point, are not observed in the
first-order Raman scattering of a bulk crystal. On the other
hand, because of the uncertainty of momentum transfer for
small particles, acoustic phonons in nanocrystals become
observable in first-order Raman spectra. They are called
“confined acoustic phonons.” The vibrational frequencies of
these phonons are very close to zero. They appear in the
low-frequency range of the Raman spectra, with frequencies
inversely proportional to the diameter of the nanoparticles.
One way to understand these acoustic phonons is to con-

sider the possible vibrations of the whole particle. To cal-
culate these vibrations, the particle can be considered as
an elastic sphere and elastic continuum theory can be used,
along with the proper boundary conditions at the surface
of the nanoparticle. More than 100 years ago, Lamb [6]
discussed the vibrations of a homogeneous elastic body of
spherical shape under stress-free boundary conditions. This
model, which was extended later (see, e.g., Tamura et al.
[37]), is valid if the wavelengths of the acoustic phonons suf-
ficiently exceed those of the lattice constants. It has been
proved to be useful as an approximation for the calculations
of vibrational confinement in nanoparticles. The eigenfre-
quencies of the elastic body can be obtained by solving the
differential equation

�2�s/�t2 = v2t ��s + �v2l − v2t � grad div �s (6)

under the corresponding boundary conditions. Here, �s is
the lattice displacement vector, and vt and vl are the trans-
verse and the longitudinal sound velocities, respectively. By
classifying the eigenfrequencies according to the symmetry
group of the sphere, two types of vibrational modes can be
obtained, spheroidal modes �S and torsional modes �T . The
torsional modes are dilatation-free vibrations without a vol-
ume change of the sphere and the spheroidal modes are
curl-free.
The eigenvalues are characterized by the angular quan-

tum number ! and by another quantum number p, which
gives the order of the zeroth of the radial part of the
wavefunction. The torsional mode is only defined for ! ≥ 1
because the mode with ! = 0 has no displacement. The
eigenvalues determine the quantized vibrational frequencies
�S
!p and �T

!p for the particle with the radius R from the
relations

�S
!p = #S!p

R
vl �T

!p = $T
!p

R
vt (7)

where # and $ are the eigenvalues of Eq. (6).
The “wavevectors” of acoustic phonons in nanoparticles

are also quantized and are described by the two sets #S!p/R
and $T

!p/R. Figure 1a illustrates the deformations of the
vibrating sphere for the eigenfrequencies with lowest indices.
The total symmetric spheroidal mode or the “breathing”
mode is denoted by �S

01, �
S
21 indicates the quadrupolar sym-

metric spheroidal mode, and �T
21 is a torsional mode. Only

the lowest modes �S
!p with p = 1 have large amplitudes
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Figure 1. Some vibrational modes of an elastic isotropic sphere.
(a) Spheroidal “breathing” mode �S

01 with ! = 0 and p = 1, spheroidal
quadrupolar mode �S

21, and torsional mode �
T
21. (b) Radial distribution

of the energy density s2x2 of the spheroidal breathing mode �S
01 (sur-

face mode) and the first two overtones �S
02 and �S

03 (inner modes) for
spherical particles with free surface.

near the surface of the nanocrystals; the higher modes with
p > 1 correspond to inner modes. Figure 1b shows the radial
distribution of the energy density s2R2 of the spheroidal
breathing mode �S

01 (also called surface mode) and the first
two overtones �S

02 and �
S
03 (inner modes).

As shown by Duval [38], only the spheroidal modes with
angular quantum numbers ! = 0 and ! = 2 are Raman
active. The total symmetric mode ! = 0 is polarized, and
the quadrupolar symmetric mode ! = 2 is depolarized. The
simplest case ! = 0 with the eigenvalue equation

sin�#� = 4'2j1�#� (8)

can be analyzed easily. Here, j1�x� = �sin�x� − x cos�x��/x2

is the spherical Bessel function of first order. Eigenvalue
equations for higher quantum numbers are given, for exam-
ple, in [37, 39, 40].
For a free particle, the parameter ' in Eq. (8) is given

by the ratio of the transverse and longitudinal sound veloci-
ties vt/vl. In the case of an embedded particle, the relations
for the continuity of the displacement and of the stress vec-
tors at the spherical surface result in a generalized eigen-
value [41]. The parameter ' then additionally depends on
the sound velocities in the matrix and on the ratio of
the mass densities of the particle and the matrix. Further,
' is obtained as a complex number, sound emission into
the matrix occurs, and therefore the particle vibrations are
damped.

4.2. Raman Scattering

4.2.1. Scattering Efficiency
The Raman scattering is caused by fluctuations in the dielec-
tric susceptibility due to the elastic waves. The Raman
scattering efficiency can be expressed as a function of the
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elasto-optic coefficients [1, 42]. The wavevector dependence
of an acoustic mode is given by

d*/d+∼�n���+1�q
[∫

V
exp

[−i��kL− �kS − �q�· �r]dV
]2

(9)

where n��� = �exp���/kT � − 1�−1 is the Bose–Einstein
population factor. For bulk materials, corresponding to large
dimensions of the scattering volume V in comparison with
1/q, the integral in Eq. (9) can be replaced by the / function
/ ��kL − �kS − �q�. This expresses the momentum conservation:
The wavevectors of the scattered light �kS and of the excit-
ing light �kL are very small. Therefore, only phonons near
the center of the first Brillouin zone with wavevectors q =
��kL − �kS � ∼ 0 contribute to the light scattering which hinders
the observation of Raman scattering by acoustic phonons in
bulk material. By assuming nanoparticles to be spherically
shaped with radius R and by integrating over the sphere
volume, the Raman scattering efficiency results in

d*/d+ ∼ �n��� + 1�qS�q0R� (10)

with

S�q0R� =
[
3j1�qR�
qR

]2
(11)

The scattering function S�q0R� replaces the / func-
tion. In this case, the wavevector selection rules are
relaxed. Phonons with larger wavevectors contribute to the
Raman scattering, and the observation of the confined
acoustic phonons is allowed. For particles embedded in a
matrix, the elastic excitations are exponentially damped due
to complex eigenvalues. Therefore, we assume for the
phonon modes �S

!p Lorentzian bands L��0�!p0 b!p� ∼
�1 + �2�� − �!p�/b!p�

2�−1 with the maximum at �!p and
half-width blp describing the damping. Further, we take into
account the density of states ∼q2 and a size distribution
c�R�. Then the Raman scattering intensity is obtained as

d*/d+∼�n���+1��3
∫
S�q0R�c�R�V �R�L

(
�0�S

!p0bi
)
dR

(12)

with the wavevector q = �S
!p/vl and the particle volume

V �R�.
The homogeneous line broadening due to the matrix

effect is considerable and must be taken into account if
one wants to deduce the particle size distribution from the
Raman spectra [41].

4.2.2. II–VI Semiconductors
Figure 2 represents as an example low-frequency Raman
spectra of CdSxSe1−x nanoparticles with a mean radius of
R = 3	1 nm embedded in a silicate glass matrix. The spec-
tra were excited with a Ti:sapphire laser operating at a
wavelength far from resonance. The curves (a) and (b)
correspond to polarized and depolarized configurations,
respectively. For comparison, curve (c) shows an unpolarized
spectrum of the base material, which contains no nanoparti-
cles. The broad band with maximum at about 50 cm−1, which
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Figure 2. Low-frequency Raman scattering spectra of CdS0	67Se0	33
nanocrystals embedded in borosilicate glass excited at the wavelength

 = 857 nm below the absorption band. The mean particle radius is
3.1 nm. The quadrupolar mode is indicated by 1; the phonon modes 3
and 4 are overtones of the breathing mode 2. (a) Polarized spectrum;
(b) depolarized spectrum; (c) base material of the sample. In the inset
the polarized spectra in the anti-Stokes and in the Stokes regions are
shown.

is typical for glass vibrations and is known as the Boson
peak [43, 44], is also present in the spectra (a) and (b).
Band 1 in curve (a) at 8.5 cm−1 corresponds to the depolar-
ized spheroidal vibration with ! = 2 and p = 1 and band 2 at
17.5 cm−1 corresponds to the polarized spheroidal vibration
with ! = 0 and p = 1. Weaker bands 3 and 4 at about 40 and
55 cm−1 can be assigned to the inner modes with ! = 0 and
p = 2 and p = 3, respectively. The frequencies of the bands
scale with 1/R, as can be seen in Figure 3 where results for
CdSxSe1−x nanoparticles with different sizes are shown. Such
doped semiconductor glasses are used as sharp cutoff filters,
the absorption edge being adjusted by changing the particle
size. The value obtained experimentally agree well with cal-
culations based on the continuum theory. The influence of
the composition x is small as can be seen by the three curves
for each phonon mode calculated for x = 0	80 0	5, and 0.2.
Nanocrystals of II–VI semiconductors are conventionally

synthesized either in oxide glass hosts or by colloidal precip-
itation. The synthesis of quantum dots in polymer films has
also been reported. For more information see, for example,
Woggon [22], Herron [45], Kamat et al. [46], and references
therein.
In the case of semiconductor-doped oxide glasses,

precipitation of the semiconducting dots from the solid
solution is obtained by annealing the glass after quench-
ing. Silicate glasses containing CdSxSe1−x mixed crystals
have been extensively investigated. Particle sizes have
been obtained by Raman scattering of acoustic modes in
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Figure 3. Measured low-frequency peaks in dependence on 1/R for var-
ious filter glass samples. �!p indicates various polarized modes, depo-
larized modes, and their overtones. The experimental values for the
corresponding phonons are shown by full circles. The dashed, solid, and
dotted lines correspond to the theoretical values calculated with x =
0	80 0	5, and 0.2, respectively. It can be seen that the influence of the
composition x on the phonon frequencies is small. Reprinted with per-
mission from [41], P. Verma et al. Phys. Rev. B 60, 5778 (1999). © 1999,
American Physical Society.

CdSxSe1−x [41, 47–52], CdS [49, 53, 54], CdSe [39, 55],
ZnxCd1−xS [49] crystals in silicate glass matrix, CdS [56], and
CdSe [39] crystals in GeO2 glass matrix.
Other methods used to determine the particle sizes were

transmission electron microscopy (TEM) [23, 47, 56–61],
optical absorption [47, 49, 51, 59, 62], small angle scattering
of neutrons (SANS) [63], small angle scattering of X-rays
(SAXS) [13, 50, 53, 55, 64, 65], and photoluminescence
[59, 66].
In addition to size-dependent shifts of the photolumines-

cence peaks, the discrete acoustic phonon modes could also
be observed in photoluminescence spectra [67].
Saviot et al. [53, 54] observed size and excitation depen-

dence of resonant low-frequency Raman scattering in CdS
nanocrystals embedded in glass. They reported size-selective
excitation, when the exciting laser wavelength was changed
within the absorption band. With variation of the excitation
within the absorption band, they observed dependence of
the low-frequency band position and changes of its depo-
larization. The low-frequency band was 100% polarized for
excitation below the absorption edge while it was depolar-
ized when excited above the absorption.

4.2.3. Si and Ge
Low-frequency Raman modes of nanometric Si crystallites
were first observed in porous Si [65, 68]. Gregora et al. [68]
found a well-defined peak at 37 cm−1 in the low-frequency
spectra of porous silicon layers produced by electrochemical

etching in hydrofluoric acid solution of heavily boron-doped
silicon wavers. With the assumption of spherical particles, on
the basis of Eq. (7), 2R = 6	5 nm is obtained. However, due
to the columnar morphology of the porous structure a model
with particles of elongated nonspherical shapes is more real-
istic. For long cylinders this model yields 2R ≈ 4	1 nm, 2R
corresponds to the diameter of the columns. A similar value
was deduced from the observed downshift and broadening
of the 520 cm−1 one-phonon peak (see Section 6).
Liu et al. [65] succeeded in preparing Si clusters embed-

ded in a porous Si skeleton. The Si clusters were pro-
duced by evaporation and inert gas condensation [69, 70],
and the cluster size was controlled by adjusting the evapo-
ration temperature, the Ar gas pressure, and the distance
between the substrate and the W boat containing the Si pow-
der. The cluster size was determined with TEM measure-
ments. The strongest peaks in the low-frequency region of
the Raman spectra were observed at 29 cm−1 (particle size
3.8 nm) and at 28 cm−1 (particle size 3.9 nm), respectively.
Raman scattering from acoustic phonons confined in Si

nanocrystals which were dispersed in SiO2 thin films have
been observed by Fujii et al. [71]. The samples were pre-
pared by a radiofrequency cosputtering method [72, 73]. The
sizes of the particles were determined from high-resolution
electron microscopic observations. It was found that the
Si nanocrystals are single crystals with good crystallinity.
Raman spectra are shown in Figure 4. As the size decreases,
the peaks shift to higher frequencies. The intensity ratio of
the peaks in the polarized and depolarized spectra is about
0.25 for samples with d = 3	1 and 3.5 nm; for d = 5	5 nm a
distinct peak was not observed in the depolarized spectrum.
However, the quantitative comparison between the experi-
ment and the theory based on the continuum model is not
successful. This will be discussed in Section 4.3.
Low-frequency Raman measurements on Ge microcrystals

with sizes of 5 nm and greater embedded in a GeO2 glass
matrix have been performed by Ovsyuk and Novikov [40, 74].
The crystals were grown using the reaction 2GeO(gas) =
Ge+GeO2 [74]. The low-frequency Raman scattering data

Figure 4. Low-frequency Raman scattering of Si nanocrystals embed-
ded in SiO2 matrices. (a) Polarized spectra; (b) depolarized spectra.
Reprinted with permission from [71], M. Fujii et al. Phys. Rev. B 54,
R8373 (1996). © 1996, American Physical Society.
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were used to show that the vibrations of the Ge nanocrys-
tals differ considerable from those of free particles and that
the influence of the matrix is considerable. Using the the-
ory of Tamura et al. [37] the influence of the matrix on
the spheroidal and torsional modes of nanocrystals was ana-
lyzed. It was found that surface vibrations were caused by
the restoring force which limits the free rotation of micro-
crystals.

4.2.4. Other Compounds
While in semiconducting nanoparticles the spheroidal
breathing mode with ! = 0 and p = 1 is the strongest in
the Raman spectra, the scattering intensity of this mode is
very low for metallic nanocrystals, for example, consisting
of Ag or Au, and the light scattering of the quadrupolar
mode dominates the Raman spectra. The reason is that in
the latter case the inelastic light scattering is induced by
the phonon–plasmon coupling. The electric dipole moment
of the surface plasmon is modulated by the vibrational
modes. As noted by Gersten et al. [75], the breathing mode
(! = 0) will produce no significant modulation; however,
the quadrupolar vibrations (! = 2) will be strongly coupled
to the dipolar plasmon. A depolarization ratio of 0.75 was
determined for the ! = 2 modes [76].
Light scattering is sensitive to the size and the shape

of the nanoparticles. For ellipsoidally distorted shapes,
the threefold degenerate dipolar plasmon splits into a
lower-energy plasmon oscillating along the long axis of the
ellipsoid and a twofold degenerate higher-energy plasmon
oscillating perpendicular to this axis. Further, the fivefold
degeneracy of the ! = 2 mode (m = 0, ±1, ±2) is lifted.
The observed large inhomogeneous width of the plasmon
absorption of Ag clusters may be explained by ellipsoidal
distortions because the plasmon energy very weakly depends
on the size [77]. The shape of the clusters can even be
selected by Raman scattering: Palpant et al. [78] investigated
thin films consisting of small Ag clusters embedded in a
porous alumina matrix. Most clusters were roughly spheri-
cal, but a noticeable amount of clusters, generally the larger
ones, were found with a prolate ellipsoidal shape, as shown
by TEM investigations. By excitation with the 457.9 nm Ar
laser line close to the absorption maximum at 420 nm, the
low-frequency peaks of spherical nanoclusters were observed
with a depolarization ratio close to 3

4 . By shifting the exci-
tation to the red region, the low-frequency peak was shifted
to lower frequency with a depolarization ratio close to 1

3 .
This can be explained by selective enhanced excitation of
the nondegenerate plasmon along the long axis of the ellip-
soidally distorted particles by excitation in the low-energy
wing of the absorption band.
Silver nanocrystals embedded in SiO2 [79], alkali halide

[76], and porous alumina matrix [78] were investigated too.
It was shown that the observed low-frequency peaks agree
fairly well with calculations based on Lamb’s theory if the
particle size is less than about 4 nm [79]. Courty et al.
[80] performed low-frequency Raman measurements on sil-
ver nanocrystals self-organized on a hexagonal compact
array on highly oriented pyrolytic graphite substrate. Besides
the quadrupolar vibration mode, two weaker bands were
observed at larger frequency shifts. They were attributed to

the spheroidal breathing modes ! = 0, and p = 10 2, and
their observation was made possible by the high crystallinity
and the narrow size distribution of the particles. Recently,
low-frequency Raman measurements of Au particles sup-
ported on CeO2 and Fe2O3 catalytic matrixes were per-
formed [81, 82] with the aim of measuring their grain size.
Supported by measurements of the depolarization ratio, it
was concluded that the observed bands are due to the ! = 0
and ! = 2 spheroidal modes [82].
Confined acoustic phonons were investigated in Sn

nanoparticles embedded in a SiOx thin film, the inelastic
scattered light was measured by a Sandercock interferome-
ter [83]. The observed low-frequency modes scale with the
inverse of the particle size in accordance with Lamb’s theory.
The vibrational modes of the smallest particles were over-
damped. A similar result was obtained with femtosecond
pump-and-probe spectroscopy measurements, where oscil-
lations with comparable frequencies were detected for the
big particles but not for the smaller ones. By increasing the
temperature, clear effects of particle melting on the acoustic
and the optical modes could be observed [84].
For SnO2 nanoparticles grain size and distribution

deduced from Raman scattering were found in agreement
with TEM measurements, especially for the smaller parti-
cles [85].

4.3. Size Determination

In this section we will discuss other methods that are used
for particle size determination and often correlated with
Raman scattering measurements.
The average sizes calculated from the frequencies at the

low-frequency peak maxima in the Raman spectra are over-
estimated if a size distribution is present because the scat-
tering intensity is proportional to the particle volume. This
is true for perfect lattice structure; however, lattice defects
may reduce the scattering intensity due to spatial coherence
effects as discussed by Duval et al. [86].

(a) Transmission electron microscopy. TEM is often used
to deduce a mean particle size and size distributions
from a limited number of particle images. Preparation
techniques are often pretentious and may affect the
observation; the particle sizes are underestimated.
The lattice images of nanocrystals observed with

high-resolution TEM are produced by interference of
diffracted beams; different types of lattice images are
found, depending on the orientation of the particle
relative to the electron beam. They are visible when
the crystal thickness exceeds a threshold value t0. For
the case of CdSe in glass, Champagnon et al. [47] esti-
mated a threshold thickness of t0 ≈ 3 nm. Therefore,
the lattice is visible only in particles larger than the
threshold thickness. Further, for larger particles the
lattice image is produced from the central parts but
may be invisible (below a threshold intensity) near
the surface over a width w ≈ t20/4R, depending on the
particle radius R. The deviation of the apparent size
from the real size, therefore, is much more important
at small sizes. This effect could be one possible reason
for discrepancies in the observed sizes of very small
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particles determined with different methods [47]; see
Figures 6 and 7.

(b) Absorption, luminescence. The energetically lowest
optical transition can be used to determine the par-
ticle size. The corresponding absorption is often not
a well-defined narrow peak. Some authors used the
second derivative of the absorption spectrum [62] to
locate the band edge; other authors took the energy
at which the absorption appears to extrapolate to
zero [87]. A clear inverse square size dependence in
both the absorption edge and in the photolumines-
cence was observed in most cases, at least for II–VI
compounds. Potter and Simmons [59] studied CdS
crystals at sizes between 4 and 40 nm and obtained
good agreement with the case of strong confinement
[Eq. (4)]. The bulk Bohr radius in CdS is 2.8 nm. In
general, the determination of size values from absorp-
tion and luminescence measurements depends on the
model used and requires knowledge of parameters
such as exciton masses.

(c) X-ray diffraction (XRD). The finite crystallite size
leads to a broadening of the peaks in the XRD
spectra. This can be understood if one considers
that in a finite crystal the number of rays reflected
from successive lattice planes that add up in con-
structive or destructive interference is finite. There-
fore, they do not reinforce or cancel out completely.
The determination of the crystalline size from the
XRD peaks is discussed in several books [88–90],
mostly the Scherrer formula is used. The peak broad-
ening gives a weighted average of the mean grain
size, but the grain size may be considerably less than
the particle size [91]. Variations in the lattice con-
stant, for instance, from one crystallite to another
and structural defects will also broaden the peaks.
Several methods have been described to separate
crystalline size- and distortion-induced broadenings.
Further the XRD spectra can be influenced by par-
ticle shape effects. For prolate nanoparticles with
more planes contributing to the diffraction in the
direction of the prolate axis the corresponding XRD
peaks can be increased in intensity and reduced in
width as shown for CdSe nanocrystals [92] with sizes
of about 8 nm and for Si nanocrystals [93] with
sizes of about 50 nm. In the last case the peak-
dependent linewidth broadening was used as evidence
for pressure-induced diamond-to-hexagonal structure
phase transition accompanied by shape changes from
spherical to prolate.

(d) Small angle scattering (SAXS and SANS). The size
as well as the size distribution can be obtained with
SAXS or SANS. We will discuss here as an exam-
ple SAXS. The central scattering of X-rays due to
the presence of nanoparticles having dimensions from
several tens to several hundred times the X-ray wave-
length 
 is analogous to the well-known phenomenon
of optical diffraction, where a halo is produced by
the passage of a light ray in a powder with grain
dimensions on the order of a hundred times the light
wavelength. Let us consider a particle in a beam of
X-rays; then all the electrons are sources of scattered

waves. The scattered waves are all in phase when the
scattering direction is the same as that of the incident
beam. As the scattering angle increases, the differ-
ence in phase between the various scattered waves
also increases and the intensity of the resultant scat-
tered wave decreases because of destructive interfer-
ence. The intensity becomes zero when there are as
many waves between 0 and � as between � and 2�;
this will occur for a scattering angle of about 24 ≈

/L, where L is an average size of the particle. The
scattering cross section for spherical particles with
radius R and size distribution c�R� embedded in a
matrix can be expressed as [94, 95]

d*

d+
�q0E� ∼ A��6�E��

∫
S�q0R�c�R�V 2�R� dR

(13)

where q = �4�/
� sin�4� is the magnitude of the scat-
tering vector, E is the X-ray energy, and the scattering
function S�q0R� was defined in Eq. (11). The expres-
sion A depends on the electronic contrast �6 between
the particle and the matrix. Figure 5 shows the scat-
tering curve of a sample with CdS0	67 Se0	33 nanocrys-
tals. The corresponding Raman spectrum is given in
Figure 2. The solid line has been fitted by assuming
spherically shaped particles with asymmetric size dis-
tribution as shown in the inset. The dashed line was
calculated for a size distribution with a /-function-like
profile.
From Eq. (13) it can be seen that particles with

larger radius contribute much more to the scattering
cross section than smaller ones. Therefore, average
size values could be overestimated if Guinier plots
and not a complete fit procedure are used.

In Figure 6 results of Raman measurements of nanocrys-
tals in glass matrices are plotted against the inverse radius
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Figure 5. Small angle X-ray scattering curve of the sample with
CdS0	67Se0	33 nanocrystals described in Figure 2. The solid line has been
fitted by assuming spherically shaped particles with asymmetric size dis-
tribution as shown in the inset. The dashed line was calculated for a
size distribution with a /-function-like profile. Reprinted with permis-
sion from [95], G. Irmer et al. J. Appl. Phys. 88, 1873 (2000). © 2000,
American Institute of Physics.
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Figure 6. Position of the spheroidal mode �S
01 as a function of the

inverse of the particle radius as observed by other scattering meth-
ods or TEM, respectively. (a) Nucleated cordierite glass: •, SANS [2].
(b) CdS in glass matrix: �, SAXS [53]; �, [56]; �, [242]. (c) CdSxSe1−x

in glass matrix: �, anomalous SAXS [13]; �, SANS [62]; ×, SAXS [47];
+, TEM [47].

as determined by other scattering methods (SAXS, anoma-
lous SAXS, or SANS) or TEM, respectively. The straight full
lines are calculated with Lamb’s theory for spheres with free
surfaces, and the dotted line in Figure 6c takes into account
the matrix effect. The agreement between various scattering
methods is good; however, for smaller particles deviations
from results of TEM measurements can be observed [47].
Large discrepancies between experimental results and the

theory based on the continuum model were obtained for
Si nanocrystals, as shown in Figure 7. Because the formu-
lae in Section 4.1 are based on the isotropic elastic medium
approximation, mean values for the sound velocities vl and
vt were used for the calculation of the size dependence
of the polarized spheroidal mode �01 and the depolarized
spheroidal mode �21 of a free particle. The calculated val-
ues are much larger than those of the measured peaks, even
if the large anisotropy of the elastic constants in Si is taken
into account. The influence of the SiO2 matrix [71] is dis-
cussed as one possible reason for the deviation between
experiment and theory. However, quantitative estimations
are still lacking and further theoretical studies are necessary.
For instance, opposite predictions were made for the influ-
ence of SiO2 matrices on Ag particles. Montagna and Dusi
[96] predicted very small and negligible influences, while
Ovsyuk and Novikov [40] reported that the phonon modes
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Figure 7. Position of the spheroidal mode �S
01 as a function of the

inverse of the particle radius of Si nanocrystals. The radii were obtained
by •, TEM measurements [71]; �, TEM measurements [65]; �, estima-
tion of the size analyzing the shift and shape of the optical phonon band
assuming a columnar structure (column radius R) [68]. The straight
lines were calculated based on Lamb’s theory for particles with free sur-
faces: solid line, spheres; dotted line, columns, assuming isotropic elastic
medium. The hatched region indicates the range of theoretical values
when the elastic anisotropy of Si is taken into account. For comparison
theoretical results (+) obtained with lattice dynamical calculations on
Si clusters are included [170].

due to matrix effects shift to lower frequencies by consider-
able amounts.

5. SURFACE PHONONS

5.1. Surface Modes of Small Particles

The classical electromagnetic theory for the absorption and
scattering of a sphere was given a century ago by Mie [7].
About 60 years later Mie’s theory was applied to spherical
ionic crystallites [99–102] characterized by the frequency-
dependent dielectric function 7��� which also describes the
optical behavior of a polar semi-insulating cubic semicon-
ductor in the infrared (IR) region:

7��� = 7�

[
�2LO − �2 − i�8

�2TO − �2 − i�8

]
(14)

Here, �TO and �LO are the frequencies of the transverse
and longitudinal optical bulk phonons, respectively, 7� is
the dielectric constant at high frequencies, and the constant
8 takes damping into account. The bulk phonons in small
particles have properties similar to those of the correspond-
ing phonons in an infinite crystal; however their wavefunc-
tions are adapted to the geometry of the small particle.
For spherical geometry, for example, the phonon wavefunc-
tions can be described by orthogonal eigenfunctions consist-
ing of products of spherical Bessel functions j!�q!nr� with
spherical harmonics Y!m, classified by the quantum numbers
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!0m, and n. The radial wavevectors q!n are size-quantized
due to the boundary conditions with q!n = :!n/R, where :!n
are the !th order spherical Bessel function roots [103].
In addition to the bulk phonons in small particles, there

exist surface phonon modes, which have no counterpart
in infinite crystals. Their frequencies �! are intermediate
between �TO and �LO. They can be obtained by solving the
equation

7��� + 71 · �! + 1�/! = 00 ! = 10 20 30 	 	 	 (15)

where 71 is the dielectric constant of the embedding medium
and ! is an angular quantum number. Unlike bulk phonons,
the surface phonons have nonvanishing electrical fields out-
side the particle; inside the electrical field changes with r!−1

radial dependence. The surface mode with the lowest index
! = 1 has a constant amplitude inside the sphere (therefore,
the restriction of the notation “surface mode” to modes with
! > 1 is also in use). This mode of homogeneous polarization
has a frequency �F given by the solution of 7��� + 271 = 0
and is often called the Fröhlich mode [104]. With each sur-
face mode a surface charge distribution is associated, which
generates the polarization field inside the sphere. The Fröh-
lich mode with ! = 1 corresponds to a dipolar charge distri-
bution, the mode with ! = 2 to a quadrupolar, and the inner
modes with higher ! to higher multipolar surface charge dis-
tributions. For particles that are small compared with the
wavelength, the electrostatic approximation can be used and
the mode with ! = 1 dominates [105].
Up to now we have considered a spherical particle. How-

ever, the shape has an important influence on the surface
mode frequencies. As an example, we consider an ellipsoid
of homogeneous polarization (Fröhlich mode). Three fre-
quencies are obtained instead of one, given by the solutions
of the equations

7��� + 71 · �1/ni − 1� = 00 i = 10 20 30 	 	 	 (16)

where ni are the so-called depolarization factors correspond-
ing to the ith axis of the ellipsoid. The depolarization factors
obey the relations 0 ≤ ni ≤ 1 and n1 + n2 + n3 = 1. The
inverse of ni is approximately proportional to the ith axis.
Note, that for n1 = n2 = n3 = 1

3 the case 7��� + 271 = 0
of the sphere is obtained; for an infinite long cylinder with
n1 = n2 = 1

2 0 n3 = 0 the surface frequency is determined by
7��� + 71 = 0. The electromagnetic theory was extended to
cylindrical [106], cubic [107], and other nonspherical parti-
cles; reviews are given in Refs. [102, 105, 108].
Roca et al. [109] and Chamberlain et al. [110] extended

the treatment of polar optical phonons in quantum dots
by including mechanical boundary conditions. Phonon dis-
persion up to quadratic terms in the wavevector and the
coupling between the mechanical displacement and the elec-
trostatic potential were taken into account. Their model
gives (1) uncoupled transverse optical (TO) modes with
purely transverse character and (2) coupled modes with in
general mixed LO–TO character.
! = 0: The most important contribution to Raman scatter-

ing corresponds to the modes with ! = 0. These LO modes

of longitudinal type are purely radial with the mechanical
displacement vector

�s!=00 n = Aj1�:nr/R��er (17)

where :n is the nth zero of the spherical Bessel function j1.
Assuming a quadratic negative bulk LO phonon dispersion,
the eigenfrequencies of the modes with ! = 0 are given by

�2n = �2LO − ;2L�:n/R�
2 (18)

Here, ;2L is a parameter describing the dispersion of the
LO phonon in the bulk [109, 111]. For large R, �n → �LO is
obtained. For example, for GaAs quantum dots embedded
in AlAs, the n = 1 mode was calculated to occur basically at
the �LO frequency of bulk GaAs for radii >2	5 nm.
! ≥ 1: The frequencies of these surface modes are more

difficult to obtain [109]. However, for large R the frequen-
cies are again solutions of Eq. (15), meaning that the effect
of mechanical boundary conditions becomes important only
for small R.
The theories mentioned above concern the optical

response of an isolated particle embedded in a homoge-
neous medium characterized by a dielectric constant 71; par-
ticle interactions are not included. However, in practice the
particles are often not separated and light-scattering exper-
iments have to be performed on collections of particles like
powders or nanosized porous media. As mentioned above,
the surface modes in polar semiconductors are accompa-
nied by electrical fields. For instance, the Fröhlich mode of
an particle with its dipole field will interact with those of
other particles via dipole–dipole interaction. A theory that
accounts approximately for the interactions is the effective
medium theory.

5.2. Effective Medium Theory

For visible light interacting with semiconducting nanopar-
ticles (characteristic size L and dielectric function 72) dis-
tributed in a medium with the dielectric constant 71 in the
limit 
 	 L the heterogeneous composite can be treated as
a homogeneous medium, and the so-called effective medium
theory applies.
The effective dielectric function 7eff is defined by

� �D� = 7eff� �E� (19)

where � �D� and � �E� denote spatial averages of the dielectric
displacement and the electric field, respectively. For a com-
posite of two materials with the dielectric functions 71 and
72 we get

�1− f �71
〈 �E〉1 + f72

〈 �E〉2 = 7eff
[
�1− f �

〈 �E〉1 + f
〈 �E〉2] (20)

where the averages are taken over the volumes occupied by
the material with the dielectric function 71 or 72, respec-
tively. The parameter f is the relative volume V2/V occu-
pied by the material with 72. If the fields have the same
directions in the two media (which has to be proved), the
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dielectric function can be expressed as a function of the field
ratio ; = �E�2/�E�1:

7eff = �1− f �71 + f72;

�1− f � + f;
(21)

The field ratio ; can be obtained by solving the electro-
static equations rot �E = 0 and div �D = 0 under the appro-
priate boundary conditions. Exact solutions exist only in a
few cases:

(a) The medium consists of parallel slabs of both materi-
als; the applied electrical field is parallel to the slabs
(perpendicular to their common normal). Continuity
of the tangential electric field components requires
; = 1 and we get from Eq. (21)

7eff = 7upp = �1− f �71 + f72 (22)

the so-called upper Wiener limit [112], because it can
be proven to be the absolute upper limit for 7eff for a
two-material composite.

(b) The medium consists of parallel slabs of both mate-
rials; the applied electrical field is perpendicular to
the slabs (parallel to their common normal). Conti-
nuity of the normal displacement field components
requires ; = 71/72 and we get from Eq. (21) the so-
called lower Wiener limit [112] as the absolute lowest
limit for 7eff for a two-material composite:

1
7eff

= 1
7low

= �1− f �

71
+ f

72
(23)

(c) An exact solution is also possible for the case of
an external electrical field applied along an axis of
an ellipsoid (e.g., dielectric function 72) embedded
into an infinite matrix (of dielectric function 71); see,
for example, Ref. [105]. Here, we restrict ourselves
to the special case of a sphere. The field ratio is
then ; = 371/�72 + 271�, often derived in textbooks
of electrodynamics. From Eq. (21) we obtain the
Maxwell–Garnett (MG) I result [113]; see Table 1,

Table 1. Effective dielectric functions.

Topology 3D 2D

Matrix Maxwell–Garnett I Maxwell–Garnett I

7eff = 7MGI = 71
2�1− f �71 + �1+ 2f �72
�2 + f �71 + �1− f �72

7⊥
eff = 71

�1− f �71 + �1+ f �72
�1+ f �71 + �1− f �72

Maxwell–Garnett II Maxwell–Garnett II

7eff = 7MGII = 72
�3− 2f �71 + 2f72
f71 + �3− f �72

7⊥
eff = 72

�2 − f �71 + f72
f71 + �2 − f �72

Aggregate Bruggeman Bruggeman

0 = �1− f �
71 − 7eff
27eff + 71

+ f
72 − 7eff
27eff + 72

0 = �1− f �
71 − 7eff
7eff + 71

+ f
72 − 7eff
7eff + 72

Monecke

7eff = 71 + 4f71�72 − 71�/�271 + 72�

1+ f �72 − 71�/�271 + 72�

+ 2f 2�72 − 71�
2/�271 + 72�

1+ f �72 − 71�/�271 + 72�

three-dimensional case. The result is exact for the
f → 0 limit (and for the trivial case f = 1). Therefore,
the application of the formula is justified if the matrix
contains only a few well-separated spheres (f → 0),
but often it is used as interpolation formula for all f .
The formula, for example, describes the case of semi-
conducting spheres with concentration f and dielec-
tric function 72 = 7��� embedded in air (71). The
replacements 71 ↔ 72 and f ↔ 1 − f result in the
Maxwell–Garnett II formula 7eff = 7MGII (see Table 1)
corresponding to the “swiss cheese” case of spheri-
cal air inclusions (71) in the semiconducting material
with 72 = 7���. It can be shown that (if 71 < 72� 7MGI
and 7MGII are the absolute lowest and the absolute
upper limit, respectively, for the effective dielectric
function 7eff for isotropic or cubic two-material com-
posites [114]:

7low < 7MGI ≤ 7eff ≤ 7MGII < 7upp (24)

The replacements 71 ↔ 72 and f ↔ 1 − f do
not result in 7MGI = 7MGII; such a topology is called
a matrix topology. If one of the phases is strongly
diluted, the Maxwell–Garnett formulae are good
approximations. Examples are semiconductor doped
glasses with filling factors f of about 0.01 discussed in
the next sections.
If phases 1 and 2 are equivalent, a so-called aggre-

gate topology has to be described. An example is the
Bruggeman expression [115] (see Table 1, first row).
The solution 7eff of the Bruggeman formula is invari-
ant under the replacements 71 ↔ 72 and f ↔ 1 − f ,
characteristic of an aggregate topology. The Brugge-
man formula can be derived by generalizing Eq. (21)
for three materials, spherical inclusions 71 and 72 with
volume fractions f1 = V1/V and f2 = V2/V embedded
in a matrix 7m:

7eff − 7m
27m + 7eff

= f1
71 − 7m
27m + 71

+ f2
72 − 7m
27m + 72

(25)
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If, in a self-consistent way as the matrix material 7m the
effective medium 7eff itself is choosen, with f1 = �1− f � and
f2 = f , the Bruggeman expression is obtained. It is often
considered to be the best possible interpolation formula
for an aggregate topology. It has, however, the following
essential shortcoming. Let us consider a few semiconducting
inclusions with the dielectric function 72��� in a matrix of
constant 71. In the IR region between the transverse and the
longitudinal optical phonon, 72��� is negative and 271 + 72
may become zero at the Fröhlich frequency �F. For f →
0 the Maxwell–Garnett I formula is correct and results in
a pole at 271 + 72 = 0, giving rise to the Fröhlich mode
[104]. This exact result is not reproduced for f → 0 by the
Bruggeman formula. To overcome this deficiency, another
interpolation formula for an aggregate topology has to be
found. An isotropic aggregate topology is given, for exam-
ple, by spherical 72 inclusions in a matrix 71 for f → 0
interpolated to spherical 71 inclusions in a matrix 72 for
f → 1. In both limits the field ratios are exactly known as
;f→0 = 371/�271 + 72� or ;f→1 = >372/�272 +71�?

−1, respec-
tively. The simplest interpolation for ; is given by

; = 3�1− f �71 + f �272 + 71�

3f72 + �1− f ��271 + 72�
(26)

By inserting ; into Eq. (16), a new expression for 7eff is
obtained [116, 117]; see Table 1.
Often two-dimensional (2D) effective functions more

adequately describe materials with nanosized structures.
Examples are porous semiconductor structures produced by
electrochemical etching with cylindrical pores, porous mem-
branes with columnar semiconductor structures, and mate-
rials with quantum wires.
A typical porous polar semiconductor can be described

as a heterogeneous material consisting of, for example, air-
filled (71 ≈ 1) cylindrical pores in the z direction, which
are randomly distributed in the xy plane and embedded in
the semiconducting matrix with 72 = 7���. The symmetry of
the material is reduced. For a diatomic semiconductor with
zincblende structure, the cubic point group Td is changed
to an uniaxial one [D2d for a (100) surface and C3v for a
(111) surface]. In both cases the effective dielectric function
becomes a tensor

7̃eff =



7⊥
eff 0 0

0 7⊥
eff 0

0 0 7
�
eff


 (27)

For the electric field component parallel to the pores, 7�
eff

is given exactly by the upper Wiener limit [Eq. (22)]. For 7⊥
eff

a two-dimensional variant of the Maxwell–Garnet model I
can be used (see Table 1). The formula describes the mor-
phology of the porous structure as an interpolation between
two boundary cases: cylindrical voids in the semiconduct-
ing matrix (large material concentration) and a skeleton
of intercrossing semiconductor plates (large void concentra-
tion). Being correct in both limits f → 1 and f → 0, it can
be used in the entire range f ∈ >00 1?.
For columnar nanostructures it is more appropriate to

use the two-dimensional equivalent of the Maxwell–Garnett

II formula. Single columns (f → 0) would then result in a
Fröhlich mode given by 7��F� + 71 = 0.
Any dielectric function has to obey the Bergman spectral

representation [118]. It can be shown that the effective
dielectric functions given above fulfill the corresponding
conditions. Additionally, in the two-dimensional case the
Keller theorem [119] has to be fulfilled. This is the case
for both Maxwell–Garnett formulae and for the Bruggeman
expression.
The behavior of the effective dielectric function in the

region of the optical phonons is illustrated in Figure 8.
Parameters for GaP (�TO = 366 cm−1, �LO = 402 cm−1, 8 =
1 cm−1, 7� = 8	5, and f = 0	7) and the model interpolating
between I and II were used. Phonons of transverse (longi-
tudinal) character appear at the poles (zeros) of the real
part Re(7) of the effective dielectric function; see Figure 8c
(the poles are smoothed due to the finite damping con-
stant 8 used). Between the pole corresponding to the TO
phonon and the zero corresponding to the LO phonon an
additional pole and an additional zero appear. They can be
assigned to the Fröhlich mode. The unusual sequence, the
longitudinal Fröhlich mode being below the transverse one,
results from the fact that in any dielectric function poles
should alternate with zeros in the sequence T → L → T →
L, etc., with increasing frequency. The Raman scattering
efficiency is ∝ Im(7) for TO phonons and ∝ Im(−1/7) for
LO phonons; the corresponding imaginary parts are plotted
in Figure 8a and Figure 8b in arbitrary units. Although a
strong Fröhlich mode phonon of longitudinal character can
be seen, the transverse Fröhlich mode at �F−T is very weak
(not shown in Fig. 8b; its intensity is <1% of that of the TO

3 4 0 3 6 0 3 8 0 4 0 0 4 2 0

ω (c m-1 )

x 1 0 0

T O

L O

F -T
F -L

Im (ε) Im (-1 /ε)

R e (ε)

R (ω)

a b

c

d

Figure 8. Effective dielectric function model: interpolation between
three-dimensional (3D) MGI and 3D MGII [117]. Parameters: �TO =
367 cm−1, �LO = 402 cm−1, 8 = 1 cm−1, and f = 0	74 (closely packed
spheres). (a) Imaginary part Im(7�; (b) Im(−1/7�; (c) real part Re(7�;
(d) reflectivity R(7�.
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phonon) and should be not observable in the Raman spec-
tra. However, the L–T splitting of the Fröhlich mode gives
rise to a reflectivity minimum; see Figure 8d. The reflectivity
is easy to calculate according to the standard formulae

R��� = �n��� − 1�2 + B���2

�n��� + 1�2 + B���2
(28)

with n��� =
√√

a2 + b2 + a, B��� =
√√

a2 + b2 − a, a =
Re�7⊥����, and b = Im�7⊥����.

5.3. Raman Scattering

5.3.1. III–V Semiconductors
Hayashi and Kanamori [3] were the first to observe Raman
spectra by surface modes in polar semiconductors unam-
biguously. The GaP microcrystals they investigated were
prepared by a gas evaporation technique. Figure 9 shows
Raman spectra of samples with different particle sizes in
the range between 51 and 430 nm. The surface peak can
be clearly seen between the TO and the LO phonon peaks,
when the microcrystals are about 1 order of magnitude
smaller than the wavelength of the incident laser. For the
samples used the surrounding medium was air. A frequency
shift of the surface mode for different sizes was not reported.
The frequency shifted to lower frequencies when the dielec-
tric constant of the surrounding medium was increased.

Figure 9. Light-scattering spectra of the surface mode of GaP nanopar-
ticles. d̄ is the average particle size. Reprinted with permission from
[3], S. Hayashi and H. Kanamori, Phys. Rev. B 26, 7079 (1982). © 1982,
American Physical Society.

This was realized by embedding the microcrystals in the liq-
uids nujol (71 = 2	00), aniline (71 = 2	56), and methylene
iodide (71 = 3	10). The lineshape of the peaks attributed to
an ellipsoidal particle shape was calculated using effective-
medium theory [120]. It was observed that the intensity of
the surface phonon peak increases as the average particle
size decreases. An explanation was given based on calcula-
tions of Ruppin [103] for Raman scattering efficiencies of
bulk and surface phonons in very small spherical crystals.
Watt et al. [121] investigated Raman spectra from arrays

of GaAs cylinders fabricated by lithographic techniques with
radii in the range of 30–100 nm and heights of 140–570 nm.
Those with radius ≤ 40 nm showed a well-defined feature
between the TO and LO phonons. The position of the
additional peak was found to be in agreement with cal-
culations based on the model developed by Ruppin and
Englman [102] for the case of an infinite cylinder embedded
in a dielectric medium. Wang et al. [122] reported Raman
measurements of GaAs dots, fabricated by electron beam
lithography and dry etching. It was found that the surface
phonon intensity increased dramatically with decreasing dot
sizes. da Silva et al. [123] observed the surface phonon at
287.6 cm−1 in 6–10 �m long wire-like crystals of GaAs with
radii of 30 nm. The GaAs crystals were epitaxially grown on
porous Si. They did not observe a dependence of the Raman
intensity on the angle of the incident light, in contradiction
to the observations of Watt et al. [121].
In recent years, in addition to porous silicon, increas-

ing attention has been paid to porous III–V semiconduc-
tor materials [124–130] due to their potential applications
in the field of electronics and photonics [131]. The nano-
sized structures of such polar porous media (not in the
case of the nonpolar Si) allow investigations of the sur-
face modes. Their properties strongly depend on the mor-
phology (i.e., symmetry, structural geometry, effective size,
etc.) and on the constituents. The analysis of these modes
helps to characterize the porous structure by the comparison
of experimental results with theoretical calculations based
on the effective-medium theory. Although for powders or
nanocrystals embedded in homogeneous media 3D models
of the effective-medium theory are successfully applied, 2D
models are more appropriate to describe the morphology
of porous semiconductors. The morphology of the porous
structures fabricated by electrochemical etching of III–V
materials depends mainly on the doping level of the bulk
material, on the defect density on the surface and on the
crystal orientation for given etching conditions [126, 127,
132–134]. A surface-related phonon mode in porous GaP
at 397 cm−1 observed by Tiginyanu et al. [135] was inter-
preted in terms of a Fröhlich mode on the basis of an
effective medium approach [128]. It was shown that its fre-
quency decreases with increasing anodization current. The
fabrication of free-standing porous membranes, detached
from the substrate, described in [136], enabled the investiga-
tion of the surface modes in porous membranes filled with
liquids [137] and infrared reflectance measurements [134].
Figure 10 shows infrared reflectance spectra (a) and Raman
scattering spectra (b) of a porous (111) GaP membrane.
The pores of about 30 nm diameter exhibit a column-like
shape, stretching into the sample perpendicularly to the ini-
tial crystal surface. The experimental spectra (upper row)
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Figure 10. Surface modes in GaP with columnar nanosized pores. (a)
Fourier transform infrared reflectivity spectra and (b) Raman spectra of
porous and of bulk material. The lower row shows results of calculations
based on the effective dielectric function corresponding to the 2D MGII
model.

can be interpreted theoretically (lower row) using a two-
dimensional effective dielectric function 2D MGII; see
Table 1, which describes the morphology of the porous struc-
tures as an interpolation between two cases: cylindrical voids
in the semiconducting matrix (f → 1) and a skeleton of
intercrossing semiconductor plates (f → 0). The wave-like
structures in the reflectance spectra of the porous mem-
brane are interferences of light reflected at the membrane
boundaries. The effect of hydrostatic pressure on the sur-
face modes in porous GaP was investigated in [138] and the
temperature influence in [139].
Sarua et al. [133, 134] studied the influence of free charge

carrier in porous GaAs and porous InP on the surface
phonons. It could be shown that the Fröhlich mode, like the
LO phonon mode, couples to the plasmon modes induced
by vibrations of the free carrier plasma of electrons. As the
LO phonons, the Fröhlich modes were shifted to higher
frequencies with increasing carrier density. In porous InP
this effect could be observed both by light-scattering and
by infrared reflectance measurements; in porous GaAs the
F-T–F-L splitting is too small to be observed in the Fourier
transform infrared experiment.
In GaN columnar nanostructures a new mode near

716 cm−1 was found by Raman scattering measurements
[140]. The columnar structures with the thickness of about
1.5 �m were fabricated by electrochemical dissolution of
bulk material. Scanning electron microscope images proved
that the columns with transverse dimensions of about 50 nm
or less were oriented perpendicular to the initial surface. By
Raman lineshape analysis based on the effective dielectric
function for a composite of GaN columns in an air matrix
(2D MGI; see Table 1) the new mode could be attributed to
Fröhlich vibrational modes.
Electron–phonon coupling due to Fröhlich interaction has

been considered by Efros et al. [26]. They investigated res-
onance Raman scattering of GaP nanocrystals embedded in
glass. With laser excitation near the direct gap a strong LO

phonon and a surface mode approximately 10 times smaller
in intensity were observed, in agreement with calculations
based on the Fröhlich interaction and taking into account
a degenerate valence band. Varying the excitation energy
below the direct gap the LO phonon band decreases dra-
matically, whereas the intensity of the surface mode band is
not much changed. This could be evidence that besides the
Fröhlich interaction other scattering mechanisms like defor-
mation potential scattering contribute to the surface mode
scattering. However, up to now calculations on the electron–
phonon interaction concentrated only upon the Fröhlich
interaction.

5.3.2. II–VI Semiconductors
Surface modes in II–VI compounds were first observed
by Scott and Damen [141] in cylindrical microcrystallites
(� 1 �m) of CdS in a polycrystalline film using Raman scat-
tering. Pan et al. [142] studied Raman scattering of CdS
nanocrystals (size <30 nm) by surface modes in different
organic media. Most Raman scattering experiments were
performed with nanocrystals embedded in a glassy matrix:
CdS [143], CdSe [25], CdSxSe1−x [34, 144–146], and ZnS
[147]. As an example, we discuss here the case of CdSxSe1−x

nanoparticles.
It is known that in the mixed crystal CdSxSe1−x the opti-

cal phonons show the so-called two-mode behavior, meaning
that a CdS-like mode (TO1 and LO1) and a CdSe-like mode
(TO2 and LO2) can be attributed to two oscillators which
contribute with different oscillator strengths depending on
the composition x.
The dielectric function of the mixed crystal can be

described by

7��0 x� = 7��x�
(
�2L1�x� − �2 − i81�

�2T1�x� − �2 − i81�

)

×
(
�2L2�x� − �2 − i82�

�2T2�x� − �2 − i82�

)
(29)

with �L1�x� = 266 + 55x − 19x2, �T1�x� = 266 − 28x,
�L2�x� = 211−25x, �T2�x� = 168+17x, and 7��x� = 5	3x+
6	3�1− x�. The parameters were taken from bulk measure-
ments [148]. The phonon frequencies that depend on the
composition x are plotted in Figure 11. The symbols corre-
spond to measurements on CdSxSe1−x nanoparticles embed-
ded in glass. Below both LO phonons additional modes can
be observed (Fig. 12). In comparison with calculations on
the basis of the effective dielectric function according to
the 3D MGI model (dotted curve in Fig. 11), they can be
attributed to Fröhlich modes.
To study the influence of the particle size on the opti-

cal phonons and the surface modes, a semiconductor doped
glass slab was annealed in a furnace with an applied temper-
ature gradient with temperatures between 850 and 1100 K.
With increasing temperature the CdS0	6Se0	4 particles grow
to larger sizes. The composition x = 0	6 was estimated from
the position of the LO phonons [148]. The positions of the
LO phonons and the surface mode were obtained by fitting
with Lorentzian bands. The dotted lines in Figure 13a cor-
respond to the calculated frequency of the Fröhlich modes
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Figure 11. Dependence of the optical phonons and surface modes on
the composition x of CdSxSe1−x nanoparticles embedded in borosilicate
glass. The lines were calculated with the effective dielectric function of
the 3D MGI model.

assuming spherical particles. Contrary to the acoustic vibra-
tions (Fig. 13b), the optical phonons and the Fröhlich modes
are nearly not size dependent. The effect of small shifts due
to confinement effects for small particle sizes is discussed in
Section 6.2.2.
The electron–phonon coupling in the case of the Fröhlich

interaction between the field induced by the vibrational
motion and the charge distribution was studied by sev-
eral authors theoretically with different approximations and
partly contradicting results (see Section 3). Klein et al. [25]
observed surface modes in CdSe. Their calculations were
based on a classical dielectric model. They concentrated
their investigations on the 1s–1s electronic transition and
assumed that only the electron wavefunction is confined
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in borosilicate glass.

whereas the hole resides near the center of the sphere. Their
result is that the radial charge distribution in the spheri-
cal box does not couple to surface modes. As a possible
reason for the observation of surface modes in the Raman
spectra they assume deviations from the spherical particle
shape. Efros et al. [26] included holes in a four-fold degen-
erate valence band in their calculation and showed that
surface modes with ! = 2 are allowed due to a mixing of
the valence bands even for perfectly spherical nanocrystals.
Chamberlain et al. [110] considered the mechanical as well
as the electrostatic boundary conditions in their model. In
addition to the dipole approximation they considered the
quadrupole contribution of the Fröhlich interaction, pro-
portional to the wavevector. They showed that this term
dominates for intersubband scattering and occurs only via
! = 1 phonons. Because they used a one-band effective mass
model, the phonon modes are restricted to ! = 0 when the
dipole approximation is used. The published calculations are
based on the Fröhlich interaction, but other scattering mech-
anisms could contribute to the light scattering by surface
modes, too. More detailed theoretical investigations are nec-
essary and more experiments should be performed, analyz-
ing the dependence on the excitation wavelength (near and
far of resonance), on the polarization of the scattered light,
and on the particle size to bring to light the properties of
the surface modes.
The selection rules for Raman scattering of optical

phonons in a homogeneous sphere are similar to those
obtained for the acoustic vibrations discussed by Duval [38].
The vibrational modes must belong to the irreducible repre-
sentations D�l�

g and D
�l�
u of the three-dimensional rotation–

inversion group O(3) (g and u mean even or odd upon
inversion). The coupled optical (and the spheroidal acoustic)
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modes transform according to D�0�
g , D

�2�
u , 	 	 	 and the uncou-

pled optical (torsional) modes transform according to D
�1�
g ,

D
�2�
u , D

�3�
u , 	 	 	 . The Raman transition operator for dipole-

allowed scattering is the polarizability tensor. Its compo-
nents transform like D

�0�
g and D

�2�
g . The IR absorption is

electric dipolar; the dipole operator transforms according to
D

�1�
u . Therefore, the uncoupled transverse optical (torsional
acoustic) modes are not expected to be optically active.
It should be noted that the considerations above do

not reflect the crystal symmetry inside the sphere. For
zincblende-type materials belonging to the point group Td
or wurtzite-type materials with point group C6v the inversion
symmetry is absent. For binary compounds such as GaAs,
InP, and GaP, upon lowering of the symmetry from O�3�
to Td the representation D

�0�
g becomes �1 [109]. Scattering

by optical phonons due to the so-called dipole forbidden
Fröhlich interaction with diagonal Raman tensor belongs to
this representation and will be visible. However, both repre-
sentations D�2�

g and D
�1�
u convert into �15. The scattering by

optical phonons due to deformation potential and electro-
optic mechanisms belongs to this Raman activity and D

�1�
u

surface modes are thus Raman active. The question of when,
upon increasing R, the sphere will behave as a piece of bulk
material, is discussed in more detail in [109], considering the
coherence length of phonons.

5.3.3. Other Compounds
A reflectivity gap corresponding to surface modes in a polar
porous semiconductor was first observed by Danishevskii
et al. [149] in porous SiC and interpreted by McMillan et al.
[150] on the basis of the effective medium theory. Sasaki
et al. [50] measured Raman spectra from SiC fibers consist-
ing of microcrystalline SiC about 50 nm in size embedded
in amorphous SiC and carbon. They attributed features in
the spectra between the TO and LO phonon frequencies to
surface modes. The features observed were very weak and
very broad, perhaps due to a high free carrier concentra-
tion and high plasmon damping of the SiC microcrystals and
therefore difficult to interprete.
DiGregorio and Furtak [151] investigated commercially

available 6H-SiC particles with an average size of about
3 �m. The particles were irregular in shape with an aver-
age aspect ratio of about 2. They obtained a weak band in
the Raman spectra below the LO phonon. However, scat-
tering by surface modes is expected to be negligible in crys-
tals that are larger than the wavelength of the exciting light.
The appearance of weak surface modes was qualitatively
explained as being caused by a decrease of the effective par-
ticle radius in irregularly shaped particles, enhancement of
the intrinsic electric fields, and localization of surface modes
near sharp corners and facets on the particles [152]. The
observed mode frequencies 947 cm−1 for the particles in air
and 928 cm−1 for particles embedded in KBr (71 = 2	33)
are near the solutions 932.3 and 948.8 cm−1 of the equation
7��� + 71 = 0 for cylinder-like particles.
Raman scattering spectra in [50, 151] were obtained from

SiC microcrystals of irregular shape and/or large size and,
hence, weak surface phonon structures. This suggests the
presentation here of Raman measurements of nanosized

particles nearly spherically shaped with an average diame-
ter of about 30 nm as proved by XRD measurements. In
the Raman spectra from these particles in air below the LO
phonon a band at 937 cm−1 was observed (Fig. 14c). Its posi-
tion was found to be in agreement with calculations based on
the effective medium theory. The observed half-width of the
band is much larger than the half-width of the LO phonon.
One reason could be local changes in the particle packing
density. The theoretical curves (dotted lines in Fig. 14) were
obtained with the 3D Mo model (Table 1), assuming a dis-
tribution of f values around f = 0	7 with standard deviation
* = 0	3. The sensitivity of the surface mode to the environ-
ment of the particles was proved by embedding them into
amorphous silica (71 ≈ 2). This was achieved by heating the
powder in a laser beam. The temperature was controlled by
measurement of the intensity ratio of the Stokes and anti-
Stokes TO and LO phonons and by the frequency shift of
the phonons. At about 1200 �C the oxidation of the SiC
crystals starts, resulting in a SiO2 oxide layer around the
particles [154, 155]. The SiO2 observed in the Raman spec-
tra could be assigned to amorphous silica [156]. The cor-
responding peaks at about 500 and 600 cm−1 are shown in
Figure 14a. The small peak below the strong TO phonon is
a weak phonon of TO character, indicating the 6H polytype
of SiC.
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Figure 14. Influence of the embedding medium on the surface modes
of SiC nanoparticles. (a) Raman spectrum of SiC nanoparticles embed-
ded in an amorphous silica matrix. (b) Detail of spectrum (a) with sur-
face mode F-L and phonon. (c) Raman spectrum of the SiC nanopar-
ticles embedded in air. Calculations (dotted lines) were based on the
effective dielectric function interpolated between 3D MGI and 3D
MGII [153].
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The surface mode is located at about 909 cm−1 between
the TO and LO phonons of SiC, shown in Figure 14a and
in the inset (Fig. 14b). The theoretical curve in Figure 14b
was calculated with f = 0	65 and * = 0	15.
In the optical phonon Raman spectra of SiC nanorods

(diameters range from 3 to 30 nm; lengths are >1 �m) with
a high density of defects, bands at 791, 864, and 924 cm−1

were observed [157]. By comparison with calculations it was
found that the Fröhlich enhanced effective density of states
of the optical phonons, which becomes important because
of the broken translation symmetry induced by defects, is
responsible for the features in the Raman spectra.
Observations of surface phonon modes have also been

reported for ZnO [158], SiO2 [159], and Si [65].

6. OPTICAL PHONONS

6.1. Confinement Models

In the Raman spectra of nanocrystalline materials with
particle sizes of a few nanometers, peak-position shifts,
broadenings, and asymmetries of optical phonon bands
appear. In most cases the Raman peak shifts to progressively
lower energies and the lineshape gets progressively broader
and asymmetric (on the low-energy side) as the particle size
gets smaller. This effect can be used to determine the parti-
cle size. A typical Raman spectrum of the optical phonons of
nanocrystals with about 3 nm diameter is shown in Figure 15,
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Figure 15. Raman scattering of confined optical phonons in nanocluster
Si with crystals of about 3 nm size. The inset shows for comparison the
Raman spectrum of an optical phonon in bulk Si. The dashed curve
was calculated with the confinement model CM-II for spheres.

together with the Raman spectrum of a single crystal. The
upper dashed curve in the inset shows a calculated profile.
Different confinement models are in use to determine par-
ticle sizes and size distributions from the measured spectra.

Confinement Model CM-I, Phenomenological Phonon
Confinement Model To characterize and interpret the
observed bands, a phenomenological phonon-confinement
model is very widely used; therefore, it is briefly outlined
below. This model, originally proposed by Richter et al.
[160], was later extended by Campbell et al. [161]. In a
Stokes scattering process in an infinite crystal the wavevec-
tor difference �k = �kL − �kS is transferred to a phonon with
wavevector �q0. The wavefunction of a phonon with wavevec-
tor �q0 in an infinite crystal is

D� �q00 �r� = u� �q00 �r�e−i �q0 �r 0 (30)

where u� �q00 �r� has the periodicity of the lattice. The vibra-
tional wavefunction of the nanocrystal is approximated by

E� �q00 �r� = W��r0 L�D� �q00 �r� = E ′� �q00 �r�u� �q00 �r�0 (31)

where the localization of the phonon in a microcrystal
is taken into account by the weighting function W��r0 L�.
A Gaussian weighting function W�r0R� ∼ exp�−# r2/R2�,
introduced in [160] is mostly used in the traditional
approach to bandshape analysis. The parameter # is fixed
arbitrarily to get a small value at the sphere boundary R.
Some other weighting functions were also applied [161–163].
E ′� �q00 �r� can be expanded in a Fourier series, the Fourier
coefficients being

C� �q00 �q� = 1
2�3

∫
d3r E ′� �q00 �r�e−i �q0 �r 	 (32)

The Raman scattering intensity is then described by a con-
tinuous superposition of Lorentzian curves with bandwidth
� centered at the wavenumbers ��q� of the phonon disper-
sion curve and weighted by the �C� �q00 �q��2 factor. By assum-
ing a spherical Brillouin zone, isotropic dispersion curve,
and �q0 = �kL − �kS ≈ 0 for one-phonon scattering, the Raman
intensity can be written as

I��� ∝
∫
d3q

�C� �q��2
�� − ��q��2 − ��/2�2

	 (33)

The Fourier coefficients for the Gaussian weighting func-
tion are C�q� ∼ exp�−q2L2/4#�. This formula has been
often used to fit Raman spectra to obtain mean particle
sizes. However, there is no physical reason to use a Gaussian
weighting function or in the assumption that the phonon
wavefunction amplitude differs from zero at the crystalline
boundary. For the fit parameter # the value 1

2 was orig-
inally used by Richter et al. [161]. Campbell et al. [160]
found the best agreement with experiments setting # = 2�2;
this value has been used by the most authors afterwards.
With W 2�r0R� ∼ exp�−4�2r2/R2� strong confinement of
the phonons to the core is obtained: W 2�r0R� decreases
from 100% at r = 0 to 5% at r = 0	28R which means that
the phonon energy is concentrated in only 2% of the sphere
volume. Although the phonon confinement model is prac-
ticable to estimate particle sizes, it is theoretically not well
founded.
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Confinement Model CM-II This model uses the scatter-
ing function, which is well established in the analysis of
SAXS experiments on small particles [164] (see Section 4.3).
The application of similar expressions to light-scattering pro-
cesses on small particles was also proposed in [48, 49, 96]. To
derive the structure factor we follow Nemanich et al. [165],
who presented an evaluation of the susceptibility function
over a limited spatial extent. The results indicate that spec-
tral changes are related to the phonon dispersion, and the
photon wavevector uncertainty is accounted for.
The light-scattering cross section is proportional to the

space-time Fourier transform of the correlation function of
the fluctuations in the polarizability /���r0 t� [42]:

I��0 �k� ∝
∫
d3r

∫
d3r ′

∫
dt�/�∗��r0 t� /���r ′0 0��

× exp�−i�k · ��r − �r ′� − i�t� (34)

The fluctuations /���r0 t� can be expressed by the atomic
displacements /���r0 t� = ��

�u
u��r0 t�.

In the absence of interaction between different phonon
eigenmodes the displacements of modes with different �q are
uncorrelated, and we obtain

�u∗��r0 t� u��r ′0 0� � = �1/V �
∑

�q
�u∗� �q� u� �q� �

× exp�i �q · ��r − �r ′� + i�0t� (35)

where �0� �q� describes the dispersion of the phonon mode.
The correlation function in Eq. (35) depends only on the
difference �r − �r ′. Therefore, the integrals can be factorized.
Further, the displacement correlation function is expressed
in terms of the Bose–Einstein factor n���, and Eq. (34) can
be written

I��0 �k� ∝ n��� + 1
�

∑
�q
A� �q0�� S� �q0 �k� /�� − �0� �q��

(36)

where the scattering function S is obtained by

S� �q0 �k� =
[
�1/V �

∫
V
d3r exp�i� �q − �k� · �r�

]2
(37)

The function S� �q0 �k� is a measure of the uncertainty of
the wavevector �q. For an infinite transparent crystal with
S� �q0 �k� ∼ /� �q − �k� wavevector conservation is obtained.
Before we discuss the scattering function for small parti-
cles, some remarks concerning absorption are needed. For
a crystal that is opaque to light, the effective scattering vol-
ume is limited by the penetration depth, which is on the
order of 1/', where ' is the absorption coefficient. The
effect of absorption can be described by assuming complex
wavevectors �kL = �k′

L + i�k′′
L and �kS = �k′

S + i�k′′
S . By inte-

gration of Eq. (37) over the half-space z ≤ 0 we obtain
a Lorentzian function S� �q� ∝ ��qz − �k′

L − k′
S��

2 + '2�−1,
where we have used ' ≈ k′′

L + k′′
S . This means that the

wavevector component qz has a Lorentzian distribution cen-
tered at k = k′

L − k′
S with a half-width of 2'. Lorentzian

distributions were successfully used to interpret Raman scat-
tering of LO phonon–plasmon excitations [9] and Brillouin

scattering [10] in opaque semiconductors. However, because
we have to deal with very small scattering volumes of parti-
cles with characteristic lengths L � 1/', the absorption can
be neglected in general.
For finite scattering volumes the coupling of light to exci-

tation modes with wavevectors �q in a range about �k is
allowed and the function S� �q0 �k� describes the range of
wavevectors that take part in the light-scattering process.
For optical phonons we assume small frequency changes
along the dispersion curves and we will use the approxima-
tion of a constant term A� �q0��. The finite lifetime of the
phonons is taken into account by replacing the /-function
by a Lorentzian function and the sum is approximated by
an integral over a spherical Brillouin zone. With �k = �kL
−�kS ≈ 0 we obtain

I��0 �k� ∝
∫
d3q

S� �q�
�� − ��q��2 − ��/2�2

(38)

an expression similar to Eq. (33) but with S� �q� instead of
�C� �q��2. Table 2 presents the function S�q� for some differ-
ently shaped particles and for a layer. In Figure 16 these
functions are shown in dependence on the dimensionless
parameter B: B = q ·2R for spheres with radius R, B = q6 ·2R
for long cylinders (length L 	 radius R), and B = qx ·L for a
cube (edge length L). The function S�B� describes the range
of wavevectors that take part in the light-scattering process.
For example, for spheres the curve S�q� diminishes from the
value 1 at B = 0 (q = 0) to a weight of 1

2 at about B = 4,
corresponding to a wavevector of q = 2/R; wavevectors with
less weight contribute up to about B = 8 corresponding
to q = 4/R. The wavevector corresponds to a momentum
p = �q; therefore, we can discuss these equations in terms
of Heisenberg’s uncertainty relation �x · �p ≥ �/2 correlat-
ing the uncertainties of the coordinate x and the momen-
tum p. A Gaussian distribution of x values corresponds to
a Gaussian distribution of p values. For Gaussian distri-
butions only the lower limit �p = �/2�x of Heisenberg’s
uncertainty relation is obtained [168]. In our case of x val-
ues strongly restricted to the particle volume the uncertainty
is larger. Using the example of the sphere we estimate that
�p ≈ 4�/�x, setting �x = 2R and �q ≈ 2/R.
For comparison two Gaussian weighting functions used in

the phonon confinement models CM-I are also shown (# = 1

Table 2. Scattering functions S�q�.

Shape S�q�

Sphere 9
j21 �qR�

�qR�2
R: radius

j1: spherical Bessel function

Cylinder
4J 21 �q6R�
�q6R�

2
· sin

2�qzL/2�
�qzL/2�2

R: radius

L: length in z direction
J1: Bessel function

Rhomboeder
∏

i=x0 y0 z

sin2�Liqi/2�
�Liqi/2�2

Li: lengths of the edges

Layer
sin2�Lqz/2�
�Lqz/2�2

L: layer thickness in z direction
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Figure 16. Scattering functions S�B� for light scattering of differently
shaped particles. The parameter B is the dimensionless product of a
characteristic length L (2R for spheres and cylinders; edge length for
the cube) times the corresponding wavevector component.

and # = 1/4�. The two formulae [Eq. (33) and Eq. (38)] look
similar, but their interpretations are different. It should be
noted that the model CM-II does not involve arbitrary fitting
parameters.
To take the phonon confinement into account, we should

consider that the largest possible wavelength of the phonons
in the particle is restricted by their size. For example, in a
sphere the corresponding smallest wavevector is 4.49/L, the
wavevectors allowed are approximately 4.49/L, 7.72/L, and
10.90/L · · · 2�/a, where a is the lattice constant. For L 	 a
the approximation of the sum over q values by an integral
in Eq. (33) or (38) is justified.
The phonon dispersion curves often are approximated

on the basis of a linear chain model by ��q� = −A +√
A2 − B�1− cos�aq��. The parameters A and B are cho-

sen to fit neutron scattering data or theoretical calculations,
and a is the lattice constant. Other approximation formulae
are given in Ref. [109, 111, 145, 169].

Other Confinement Models Raman shifts of nanocrys-
tals versus size were studied theoretically by a bond polar-
izability model [170]. In the first step the vibrational
properties of clusters of some hundred atoms were cal-
culated. The force constants and the atom positions were
taken to be the same as those in the bulk. The force con-
stants were considered up to the fifth order; a partial density
approach [171] was adopted to calculate them. The vibra-
tional eigenfrequencies and eigenfunctions were calculated
for Si spheres and Si columns consisting of up to 657 atoms.
Then the Raman spectra were calculated by a bond polar-
izability model [172, 173] as a sum of independent con-
tributions from each bond. It was found that the Raman
shifts due to the confinement effect could be described by
�� = �0 −��L� = A�a/L�8 , where ��L� is the phonon fre-
quency of the nanocrystal with size L, �0 is the frequency
of the optical phonon in bulk material at the Brillouin zone
center, and a is the lattice constant. The fitted parameters
were A = 47	41�20	92� cm−1 and 8 = 1	44�1	08� for spheres
(cylinders), respectively.
A simple microscopic calculation using a one-dimensional

linear chain model with bond polarizabilities to calculate the

Raman intensities was applied to different porous Si struc-
tures with connected or isolated Si structures [174]. Compar-
ing the experimental spectra with those simulated by models
the results were consistent with cylindrical nanocrystals of
3:1 length-to-diameter ratio and diameters of ∼ 5 nm, mea-
sured by TEM.

6.2. Size Determination
by Raman Scattering

6.2.1. Si and Ge
The confinement of optical phonons has been investigated
by Raman scattering in Si nanocrystals prepared by the
plasma transport method [160, 175], the gas-evaporation
technique [176], the reactive sputtering technique [177],
molecular beam deposition [178], laser annealing of a-Si:H
samples [179], plasma-enhanced chemical vapor deposition
[180], and surface modification by implantation [181] and
in porous Si layers [68, 162, 163, 174, 181–187]. From the
observed phonon shifts the particle sizes have been esti-
mated using the confinement model CM-I [Eq. (33)] with
Gaussian weighting functions [169, 179, 180, 181, 185, 187]
or with the weighting function W�r0L� = sin�'r�/'r , by
analogy with the ground state of an electron in a hard sphere
[162, 163]. In some cases the particle sizes were determined
independently by other methods. In Figure 17 observed fre-
quency shifts and half-width broadenings are plotted ver-
sus the particle size determined by TEM [169] or XRD
[177, 180]. For comparison calculated results were included,
obtained with the phonon confinement model CM-I using
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Figure 17. Observed frequency shifts and half-widths of the Raman
bands of the optical phonon in nanocluster Si (�[188], � [177], � [180])
and porous Si (• [169]) depending on the particle size L. The curves are
results of calculations: (1) confinement model CM-I, parameters taken
from [169]; (2) confinement model CM-II; s, spheres; c, long cylinders;
(3) microscopic calculations [170]; s: spheres; c: cylinders.
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a Gaussian weighting function (parameters taken from
Ref. [169]), with the model CM-II (spheres and cylinders),
and results calculated with the bond polarizability model
[170] (spheres and cylinders). For the following reasons the
confinement models cannot be used without taking some
care.

(i) The particle shapes are often not well defined and
the particles have a size distribution.
A lineshape analysis of Raman spectra of porous

Si by assuming that the crystallite sizes obey a log-
normal distribution has been performed in [163],
assuming two nanocrystalline components with Gaus-
sian distributions in [187].

(ii) Strain-induced changes in the phonon frequencies
have to be taken into account [162, 180, 184]. It is
known that in nanoporous Si the Raman peak can be
shifted by strain to lower energies (≤2 cm−1� [189,
190]. Stress inhomogeneities on a nanometer scale
can be expected to broaden the Raman signal.

(iii) The structure of the particles is not perfect
crystalline.

In some cases spectral features were observed which con-
sist of two or more bands [169, 176, 180, 187, 191–193].
Although a broad band at about 475 cm−1 can be assigned
to amorphous Si, we supposed that the origin of two bands
between this band and 520 cm−1 (bulk phonon frequency)
is due to a splitting of the optical phonon (degenerate for
q = 0 in the Brillouin zone center) in TO and LO modes
for larger q values [192] or to a combined contribution of
two types of nanocrystallites [184, 187, 193, 194] or to a shell
structure of the particles with modified vibrational contri-
butions of the near-surface atoms. Xia et al. [180] observed
one band for crystalline sizes L ≤ 2.2 nm and L ≥ 5.3
nm in hydrogenated nanocrystalline Si films. For samples
with 2.2 nm ≤ L ≤ 5.3 nm the Raman spectra were com-
posed of two bands: one peaked at 505–509 cm−1 and the
other at 512–517 cm−1. A spherically shaped cluster with two
shells was used to model the nanocrystals, and the observed
Raman spectra were analyzed by combining the confinement
model CM-I and strain effects. The size dependence of the
relative intensity of the two bands corresponds to the ratio
of the near-surface region and the crystalline core. It should
be noted that a hexagonal phase of Si with Raman peak at
about 500 cm−1 has also been found in pressure-treated Si
[196] and in wear debris from dicing of silicon wafers [197].
For L ≤ 1.5 nm (corresponding to about 200 atoms)

reported Raman spectra of Si clusters are to some extent
similar to those of amorphous Si films. A new aspect is the
observation of Raman bands around 550 cm−1 extending
up to 600 cm−1, well above the highest peaks of bulk Si in
Si-rich SiO2 films with clusters [198]. The observed spec-
tral shapes are in qualitative agreement with the density of
states spectra calculated by Feldman et al. [199] for Si33 and
Si45 clusters. Raman spectra of molecular clusters Si4, Si6,
and Si7 have been successfully measured by Honea et al.
[200] by applying a technique of surface-enhanced Raman
scattering. Si cluster ions were produced by laser vaporiza-
tion, size-selected in a quadrupole mass spectrometer and
co-deposited with an N2 matrix onto a liquid helium-cooled

substrate. By comparison of the observed very sharp vibra-
tional lines with ab initio calculations they could determine
the cluster structures.
In comparison with Si nanoparticles of the same size

the observed frequency shifts and half-width broadenings
in Ge nanoparticles are much smaller. A smaller shift is
expected due to the position of the optical phonon in
crystalline-Ge at the lower frequency of about 300 cm−1,
the main reason could be the smaller dispersion of the opti-
cal phonons, which was observed by neutron scattering for
Ge [201] compared with measurements for Si [202–204].
Kanata et al. [205] investigated gas-evaporated Ge parti-
cles with sizes of 10–60 nm, as determined by Raman mea-
surements and by XRD measurements. Good agreement
was obtained by applying the CM-I model (# = 25/8) and
assuming spheres with a single-crystalline core and a coat-
ing amorphous shell. The confinement effect in Ge dots in
the size range L = 2.6–13 nm has been studied systemati-
cally by Bottani et al. [206] with Raman scattering, TEM,
and absorption measurements. The samples were grown
by an evaporation-condensation self-organization technique
that allows obtaining nearly spherically shaped nanoparticles
with a narrow size dispersion [207]. As the size decreases
an inhomogeneous broadening, a redshift and a softening of
the optical phonon peak were observed. The measurements
were found to be in agreement with confinement model cal-
culations (CM-I), taking into account the size distribution
as measured by TEM. Sasaki and Horie [208] investigated
gas–evaporated Ge nanocrystals in the size range 2.6–13 nm
with resonant Raman scattering. They found that the size as
deduced from the frequency shift and half-width broadening
is about half of that obtained from the lowest electronic exci-
tation energy measured in the resonant Raman scattering.
Additional anharmonicity is assumed to be associated with a
decay process including surface vibrational states. They used
a confinement model with phonon waves confined to a cube
and vanishing amplitudes at the surface.
Intensive photoluminescence around 2 eV has been

observed by formation of Ge nanocrystals in SiO2 [209–211].
The phonon confinement measured by Raman scattering
was used to show that the crystalline phase formed consists
of Ge nanocrystals. If Si substrates are used, the analysis of
the experimental results has to be done with extreme care,
because an observed peak at about 300 cm−1 could origi-
nate from the two-phonon peak of the Si substrate and not
from Ge ([211–213]; see also Fig. 15). To tackle this prob-
lem resonant Raman scattering with excitation laser energy
at 2.4 eV and polarized Raman scattering can be used [214].

6.2.2. II–VI Semiconductors
In polar semiconductors the confinement effect of the opti-
cal phonons in particles of a few nanometers in size can be
more difficult to observe due to the simultaneous appear-
ance of surface modes between the LO and the TO phonons
[145].
Small frequency shifts (up to about 3 cm−1� of the LO

phonon of small quantum dots of II–VI compounds in com-
parison with the bulk value were observed for decreas-
ing radii (down to ≈2 nm) in glass matrices. Redshifts for
CdSe dots [39, 54, 110, 146] blueshifts [61] as well as red-
shifts [52, 145] for CdSxSe1−x dots, and size-independent LO
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phonon frequency for CdS dots [32] are reported. Obviously
the shifts depend also on the glass matrix used [215]. To
explain the observed phonon shifts and broadenings some
authors, in addition to the confinement models, introduced
lattice contraction caused by the mismatch of the ther-
mal expansion between the quantum dots and their host
material and surface tension increasing with decreasing dot
size [61, 215]. Shiang et al. [32] estimated with a con-
finement model the observed asymmetric band shape, the
increase in bandwidth, and the frequency downshift with
decreasing size. They assumed that surface pressure effects
nearly compensate for the confinement effect in such a way
that no size dependence of the LO frequency results. For
small CdSe nanoparticles embedded in glass, an asymmet-
rical broadening of the LO phonon band toward the low-
frequency side for nanocrystals with R = 2	1 and 1.8 nm and
a decrease to lower frequencies was observed [111]. This was
attributed to confinement of the LO phonons. The disper-
sion of the observed LO phonon frequencies was compared
with ab initio calculations [111].

6.2.3. Other Compounds
Phonon confinement effects were also studied on self-
assembled GaN quantum dots of 2–3 nm height [216],
crystalline As precipitates in GaAs [217], in CeO2−y

nanoparticles [218], diamond nanoparticles [219, 220] and in
BN micro- and nanoparticles [165]. The latter case is inter-
esting because an upward shift of the high frequency mode
E2g was observed with decreasing particle size similar to that
for small particles of graphite. Calculations were performed
with the confinement model CM-II using phonon dispersion
curves reported in [221].
Redshift or blueshift in dependence on the coating was

observed in coated TiO2 nanoparticles [222].

7. NEW INSTRUMENTATION
AND METHODS

High-Throughput Devices Many applications of Raman
spectroscopy benefit from developments to measure the
usually weak signals more efficiently. For recording scat-
tered light, charge-coupled devices (CCD) have become very
widespread during the last 10 years and are now used in
the most multichannel Raman spectrometers. They have a
very high quantum efficiency over a broad spectral range
and a very low dark count level when cooled. The separa-
tion of the Raman signals from the much stronger elastically
scattered light has been achieved in the past by use of dou-
ble or triple monochromators. Another technical solution,
now used more and more, are Raman spectrometers consist-
ing of a holographic notch filter for stray light suppression
and a single grating spectrograph. Such spectrometers have
up to 10 times larger optical throughput, are more com-
pact with fewer optical components, and are less expensive
than triple monochromators. The notch filters suppress the
incident laser light by a factor of more than 106 while the
rest of the spectrum is transmitted with a high efficiency of
about 80%. The small edgewidth of less than 4 nm allows
measurements of frequencies as low as 50 cm−1. The appli-
cation of this new generation of Raman spectrometers is

attractive for measurements on nanoparticles with low sig-
nals, too. However, for low-frequency Raman measurements
on acoustic modes closer to the laser line, better stray light
rejection is required. This can be realized by application of
a triple monochromator and a photomultiplier as detector
or by using a double monochromator in the configuration as
a cutoff filter followed by a single spectrograph and CCD as
detector.

Surface-Enhanced Raman Scattering An enhancement
of Raman scattering intensity was observed for molecules
deposited on silver surfaces. A large increase in the local
electric field intensity occurs when the wavevector of the
surface plasmon mode of the silver film is matched to that
of the incident laser [223–226]. Vibrational Raman spectra
of small Si clusters, size-selected in a quadrupole mass spec-
trometer and co-deposited with an N2 matrix onto a liq-
uid helium-cooled silver film were measured with an signal
enhancement of about 50 at the surface plasmon–polariton
resonance [200].
The Raman scattering intensity of molecules can be

enhanced in SERS processes by 5 to 6 orders of magnitude
when they are adsorbed on a roughened silver surface.
Although all details of the origin of the signal enhance-

ment are not yet understood, two main mechanisms are
usually assumed to be responsible. The so-called electro-
magnetic effect is considered by most authors to be the
major contributor to SERS. The electromagnetic effect was
explained in terms of the excitation of localized surface plas-
mons in silver nanostructures (and nanostructures of a few
other metals), which enhances the electromagnetic fields
near the nanoparticle’s surface. Resonance of the excit-
ing/scattered fields with the surface plasmons is assumed.
The second mechanism discussed, the so-called chemi-
cal enhancement effect, is attributed to resonant Raman
processes involving charge transfer between the adsorbed
molecule and the metal surface. Although the average
enhancement factor has been normally measured to lie in
the 105–106 range, it has been shown recently that the
enhancement is laterally highly inhomogeneous and concen-
trated at hot spots at the surface of the metallic nanostruc-
tures where the SERS enhancement can be as large as 1010

[227, 228]. The lateral resolution is thus not determined by
the diffraction limit, but by the spatial confinement of the
local fields. Over the last 5 years it was shown that SERS can
be observed even from single molecules [229–233]. The fact
that enhancements large enough to allow single-molecule
spectra to be detected have only been observed for some
adsorbates (generally dye molecules) suggests that reso-
nance processes are involved.
The target species are in local electromagnetic fields of

high intensity and, in particular, also very strong field gra-
dients. These effects could explain some observed results of
SERS measurements on single carbon nanotubes, not seen
with conventional Raman scattering, for example, exchange
in scattering intensity between phonon modes and changes
of the depolarization ratios [234, 235].

Near-Field Optical Microscopy In conventional Raman
microscopy a pixel size no smaller than 1 �m is common.
Resolutions of 100 nm or even substantially smaller can be
realized by combining Raman scattering with the near-field
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optical microscopy [236]. A laser beam is coupled into an
optical fiber that is sharpened to a very small tip with con-
ical shape at the end. The dimensions of the tip are much
smaller than the wavelength of the exciting laser light. Ini-
tially, the major obstacles for obtaining Raman spectra were
arising from the weak light intensity given by the excitation
and the detection through small apertures and by the Raman
scattering process. The principle of the method was demon-
strated, for example, by the measurement of the phonon
spectra of diamond with a fiber probe of 100 nm diameter
[237]. In measurements of Raman spectra from liquid CCl4
the sampling volume of 70 nm diameter and 10 nm depth
contained only about 250,000 molecules [238]. For appli-
cations with weaker scatterers a considerable improvement
of the signals obtained is necessary. One way to enhance
the Raman cross section is resonant excitation, which was
already used in some cases. Another technique is the com-
bination of near-field optical microscopy with SERS, with
which strong enhancement of the Raman signals by many
orders of magnitude was obtained [239, 240].

Tip-Enhanced Near-Field Raman Spectroscopy Tip-
enhanced near-field Raman scattering is one of the forth-
coming characterization techniques, which can be effectively
used to understand the vibronic and electronic proper-
ties of a material at nanoscale. This technique can also
be used even for a single molecule detection, because it
allows for the detection of molecular vibration spectra with
a resolution smaller than the diffraction limit of the light.
It has recently been demonstrated [241] that the near-
field detection of Raman scattering using a metallized tip
achieves high spatial resolution beyond the known limits of
surface-enhanced Raman scattering and reveals new weak
vibrational modes, which cannot be seen in usual far-field
measurements. It has been demonstrated that because of the
local field enhancement, the Raman scattering is enhanced
by a factor of 40 and the spectra could be measured at a
spatial resolution of several tens of nanometers. By using
this technique, single nanoparticle detection could be pos-
sible. Also, single molecule detection could be much more
precise and accurate compared to SERS, where the spatial
resolution is diffraction limited. For near-field detection, it
is possible to observe the dynamics of a molecule with spa-
tial resolution on a molecular scale. In these experiments,
a metallic tip with a size of a few tens of nanometers is
approached to the sample where the source light is tightly
focused. The localized surface plasmon–polariton is excited
at the tip apex. The area of the field localized at the tip cor-
responds to the diameter of the tip, which works as the near-
field light source and attends the super-resolving capability.
Molecules soaked in this localized field around the tip scat-
ter inelastically through Raman scattering. The Raman spec-
tra recorded contain useful information about molecular
vibrations at the nanoscale level, which cannot be detected
through other techniques. In this way, it is possible to
understand the special behavior of molecules, excitons, and
electron–phonon interaction inside a nanoparticle, which
can reveal new understanding about the confinement and
the effect of confinement on the electron–phonon system.

GLOSSARY
Effective medium theory The properties (e.g., the dielec-
tric function) of a composite are described by averaging over
local inhomogeneities introducing suitable effective media
models.
Quantum confinement In nanometer-sized structures
(quantum wells, wires, and dots) the allowed energy states
and the density of states are modified in comparison with
the corresponding bulk material. Onset occurs when one or
more dimensions of a structure become comparable to the
characteristic length scale of an elementary excitation.
Raman scattering process Inelastic light scattering. The
scattered photo has lost (Stokes process) or gained (anti-
Stokes process) the energy of an elementary excitation (e.g.,
a phonon) compared with the energy of the incident photon.
Rayleigh scattering process Elastic light scattering. The
scattered and the incident photon have the same energy.
Small angle X-ray scattering (SAXS), small angle neutron
scattering (SANS) Scattering at small angles in the vicin-
ity of the primary beam. The scattering features at these
angles correspond to structures ranging from nanometers to
submicrometers.
X-ray diffraction (XRD) Technique for characterizing
crystalline materials. It provides informations on structures,
phases, average grain size, crystallinity, strain, crystal
defects.
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1. INTRODUCTION
One of the most spectacular phenomena discovered in
recent years in magnetic artificially layered structures is
the giant magnetoresistance (GMR) effect. The essence
of the effect is the dependence of electrical resistance
of a magnetic metallic multilayer on its magnetic config-
uration [1, 2]. Such a configuration can be changed, for
example, with an external magnetic field applied to the
system. A typical structure in which the effect occurs
is a multilayer with adjacent ferromagnetic films coupled
antiferromagnetically across a nonmagnetic spacer [3, 4]
so that they have antiparallel magnetizations in the van-
ishing magnetic field. The magnetizations then rotate in
an external field from the antiparallel configuration to
the parallel one, and this rotation is accompanied by a
decrease in the electrical resistance of the multilayer (an
increase is also possible [5]). The effect exists for elec-
tric current flowing in the film plane [1, 2, 6], as well as
for electric current flowing perpendicularly to the film
plane [7–9]. The antiparallel alignment can also be obtained
by other means. If, for instance, a multilayer consists of
two types of ferromagnetic films (which have different coer-
cive fields), then there is a range of magnetic fields during
scan through the hysteresis loop where the magnetizations
are antiparallel (being parallel above a certain saturation
field) [6]. The GMR effect itself is a classical effect, and also
exists at room temperature. Therefore, most of the experi-
mental works on electronic transport in magnetic structures
were done in this temperature range.

Whereas the transport properties of magnetic systems
in the high-temperature regime are more interesting from
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the application point of view, the low-temperature regime
seems to be more interesting from the point of view of
fundamental physics. This is because various quantum phe-
nomena have peculiar contributions to transport character-
istics, particularly in systems of reduced dimensionality. In
such structures, usually one or more characteristic dimen-
sions are in the nanometer range. When electrons prop-
agate in a disordered system with the electron coherence
length comparable to its (one or more) dimensions, the
conductivity corrections due to quantum interference and
electron–electron (e–e) interaction may play a significant
role. Moreover, analysis of the phase-coherent effects in
spin-polarized materials, particularly their dependence on
the magnetic field and temperature, provides a sensitive way
to investigate the degree and role of structural (morphologi-
cal) and magnetic (domain walls) inhomogeneities. One may
also expect that future spin electronics (spintronics) will take
advantage of the phase-coherent transport in spin-polarized
systems.

Localization effects in the transport properties of non-
magnetic metals and semiconductors were investigated very
extensively during the last three decades, starting from the
paper by Anderson [10]. The main results of these inves-
tigations have been summarized in several review articles
[11–15]. The best developed seems to be the weak local-
ization (WL) theory [11, 12], which gives a way to rigor-
ously calculate localization corrections to the conductivity
of disordered metals or degenerate semiconductors in the
limit of �F �/� � 1, where �F is the Fermi energy and �
is the momentum relaxation time of electrons. These cor-
rections turn out to be strongly dependent on the tem-
perature and magnetic field, and therefore they have been
clearly observed in many experiments (see [15] for a review).
The interaction theory of disordered systems [13, 14], which
accounts for the quantum corrections to conductivity due to
e–e interaction, has been developed in the same spirit as
WL. Even though these two theories are constructed as per-
turbation theories, and thus are restricted to relatively small
quantum corrections to conductivity, they explained a great
number of experiments on disordered metals, heavily doped
semiconductors, and amorphous metallic films. One of the
most surprising properties of disordered systems is the effect
of dimensionality in films and wires, and in small metal-
lic particles. The essential point is that disordered systems
are characterized by two characteristic lengths—the electron
mean-free path l and the phase coherence length L� (or the
Thouless length LT in the interaction theory). The latter
length scale corresponds to the distance at which the elec-
tron preserves its phase coherence, and this scale is associ-
ated with inelastic processes like scattering from phonons.
When the geometrical size of a sample becomes smaller
than L�, its transport properties are drastically changed
since the quantum corrections for systems of different effec-
tive dimensionality are significantly different too. When the
sample size is smaller than L�, the system is called meso-
scopic. The origin of WL corrections to conductivity can be
understood as a quantum effect due to the interference of
electron waves propagating in a disorder potential [15, 16].
The quantum interference enhances the probability of an

electron to return back to the starting point, which results
in a tendency of the electron to localize. The external mag-
netic field and inelastic scattering from phonons suppress
the quantum interference, which effectively decreases the
magnitude of localization corrections. A different response
of WL and e–e interaction to the magnetic field usually
allows us to distinguish between the localization and e–e
contributions [17]. The relevant theoretical formalism makes
use of diffusons (particle–hole propagator) and cooperons
(particle–particle propagator) [11, 12]. They describe prop-
agation in space and time of the electron density and of
the fluctuations of superconductive density, respectively. The
effects of temperature, magnetic field, and spin–orbit (SO)
interaction can be accounted for theoretically by consid-
ering the corresponding influence on the diffusons and
cooperons.

The quantum corrections to conductivity due to WL and
e–e interactions are usually limited to low temperatures.
However, e–e interaction can lead to other phenomena,
which in certain systems also have a significant influence
on electronic transport at high temperatures. An exam-
ple of such systems are tunnel junctions. Broad interest in
magnetic tunnel junctions was initiated by successful appli-
cations of the GMR effect in read/write heads and mag-
netic field sensors [18]. Indeed, an effect qualitatively similar
to GMR was also observed in magnetic tunnel junctions.
Now, the junction resistance varies when the magnetizations
of the ferromagnetic electrodes rotate from an antiparal-
lel to a parallel alignment. The effect is commonly known
as the tunnel magnetoresistance (TMR) effect, and was
first observed in Co/Ge/Fe junctions by Julliere [19]. It
results from the spin-dependent electronic band structure
of the ferromagnetic electrodes and spin-dependent tun-
neling rates. The effect occurs not only in simple planar
junctions [20], but also in more complex ones, like double
magnetic junctions with ferromagnetic outer electrodes and
magnetic or nonmagnetic central ones. In the latter case,
the TMR effect in the sequential tunneling regime results
from spin accumulation in the central electrode, which in
turn is a consequence of spin-dependent tunneling rates
across the barriers [21]. However, it also may occur in the
coherent tunneling regime, where an electron is in a coher-
ent state of the whole double-barrier system, and there-
fore is sensitive to the magnetic configuration of the outer
electrodes.

In the case of double-barrier planar junctions, the central
electrode (called also an island in the following) is suffi-
ciently large to neglect the effects due to electrostatic inter-
action of an electron tunneling to this electrode with other
electrons already being there. When the island becomes
small, the electrostatic interaction of the excess electrons
with the other ones may play a crucial role in electronic
transport, leading to Coulomb blockade phenomena [22].
In asymmetric junctions, transport characteristics then form
the well-known Coulomb staircase. Interplay of the charging
phenomena and ferromagnetism of the electrodes [23] are
briefly reviewed too.

The review then summarizes the results of experimen-
tal and theoretical studies of localization in ferromagnets,
magnetic layers, and multilayers, as well as in mesoscopic
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magnetic structures. It also includes recent results on the
e–e correction to conductivity in disordered ferromagnetic
structures, and the results on electrostatic charging effects
in double magnetic junctions.

2. EARLY EXPERIMENTS
The low-temperature anomaly in electrical conductivity of
ferromagnetic metals and thin films was reported in several
experimental works. These works clearly demonstrate that
the localization and interaction corrections to conductivity
occur not only in nonmagnetic systems, but also in ferromag-
nets. However, interpretation of the results was not quite
certain because the corresponding theory was not devel-
oped at that time. Here, we review some of these early
experimental works. Kobayashi et al. [24] studied the tem-
perature and magnetic field dependence of the electrical
conductivity of highly resistive thin Ni films (film thickness
of 40 and 60 Å). The samples were prepared in the follow-
ing way [25, 26]. First, vacuum deposition of ferromagnetic
metal (Ni of an amount which corresponded to 1 nm) onto
quartz substrate was carried out, followed by oxidation at
6	5 · 10−2 torr for a few minutes. At the next stage, this pro-
cedure was repeated two times with two more deposited Ni
layers, each oxidized again. The resistance of the samples
was controlled by changing the oxidation time. By analyzing
electron micrographs, it was found that the film consisted
of an ensemble of Ni nanoparticles with diameter of 1 nm
(distribution of the size within ±5 Å) dispersed on the sub-
strate. The stack of three layers of the particles formed a
well-connected two-dimensional network of particles having
only little overlap in the direction normal to the substrate.
The third layer was covered with 50 nm thick SiO for pro-
tection. Kobayashi et al. [24] observed that the sheet con-
ductivity 
�� � �R��T0� − R��T ��/R

2
�
�T0� (here, R��T � is

the sheet resistance) as a function of temperature has the
form �� = �0 +A ln T . They also found the parameter A to
be close to e2/�2�2

��, and to be almost independent of the
film thickness below 60 Å. Magnetoconductivity was posi-
tive, independent of temperature, and as small as 0.1% at
10 kOe. These results are in agreement with the WL the-
ory in the effectively 2-D case. Some conclusions about the
importance of spin–orbit (SO) interaction in ferromagnets
were also drawn there.

The magnetoresistance (MR) of thin Pd1−yNiyHx films of
thickness 25, 50, and 100 Å was measured by Raffy et al.
[27] between 1 and 5 K and in magnetic fields up to 1 T.
With no hydrogen (x = 0) and for y > 0	025, the alloys are
ferromagnetic, and display localization behavior in a zero
magnetic field. Hydrogenation suppresses ferromagnetism in
these materials, and for (x −→ 1), the ground state is dom-
inated by magnetic fluctuations. It was shown that MR for
25 Å Pd0	94Ni0	06Hx film could be fitted rather well by the
2-D form


R�

R2
�

= e2

2�2�
��− ��Y

(
H

H0

)
(1)

where Y�x� = ln x+��1/2+ 1/x�, and ��x� is the digamma
function, which has the property ��x� � ln�x� for x � 1
[28]. This is the formula for quantum correction in non-
magnetic metals, where the coefficient � is due to the
Maki–Thompson correction [29] and � is due to the WL
corrections, respectively, whereas H0 is the phase-breaking
field determined by spin-flip scattering and inelastic pro-
cesses. MR was positive, and therefore accounted for by the
suppression of the antilocalization correction in a magnetic
field. The antilocalization effect was attributed to strong SO
scattering. It should be noted that Pd and Ni alloys are
close to the ferromagnetic transition at low temperatures.
Introducing hydrogen into ferromagnetic Pd turns it into the
paramagnetic state, whereas a relatively small concentration
of Ni atoms leads to the presence of large-moment localized
magnetic impurities or small magnetic clusters. The fact that
the system is close to the phase transition point makes the
interpretation of experimental results much more complex.

The resistivity of thin Fe films (for thickness above 60 Å)
grown epitaxially on GaAs was studied by Fuller et al. [30]
and Rubinstein et al. [31]. The iron films were grown on
GaAs substrates by the molecular beam epitaxy (MBE)
method. The substrate face orientation was chosen to be
(110) in order to obtain within the film plane the following
three different crystalline axes: the magnetically easy [001],
hard [111], and intermediate [110] ones. It is known that
epitaxial few monolayer Fe films can be obtained on MgO
[32] and GaAs substrates [33, 34] because the correspond-
ing nearest neighbor distances are close (within less than
1%) to that of bcc iron. The deposition of Fe on GaAs is
of special importance because magnetic films deposited on
semiconductors are important for application in spintron-
ics. However, in this particular experiment on weak localiza-
tion phenomena in Fe, specially prepared highly insulating
substrates were used to allow studying transport proper-
ties of the iron films. These specially doped with chromium
(6 · 1016 atoms · cm−3) and tin (2 · 1016 atoms · cm−3) GaAs
substrates remained highly insulating, even when heated to
625 	C in a vacuum for about 30 min. Several samples,
grown with thicknesses from 60 to 200 Å, were photolito-
graphically patterned to three conducting stripes, aligned
along one of three different magnetic axes: easy, inter-
mediate, and hard. The temperature dependence shows a
shallow minimum at approximately 15 K, and at lower tem-
peratures, obeyed the log law �� = �0 + A ln T , with the
coefficient A very close to e2/�2�2

�� [30, 31]. It was shown
that the anomalous temperature dependence did not vary
with the current and sample orientation [31]. This tem-
perature dependence was not affected by magnetic fields
up to 600 G. A small negative MR was observed only at
magnetic fields larger than 30 kG. No anomaly in the low-
temperature conductivity was observed for films of thick-
ness larger than 100 Å, which excludes the Kondo effect as
a possible explanation of the experimental results. A com-
parison of the temperature dependence of the resistivity
and of the normal Hall effect did not allow to distinguish
between the interaction and WL corrections, mainly because
of the experimental error. Finally, at 4.2 K, the high-field
MR appeared to be negative, and varying linearly with the
magnetic field between 30 and 130 kG. This is inconsistent
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with the e–e interaction and WL theories, which predict the
lnH and − lnH dependence in this regime, respectively.

Aprili et al. [35] measured the low-temperature con-
ductivity of inhomogeneous Ni films near the percolation
threshold. Homogeneous layers of thickness d = 6 nm were
first evaporated using electron guns in ultra high vacuum
(10−9 torr). Percolating Ni films were prepared by controlled
coalescence due to the annealing of homogeneous films at
temperatures from 500 to 550 	C in ultrapure He vapor.
The annealing process was controlled by resistance mea-
surements, which provided an accurate method for following
the evolution of the inhomogeneous state. Moreover, the
annealing allowed a reduction of the amount of atomic size
effects, leading to relatively large-scale topological disorder
only. The metallic coverage (p) was deduced by analyzing
transmission electron microscopy images after annealing. A
percolation coverage of about pc = 0	56 and a fractal dimen-
sionality df = 1	8 were found to be in good agreement with
theoretical predictions [35]. Assuming the diffusion coef-
ficient D = 5 · 10−4 m2 · s−1, found in Ni-based percola-
tion alloys [27], the authors estimated that, for temperatures
below 30 K, the scale on which the phase coherence is pre-
served, LT = √

D�/kBT , should become larger than a typi-
cal film thickness, indicating possible two-dimensional quan-
tum transport. Indeed, the log T anomaly was found exper-
imentally, which was well fitted with the formula 
�� =
�e2/2�2

���1 + 2�1 − F �� log T −KdT �/dR�, where the first
two terms account for quantum transport (WL contributes
to the coefficient 1 and e–e interaction to the factor 2�1 −
F �, F being a screening factor). The second term reflects
ordinary inelastic scattering with Kd, the coupling coeffi-
cient. It was also observed that the external magnetic field
of 4 T did not affect 
���T �, indicating that the quantum
correction was mainly due to e–e interaction in 2-D. More-
over, from the log T fit, one can obtain F = 0	55, which was
close to the screening factor of 0	53 estimated theoretically.
For percolating films, the logarithmic slope was found to be
partially suppressed. Moreover, a signature of a modified
dimensionality at T < 4 K was reported, reflecting the transi-
tion to the regime, where the phase-coherent scale becomes
close to the percolation length. Magnetoresistivity measure-
ments performed by subtracting data obtained at 20 K (i.e.,
in the classical regime) showed that some contribution due
to WL is also present. The dependence of a small additional
(positive) contribution to the conductivity on the external
magnetic field became logarithmic at high fields (above 3 T),
and can be approximated by formula (1).

3. EFFECTS OF MAGNETIC FIELD ON
THE LOCALIZATION CORRECTIONS

An analysis of the localization corrections in ferromagnet-
ically ordered metals or semiconductors was carried out in
[36–38], where the results were also compared to the cor-
responding ones derived for nonmagnetic materials [11, 12].
It was shown that there were two main sources which affect
the localization corrections: the internal induction B and
the magnetization field M. For theoretical analysis [36–38],

a model described by the following Hamiltonian

H = − �
2

2m

(
&

&r
− ieA

�c

)2

−M · � (2)

was used, where the vector potential A is related to the mag-
netic induction B by B = rotA, M has the dimensionality of
energy, and � is the vector of Pauli matrices. The first term
in Eq. (2) describes electrons moving in the magnetic field B,
whereas the second one takes into account the Zeeman split-
ting of spin-up and spin-down electron bands. Both factors
in the Hamiltonian affect the localization corrections. It is
known that the first term suppresses the cooperons, whereas
the second one suppresses singlet cooperons and singlet dif-
fusons [11, 12]. In good metallic ferromagnets, the magni-
tude of the spin-splitting M related to the second term of
Eq. (2) is of the order of Fermi energy �F . On the other
hand, there is a general condition, �F �/� � 1, on which the
WL theory is valid (i.e., when the localization corrections
can be considered as small corrections). Therefore, one can
assume that, in good ferromagnetic metals, the condition
M�/� � 1 is also fulfilled. It can be shown [37] that when
this condition is fulfilled, the contribution of singlet diffu-
sons and cooperons can be neglected. Bearing this in mind,
one can find the localization corrections to conductivity by
direct generalization of the results derived for nonmagnetic
metals [11, 12].

In the three-dimensional case, the localization correction
to the conductivity, which includes only triplet cooperons
and takes into account the magnetic induction B, can be
written in the following form:


��B� = 
��0�− e2

16�2�lB

×
�∑
n=0

[
1

�n+ 1/2 + *↑�1/2
− 2�n+ 1 + *↑�1/2

+ 2�n+ *↑�1/2 + 1
�n+ 1/2 + *↓�1/2

− 2�n+ 1 + *↓�1/2 + 2�n+ *↓�1/2

]
(3)

where ��0� does not include the effects due to magnetic
induction, and is given by


��0� = C + e2

4�2�

[
1

D1/2
↑

(
1
�̃so↑

+ 1
��↑

)1/2

+ 1

D1/2
↓

(
1
�̃so↓

+ 1
��↓

)1/2]
(4)

with the following notations introduced:

C � − e2

2�2�l
, *↑�↓� =

l2B
4D↑�↓�

(
1

�̃so↑�↓�
+ 1
��↑�↓�

)
(5)

Here, D↑�↓� = v2
F ↑�↓��↑�↓�/3 are the diffusion coefficients,

and vF ,↑�↓� are the Fermi velocities for spin-up and spin-
down electrons. Apart from this, lB = �c�/eB�1/2 is the mag-
netic length, and l is the electron mean-free path. Spin–orbit
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interaction is included, and is described by the SO relax-
ation time of cooperons �̃so↑�↓� and the phase relaxation time
��↑�↓�, related to the inelastic scattering of electrons from
phonons. The dependence of �� on T results in the temper-
ature dependence of conductivity at low T . Formula (3) was
found by Kawabata’s method [39], and is limited to weak
magnetic induction, when lB � l. The magnetoresistivity is
found to be negative due to the suppression of the negative
localization correction by magnetic induction B. In the case
of lB < l, the localization correction vanishes, being com-
pletely suppressed by the magnetic induction. At *↑, *↓ � 1
(i.e., for low temperatures or strong magnetic induction),
the sum in Eq. (3) is a constant C2 = −0	13 [39], which
leads to the

√
B dependence of the localization correction

on B. In the opposite limit of weak magnetic induction, one
has *↑, *↓ � 1, and the correction is proportional to B2.
The derived formulas describe the dependence on the total
magnetic induction, which in turn depends on the external
magnetic field.

In the effectively 2-D case, the localization correction has
the form


��B�=− e2

4�2�

[
�

(
1
2
+ 1
�↑a↑

)
−�

(
1
2
+ 1
�̃so↑a↑

+ 1
��↑a↑

)

+�
(

1
2
+ 1
�↓a↓

)
−�

(
1
2
+ 1
�̃so↓a↓

+ 1
��↓a↓

)]
(6)

where a↑,↓ = 4eBD↑,↓/c�. In the limit of B→ 0, the local-
ization correction has a form similar to that in the nonmag-
netic case:

*��0� = e2

4�2�
ln
[
�↑�↓

(
1
�̃so↑

+ 1
��↑

)(
1
�̃so↓

+ 1
��↓

)]
(7)

In both effective 3-D and effective 2-D cases, the localiza-
tion correction to conductivity is negative, and the magnitude
of this correction decreases with increasing B. The latter
takes into account both the internal magnetic induction and
the effect of the external magnetic field. Thus, the localiza-
tion can be observed only in the case of a weak suppression
of the localization correction by the internal induction.

The key question for quantum corrections is: how long is
the phase coherence length? Tatara and Barbara [40] theo-
retically considered the Aharonov–Bohm effect in a disor-
dered ferromagnetic ring. The Aharonov–Bohm effect is a
macroscopic manifestation of the quantum interference of
electron waves. It shows up as oscillations of electric cur-
rent in a small metallic ring as a function of the exter-
nal magnetic field. In the case of superconductors or pure
nonmagnetic metals, the oscillation factor in the depen-
dence of electric current on the magnetic field is known
to be cos�2�///0�, where / is the magnetic flux penetrat-
ing through the ring, and /0 = hc/e is the magnetic flux
quantum. The corresponding theory for disordered normal
metals was developed by Altshuler et al. [41], and it was
shown that, in disordered metals, the corresponding fac-
tor should be cos�4�///0� instead of cos�2�///0�. This
is because the cooperon contributing to the current in the
ring carries the double electron charge 2e, and therefore
the effective magnetic quantum is half of the usual value
hc/e. The theoretical prediction of [41] was later confirmed

in experiments with gold rings [42]. Due to the internal
magnetization and internal induction in ferromagnets, the
Aharonov–Bohm effect was shown [40] to be different from
the analogous effect in nonmagnetic disordered metallic
rings. The main difference is related to the influence of mag-
netization on the components of the cooperon. Each spin
component contributes to the Aharonov–Bohm effect, with
a damping factor depending on the scattering of electrons
in each spin channel. Due to the possibility of a large differ-
ence in the mean-free paths of spin-up and spin-down elec-
trons, only electrons of a specific spin orientation contribute
to the effect. Thus, ferromagnetism does not suppress the
Aharonov–Bohm effect, even if the difference in the spin-
up and spin-down relaxation times is large (as, for example,
in Fe).

Aliev et al. [43] measured MR of 17 nm thick Co wires
with a width of 200 nm and a length of 1 1m at temper-
atures from 4 K down to 100 mK, and in magnetic fields
up to 15 T perpendicular to the structure. The polycrys-
talline wire structures were grown at room temperature by
molecular beam epitaxy, followed by electron lithography
patterning. Electric measurements were performed in a dilu-
tion He3–He4 refrigerator by using the standard ac bridge
technique (LR700), which assured low dissipation at low
temperatures. The low-temperature resistivity (30 12 · cm)
confirmed the polycrystalline structure of the sample, and
indicated that the elastic mean-free path was slightly smaller
than the strip cross-section dimensions. Figure 1 presents
the data obtained at 100 mK at different values of electric
currents between 10 and 1 1A, and for magnetic fields well
outside the region where the anisotropic MR (AMR) could
affect the results. One can clearly see reproducible conduc-
tance fluctuations with an amplitude of the order of 0	01e2/h
at the lowest currents and temperatures. Strong suppression
of the resistance fluctuations with the current above 10 1A
and temperature T > 4 K indicates that these anomalies are
not induced by a reproducible rearrangement of the inter-
nal magnetic structure. These conductance fluctuations also
indicate the phase-coherent transport.
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Figure 1. Reproducible magnetoresistance fluctuations in 17 nm thick
Co line structures with width of 200 nm and length 1 of 1m observed
at ultralow temperatures (100 mK) at different electric currents from
10 to 1 1A.
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Recently, Kasai et al. [44] observed the Aharonov–Bohm
effect in a ferromagnetic permalloy nanoring. The sample
consisted of a nanoscale ring with leads made of permal-
loy (Fe19Ni81) and patterned by using the lift-off technique
and electron-beam lithography. First, a thin photoresist of
100 nm was spin coated onto a thermally oxidized Si sub-
strate. The resist mask was then patterned with a 20 keV
electron beam. After development, permalloy was deposited
by an electron-beam evaporator with 0.5 nm/s. The sample
was then obtained after the resist mask had been lifted off in
solvent. A scanning electron microscope was used to image
and determine the dimensions of the sample. For resistance
measurement, Cu electrodes were attached to the leads. The
distance between the two voltage electrodes was 2.5 1m. The
outer and inner diameters were, respectively, equal to 500
and 420 nm, whereas the thickness was 20 nm. The magne-
toresistivity of the ring was measured from 30 mK to 4 K in
a magnetic field perpendicular to the ring plane. For mag-
netic fields large enough to exclude AMR, the authors [44]
observed aperiodic fluctuations and periodic resistance oscil-
lations. The aperiodic fluctuations, similar to those found
for Co line structures [43], have been identified as being
due to the universal conductance fluctuations. By calculating
the power spectrum from the Fourier transform of the MR
data obtained in the range from 3 to 4 T, it was concluded
that the Aharonov–Bohm oscillations had a period 
B =
0	0266 T, which was consistent with the estimated range of
0	0209T < 
B < 0	0299T , given by the inner and outer
diameters of the ring. The oscillation period was found to
be dependent on the magnetic field tilting angle. The ampli-
tude of oscillations was estimated to be about 0.001e2/h,
which was almost three orders of magnitude smaller than
one might expect for the fully phase-coherent diffusive con-
ductor. The reduced value of the conductance oscillations
was explained by a small (as compared to paramagnetic met-
als) phase-coherence length (500 nm). In ferromagnets, the
phase-coherence length is significantly reduced by spin-flip
scattering.

4. ELECTRON–ELECTRON INTERACTION
IN SPIN QUANTUM WELLS

Contrary to WL, the e–e interaction corrections in ferromag-
nets are not suppressed by the internal magnetic induction.
This is because the interaction corrections are described
mainly by the diffusons, which are not affected by the mag-
netic induction. The main difference between nonmagnetic
and ferromagnetic metals, as concerns the interaction cor-
rections, is the suppression of the contribution due to singlet
diffusons. Thus, taking into account only triplet diffusons,
one finds the following form for the exchange term in the
interaction correction [36, 38]:


�ex =
e2

2�2��3↑ + 3↓�
[
3↑ ln

(
T�↑
�

)
+ 3↓ ln

(
T�↓
�

)]
(8)

where 3↑�↓� is the density of states of spin-up (down) elec-
trons at the Fermi level, and T is taken in the energy units.

The Hartree term in the correction, on the other hand, is
given by the formula


�Har = − e2

4�2�

[
F↑ ln

(
T�↓
�

)
+ F↓ ln

(
T�↓
�

)]
(9)

The above expression contains the constants F↑ and F↓,
which are determined by the average ratio of the Coulomb
interaction matrix elements with the momentum k to the
matrix element with k = 0 [13, 12]. Here, k is the momen-
tum transferred due to e–e interaction for the electrons at
the Fermi surface. The difference between F↑ and F↓ is due
to the different Fermi surfaces of spin-up and spin-down
electrons.

Experimentally, the interaction corrections to the conduc-
tivity were observed by Aliev et al. [45] in Co/(Cr/Ag)/Co
multilayers. The multilayers were prepared on MgO(100)
substrates in a molecular beam epitaxy (MBE) deposition
system using electron-beam guns and a mass spectrome-
ter control system to stabilize the growth rate. In order
to vary the thickness systematically, the Cr and Ag films
were grown in a wedge shape. Then the system was cut
into long stripes. The following multilayer composition was
studied: Co(45 Å)/Cr(0–15 Å)/Ag(0–20 Å)/Co(45 Å), cov-
ered by 20 Å of Ag as a protection layer. The sample sur-
face and structure were studied in detail by atomic force
microscopy (AFM), X-ray diffraction (XRD), and magnetic
force microscopy (MFM) [45]. The AFM measurements on
the thinnest part of the wedge gave an rms roughness of
0.4 nm over a 2	5 · 2	5 1m2 area, while for the thickest part
of the wedge, an rms roughness of 1.5 nm was obtained for
the same area. The average grain diameter observed using
AFM images was 50 nm. Low-angle specular XRD spectra
clearly showed a series of well-defined finite-size oscillations,
again an indication of low film roughness. The temperature
dependence of conductivity at T < 20 K shows the logarith-
mic dependence on T , fitted by the formula 4 = A log T +
C (see Fig. 2). Possible reasons for the observed logarith-
mic increase of the resistivity at low temperatures could be:
(1) the Kondo effect, (2) WL effects, (3) disorder-enhanced
two-dimensional e–e interactions, or (4) the interaction of
conduction electrons with two-level systems. The first two
effects are sensitive to low magnetic fields, and give rise
to negative MR. They can be distinguished from the other
interactions by applying a sufficiently strong magnetic field.
The estimated upper limit for the Kondo temperature was
TK = 7 K, defined as the middle point of the temperature
interval, where the resistivity grows logarithmically. There-
fore, for the usual Kondo effect, the temperature depen-
dence of the resistivity should be substantially changed by
the field H = 110 kG. Characteristic fields which suppress
WL effects are usually lower than 1 kG. However, it was
found [45] that even the magnetic field of 110 kG had almost
no influence on the logarithmic slope. The lack of satura-
tion of the resistivity down to ultralow temperatures, both
for H = 0 and in the magnetic field of 110 kG, implies that
the logarithmic term in the resistivity is likely due to the 2-D
type e–e interactions in the presence of disorder. However,
the experimental data [45] do not allow to exclude some
additional contribution to the resistivity due to scattering on
two-level systems. The indication of such a possibility comes
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Figure 2. Logarithmic dependence of resistivity at T < 20 K (4 = A ·
log T +C) for two Co (45 Å)/(Cr/Ag)/Co (45 Å) trilayers with different
thicknesses of Cr/Ag spacer. Inset shows plot (−A/C) as a function of
the Cr/Ag spacer thickness.

from the deviation from the log-T behavior in the resistivity
at ultralow temperatures [46].

The thickness dependence of the observed normalized
logarithmic term in the resistivity, A/C, was found to be
rather unusual (see the inset in Fig. 2). For the elastic scat-
tering times 10−9–10−13 s within an accuracy of 0.01, the
ratio A/C in the log-T fit is proportional to the product of
the e–e interaction coefficient F and the residual resistiv-
ity [45]. For all studied strips, the coefficient F turned out
to be strongly dependent on the thickness L of the (Cr/Ag)
spacer layer. At some values of L, however, resonance-like
peaks of F were observed. An explanation of this intrigu-
ing observation, given by Aliev et al. [45], was related to a
change of disorder at the Cr/Ag interface with increasing
thickness of the Cr/Ag spacer. The observed periodicity of
5 Å indeed corresponds roughly to 2.1 Å for Cr and 2.9 Å
for Ag. An atomic monolayer of Cr in the preferential (110)
direction is around 2.04 Å thick, which is in good agree-
ment with the 2.1 Å estimated above. It is worth noting that
interface-morphology-induced oscillations with a one mono-
layer periodicity also were observed in the magnetic proper-
ties and in the in-plane lattice spacing of cobalt [47–49] and
gold ultrathin films [50].

Another possible explanation of this phenomenon is
based on the screening effects in spin-separated quantum
wells created by the multilayer structure [36]. In a simplified
model, one may assume two different quantum wells, respec-
tively for spin-up and spin-down electrons. Correspondingly,
there are two different spin channels for the localization
corrections. The coupling constant of e–e interaction is also
associated with each of the spin channels. However, the
screening of e–e interaction may include electrons with both
spin orientations, provided that the corresponding matrix

elements obey certain selection rules. The resonance effect
occurs when the ratio of the spin-up and spin-down quan-
tum well widths is an integer. Physically, this corresponds to
a commensurability of the wavefunctions of electrons with
different spin orientations.

5. ROLE OF SPIN–ORBIT INTERACTION
The SO interaction plays an important role in the localiza-
tion phenomena. It is well known that, in nonmagnetic met-
als, the presence of SO interaction can change the sign of
the localization correction. As a result, the low-temperature
conductivity of metals with strong SO interactions increases
with decreasing temperature, what is known as the weak
antilocalization effect. The change of the sign of localiza-
tion correction is associated with the suppression of triplet
cooperons by the SO interaction. In nonmagnetic metals,
there are contributions from singlet and triplet cooperons,
which have different signs and which enter with coefficients
reflecting the multiplicity of the corresponding states: +1
for the singlet and −3 for the triplet [13, 12]. Without SO
interaction, this results in a negative correction since each
component of the triplet gives the same contribution as
one component of the singlet. By switching on a sufficiently
strong SO interaction, one suppresses the triplet cooperon,
and only the singlet cooperon is then relevant. This results
in the sign reversal of the localization correction.

The situation is different in ferromagnetic metals, where
the relatively strong internal magnetization completely
excludes the singlet cooperons. Thus, the localization correc-
tion is negative, that is, there is no weak antilocalization. On
the other hand, the SO interaction affects the triplet cooper-
ons, decreasing the localization correction, making it smaller
than in nonmagnetic metals. That is why the SO interac-
tion is of main importance for the localization corrections
in ferromagnets.

The SO interaction occurs as a relativistic effect in elec-
tron scattering from impurities and defects. It also occurs
as the Rashba terms due to the interfaces [51], and the
Dresselhaus terms [52] due to the higher order k terms
in the electron Hamiltonian. The effects of SO interaction
on the cooperons, related to the scattering from impurities
and to the Rashba terms, have been studied theoretically in
the case of bulk and effectively 2-D ferromagnets [37]. The
most important result is that the SO interaction entering the
cooperons turns out to be strongly dependent on the orien-
tation of magnetization vector M in 2-D structures. More
precisely, the inverse SO relaxation time �̃−1

so vanishes when
the magnetization is in the plane of the layers.

It is worth noting that the SO interaction should be even
more pronounced in the case of multilayered structures than
in single films. As we pointed out before, the potential steps
at the interfaces in combination with the relativistic terms
in the Hamiltonian may produce strong SO scattering. The
corresponding theory for the interface SO interaction was
proposed by Bychkov and Rashba [51]. In the case of Fe/Cr
multilayers, the potential steps are about 2.5 eV for the
majority of electrons, and one can expect a significant SO
scattering from the interface.
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6. LOCALIZATION CORRECTIONS
TO THE ANOMALOUS HALL EFFECT

Theoretical and experimental investigation of the anomalous
(or extraordinary) Hall effect (AHE) in ferromagnets has
a long history [53]. Recently, this effect has attracted much
interest because it can be used to determine the magni-
tude and orientation of the magnetization in some magnetic
materials, structures, and devices. AHE can be measured
as a Hall voltage induced by an electric current flowing in
the direction perpendicular to the magnetization M. In con-
trast to the usual Hall effect, AHE does not require any
external magnetic field. Two different mechanisms leading
to AHE have been studied thoroughly: the so-called side-
jump and skew-scattering mechanisms. They both essentially
involve the SO interaction. The physical reason for AHE is
a spin-dependent lateral displacement of the electron wave
packet during the scattering from impurity (side jump) and a
spin-dependent anisotropy of the scattering amplitude (skew
scattering) [54].

The calculation of the off-diagonal conductivity �xy in a
ferromagnet can be performed using the diagram technique.
Considering a loop diagram with the SO correction to the
vertex part (this is the side-jump mechanism), Crépieux and
Bruno [54] found the following formula for �xy:

��sj�xy = e272
0

6

(
3↓kF ↓vF ↓ − 3↑kF ↑vF ↑

)
(10)

where kF ↑,↓, vF ↑,↓, and 3↑,↓ are the electron momentum,
electron velocity, and the density of states for spin-up and
spin-down electrons at the Fermi surfaces. The constant
70 measures the strength of the SO interaction. It has the
dimensionality of length, and for nonrelativistic electrons in
vacuum, 70 = 7c/2�, where 7c = 2��/m0c is the Compton
wavelength of electrons and m0 is the free electron mass.
The magnitude of 70 in crystals is changed due to crystalline
fields.

Within the skew-scattering mechanism, one takes into
account the loop diagrams with the third-order corrections
due to scattering from impurities, keeping the first order in
SO interaction [54]. The result of relevant calculation is

��ss�xy = ��V 3�72
0a

3
0

6�V 2�
[
�xx,↓k

2
F ↓3↓ − �xx,↑k2

F ↑3↑
]

(11)

where �xx,↑,↓ are the diagonal conductivities in the spin-
up and spin-down channels, and a0 is the lattice parameter.
Here, V measures the amplitude of disorder, and the angle
brackets mean averaging over disorder. The dimensionless
ratio �V 3�/�V 2�3/2 depends only on the distribution P�V �
of the random field V �r�, whereas 3a3

0�V 2�1/2 characterizes
the relative strength of the potential.

Localization correction to the anomalous Hall effect has
been studied experimentally on several amorphous ferro-
magnetic Fe films with thickness from two to ten atomic
layers [55]. The films were prepared in-situ by quenched con-
densation onto a crystalline quartz substrate held at helium
temperature in a vacuum better than 10−11 torr. Homoge-
neous amorphous iron films of less than two monolayers
thickness could be obtained by this method if they were
deposited on an insulating Sb buffer layer with a thickness of

ten monolayers. An additional indication on the amorphous
structure of the films was the resistively detected irreversible
transformation to the crystalline state for films of thickness
of more than 18 monolayers, when they were heated to
above 40 K. Details of the sample preparation are described
in [56]. It has been found [55] that the quantum correc-
tion to the off-diagonal (Hall) conductance 
�xy is negligibly
small in the low-temperature region, in which the correction
to the conductance 
�xx ∼ log T is clearly seen. In other
words, the quantum corrections due to localization and e–e
interaction to the off-diagonal conductance vanish in ferro-
magnetic films. This result is in contrast to what is known of
the localization corrections to the usual Hall effect [11, 12],
for which the localization correction to the off-diagonal con-
ductance is nonzero, and this exactly compensates the effect
of localization correction in diagonal conductance for the
Hall constant. As a result, the localization correction to the
Hall constant is exactly zero, but the correction to �xy is
not zero. The theoretical analysis for ferromagnets has been
done in [57–60]. It was shown that the results are different
for different mechanisms of AHE. Namely, the localization
correction to �xy is nonzero for the skew scattering [57, 58],
but it vanishes for the side-jump mechanism [58]. In the
latter case, exact cancellation of the contributions from dif-
ferent diagrams takes place. In addition, the exchange inter-
action correction for the skew-scattering mechanism was
shown to vanish too [57]. Thus, the experiment of Bergmann
and Ye [55] can be interpreted either as the localization cor-
rection strongly suppressed by the SO interaction within the
skew scattering [57], or as the localization correction within
the side-jump mechanism [58]. The latter interpretation is
better justified for an alloy-like type of disorder described
by the Gaussian distribution of random fields. Such a type
of disorder (alloys, amorphous systems) is in contrast to the
impurity disorder (doped semiconductors).

7. INTERPLAY BETWEEN LOCALIZATION
AND BAND MAGNETISM

The above discussion of the WL and e–e interaction correc-
tions to conductivity applies to systems far from the critical
point of ferromagnetic transition, where the magnetic fluctu-
ations are very weak. An important issue is the influence of
localization on the magnetic ordering in itinerant ferromag-
nets. This effect should be of key importance near the criti-
cal point, where the magnetic fluctuations are affected by the
localization effects. In other words, magnetic fluctuations,
cooperons, and diffusons should be considered at the same
footing. This problem was studied in [61, 62]. Fukuyama [61]
considered a ferromagnet in the framework of the Hubbard
model and in the presence of random short-range impuri-
ties. He found that the Curie temperature Tc depends sub-
stantially on the disorder which leads to an increase in Tc.
The reason for this is that the Coulomb interaction lead-
ing to ferromagnetism is effectively enhanced due the to the
diffusive motion of electrons.

A similar model, with two coupling constants describing
the Hubbard interaction in a disordered electron system,
was studied by Singh and Fradkin [62]. They found that the
effect of enhancement of the e–e interaction by the localiza-
tion can be so strong that the electrons can be localized, and
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at the same time, the ferromagnetic ordering can persist.
The authors called such a system the ferromagnetic Anderson
insulator. The other important aspect of the self-consistent
calculation in their work was no suppression of the singlet
cooperon by the spontaneous magnetization. This resulted
from an interplay of different types of fluctuations in the
vicinity of the magnetic phase transition point.

Recently, Kim and Millis [63] predicted a singular renor-
malization of the amplitude of backscattering from impu-
rities, when the correlation length near the ferromagnetic
magnetic quantum critical point exceeds the mean-free path.
In other words, long wavelength fluctuations may dramati-
cally increase the backscattering by spinless impurities. This
effect leads to an enhancement of the Altshuler–Aronov cor-
rection to conductivity from log�1/T � to log2�1/T �. Besides,
peculiar Friedel oscillations in the electron density near
the impurities should occur for a magnetic-field-induced
quantum-phase transition. Due to a nonzero magnetic field,
the spin-up and spin-down Fermi surfaces are character-
ized by different wavevectors. Accordingly, two superim-
posed oscillations in the electron density may be expected
near any impurity.

On the experimental side, localization effects due to
the magnetically tuned quantum-phase transition were
observed in synthetic antiferromagnet (Fe/Cr) [64] and natu-
ral quasi two-dimensional metal Sr3Ru2O7 [65]. The ruthen-
ate Sr3Ru2O7 is the n = 2 member of the series of layered
perovskites Srn+1RunO3n+1. The end members of the series
are the pseudocubic and itinerant ferromagnet SrRuO3
�n = �� [66] and the strongly two-dimensional unconven-
tional superconductor Sr2RuO4 [67]. The high-quality sin-
gle crystals were grown using methods described in [68].
It was found that critical fluctuations near the metamagnetic
phase transition in quasi two-dimensional metal Sr3Ru2O7
strongly enhance the residual resistivity 4res as the tempera-
ture is lowered below a few kelvin [65]. The low-temperature
resistivity, however, varies as 4 = 4res + AT �, with � � 1.
Similar conclusions have been drawn from the study of the
magnetic-field-tuned quantum-phase transition in antiferro-
magnetically coupled Fe/Cr multilayers (see the next section
and [64] for details of the sample growth and characteri-
zation). The difference is that, in the latter case, the maxi-
mum in the residual resistivity is overshadowed by a strong
magnetic-field-dependent resistance, that is, by the GMR
effect.

8. LOCALIZATION CORRECTIONS
ASSOCIATED WITH DOMAIN WALLS

It has been known for a long time that magnetic domain
walls (DWs) contribute to MR (DWMR). Electron trans-
port through a narrow DW is predominantly ballistic [69],
whereas for thick DWs it is rather diffusive. In the latter
case, the quantum corrections due to WL and e–e inter-
action in the presence of disorder can also play a signif-
icant role, leading to interesting MR phenomena [70–72].
Recent interest in the DW contribution to resistivity is stim-
ulated by intriguing physics which underlies the DWMR
effect [73–77], and also by possible applications. Indeed,
DWs can have a significant influence on the electrical noise

and operation of magnetoelectronic devices [78]. Although
the number of DWs was controlled and directly observed,
for example, in Fe [77] and Co films [75] at room tempera-
ture, where DW formation is relatively well understood, no
clear picture emerged which could allow an understanding
of the results. AMR dominates the low-field MR, and com-
plicates the extraction of the true DW contribution to the
resistivity [79]. In order to minimize the AMR contribution,
thin films with reduced magnetization and special DW con-
figurations have been studied [80].

The localization corrections in the presence of DWs are
affected by a specific perturbation, which can be described
as an effective gauge field arising in the vicinity of DWs.
This problem has been studied theoretically in several works
[70–72]. Tatara and Fukuyama [70] showed that, using a
local spin transformation, the problem of a smooth DW
with a spatially varying magnetization M�z� can be consid-
ered as a problem with constant magnetization, but with
an additional spin-dependent gauge field. The effect of the
gauge field on the cooperon is similar to that of the vec-
tor potential associated with a magnetic field, that is, the
gauge field suppresses the cooperons. Thus, DWs cause sup-
pression of the localization corrections, which leads to an
increase in the conductivity in the presence of DWs. When
the external magnetic field removes DWs, then the con-
ductivity decreases, giving rise to positive magnetoresistiv-
ity. This effect should be observed in the low-temperature
region, where the localization corrections are not negligi-
ble. Recently, Jonkers [81] predicted that, for a 2-D ferro-
magnetic wire with impurity scattering independent of the
spin orientation, the suppression of WL by DWs increases
with increasing impurity concentration and decreases with
increasing width of the wall.

The theory described above [70, 71] was revised and fur-
ther developed by Lyanda-Geller et al. [72]. They showed
that, actually, the gauge field does not equivalently suppress
all of the cooperon components. Strictly speaking, some
components can be unaffected by this field, which means
that the effect is smaller than that predicted in [70, 71].

One of the ways to quantify the effect of the domain
walls on resistance of ferromagnetic films is to pattern high-
quality thin (100 nm thick) epitaxially grown (110) oriented
bcc Fe films [77]. These films, grown on sapphire substrates
[82], display a large in-plane uniaxial magnetocrystalline
anisotropy, with the easy axis parallel to the [001] direction.
The films were patterned using projection optical lithog-
raphy and ion milling to produce micron scale wires ori-
ented perpendicular to the magnetic easy axis. The residual
resistivity ratio of 30 and low residual resistance indicate
the high crystalline quality of these films. The competi-
tion among magnetocrystalline, exchange, and magnetostatic
interactions results in a pattern of regularly spaced stripe
domains perpendicular to the wire axis. Variation of the
wire width changes the ratio of these energies, and hence
the domain size. The magnetic domain configurations were
strongly affected by the magnetic history of the samples.
Before imaging, the wires were magnetized to saturation
with a magnetic field transverse or longitudinal to the wire
axis. In the transverse case, the mean stripe domain length
was 1.6 mm—much larger than in the longitudinal case,
where it was 0.4 mm. The negative DW contribution to the
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resistivity, which was extracted from the low-field MR of
these epitaxial Fe films after taking into account the AMR
contribution, was explained [77] as a possible indication for
the localization corrections in the presence of DWs. How-
ever, the fact that the WL effect survived at elevated (77 K)
temperatures is rather against such an explanation. A nega-
tive contribution to resistivity due to DWs was also reported
by Hong and Giordano [83] in Ni wires at T < 20 K. Very
narrow strips were patterned from Ni films evaporated onto
glass substrates. The patterning was accomplished using a
step-edge method [84], with typical thicknesses and widths
of 200–400 Å, and sample lengths of 10 1m · km. The elas-
tic mean-free path, estimated from low-temperature resistiv-
ity (10–20 12 · cm) was comparable to, or slightly smaller
than, the strip cross section. Further experimental details
are given in [85]. These experiments [83], however, did not
study the temperature dependence of the effect, and con-
sidered AMR as an alternative origin of the observation.
In the following, we review recent experimental results on
the localization corrections in antiferromagnetically coupled
Fe/Cr multilayer structures in the presence of DWs [86, 87].

Antiferromagnetically (AF) coupled magnetic multilayers
(MMLs) are systems of reduced magnetization, and there-
fore have strongly suppressed AMR. Weak pinning of DWs
at high temperatures is expected to suppress the DWMR.
For a fixed magnetic field, DWMR should occur at suf-
ficiently low temperatures, where DWs become strongly
pinned and their configuration is not affected by thermal
fluctuations or electrical current. The GMR effect (see
Section 1) in this system is dominated by realignment of
the magnetization direction in adjacent magnetic layers [88].
The presence of DWs should result in a small additional in-
plane MR [89]. While the GMR effect is known to saturate
at low temperatures [90], the temperature dependence of
DWMR is still a matter of controversy.

Epitaxial [Fe/Cr]10 multilayers with ten bilayers were pre-
pared in an MBE system on MgO (100)-oriented substrates
held at 50 	C and covered by a 12 Å thick Cr seed layer.
In-situ high-energy electron diffraction and ex-situ X-ray
diffraction measurements were used to control the structural
quality of the multilayers. The thickness of the Cr layers
was typically 12–13 Å, which corresponds to the first anti-
ferromagnetic peak in the interlayer exchange coupling for
the Fe/Cr system [91], and gives rise to maximum GMR,
which is about 20% at 300 K and 100% at 4.2 K. The anti-
ferromagnetic fraction exceeds 80%, and the bilinear AF
coupling dominates the biquadratic exchange coupling [92].
A detailed description of the sample preparation and struc-
tural characterization is given in [93].

Typical magnetic images at T = 4	2 K and room temper-
ature [86, 87] reveal different irregularly shaped domains of
micrometer size (which is a characteristic feature of strong
AF coupling [88, 94]). The susceptibility data point toward
a weak pinning of the DWs at room temperature and a
strong pinning at low temperatures [87]. Figure 3a shows
the temperature dependence of the electrical resistivity 4 for
an [Fe(12 Å )/Cr]10 MML and for different magnetic fields
(�H � ≤ 300 Oe). The magnetic field was applied in the plane
of the film and parallel to the current flowing along the
(110) axis. For �H �> 100 Oe, the 4�T � dependence reveals a
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Figure 3. (a) Temperature dependence of the resistivity for
[Fe (12 Å)/Cr]10 multilayer in different magnetic fields. Both the field
and the current are along the (110) axis. (b) Temperature dependence
of the DW contribution to the resistivity. 4DW = 4�T ,H� − 4�T ,HS�
determined from the data shown in (a) for H = 0 and 200 Oe and
HS = −300 Oe. The solid lines correspond to the fits which are
described in the text. Vertical bar indicates maximum influence which
could cause the GMR effect as on the estimated DW contribution.

metallic behavior, while for �H � ≤ 100 Oe, there is a shallow
minimum in the 4�T � curves.

In order to separate the DW contribution to magne-
toresistivity from the GMR effect, the authors of [87] esti-
mated the DW resistivity as 4DW = 4�T ,H�−4�T ,HS�, with
�HS � ≤ 300 Oe. Although this method may underestimate
the magnetoresistivity due to DWs, because some of the
domains may not be removed by the applied field HS , it pro-
vides a possibility to determine the temperature dependence
of the DW magnetoresistivity. Figure 3b shows 4DW�T ,H�
between 1.9 and 50 K for two magnetic fields (0 and
−200 Oe) and zero field when HS = −300 Oe. In contrast
to GMR, the DW magnetoresistivity is strongly temperature
dependent at low temperatures, with no sign of saturation.
The vertical bar indicates maximum influence, which could
be caused by the GMR effect. This estimation was obtained
from the temperature dependence of the magnetoresistiv-
ity measured for two different magnetic fields sufficiently
large to remove all DWs. It is known from other measure-
ments that, for Fe/Cr epitaxial multilayers, the GMR effect
is weakly temperature dependent below 50 K; it saturates
as T 2, and changes less than 7% [64]. The authors of [86, 87]
also demonstrated that neither AMR (which depends on the
relative orientation of the magnetization and the current I)
nor the ordinary magnetoresistivity caused by the Lorentz
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force (which depends on the relative orientation of I and
the magnetic induction B) contributes to 4DW.

The ballistic approach to electron transport through DWs
[69] requires that the mean-free path l in the epitaxial lay-
ers exceeds the DW width D, with 20 < D < 200 nm for
Fe/Cr/Fe trilayers [95]. Therefore, the condition for ballis-
tic transport may only be fulfilled at sufficiently low tem-
peratures [93]. Although nonballistic effects have not yet
been incorporated into the theory [69], it is clear that
they cannot account for the strong variation of 4DW down
to 1.9 K because the mean-free path is expected to sat-
urate at low temperatures. Moreover, the strong pinning
of DWs at low temperatures [87] implies that a distor-
tion of the current lines by domain walls [73] or a change
of the DW configuration cannot account for the observed
strongly temperature-dependent low-field contribution to
MR in antiferromagnetically coupled magnetic multilayers.

In order to explain the strong variation of the DW mag-
netoresistivity at low temperatures, one has to go beyond
the classical approach [69]. A certain possibility is to link the
observed phenomena either to standard, disorder-related,
WL effects or to scattering by isolated spins. Experimental
results [86, 87] are in conflict with both scenarios because
the resistivity corrections with and without a magnetic field
are different when a magnetic field is applied along the hard
or easy axis. We note that both [70, 71] and [72] theoretical
works predicted a destruction of WL by DWs, although the
details of the destruction mechanism are different. Direct
application of these models results in a sign of the DW mag-
netoresistivity, which is opposite that observed experimen-
tally. However, the sign of the localization correction may
be reversed due to strong spin–orbit scattering (antilocal-
ization) [96]. The suppression of WL corrections by DWs,
predicted in [70–72], is related to the associated effective
gauge potential. In contrast to the electromagnetic vector
potential corresponding to an external magnetic field, the
gauge field depends on the electron spin giving rise to a dif-
ferent influence of DWs on the different components of the
cooperon [72].

Measurements of Aliev et al. [86, 87] are consistent with
the antilocalization effect in the absence of DWs (H >
300 Oe) and its suppression in the presence of DWs
(H = 0). It is quite natural to assume the presence of a
strong SO scattering in the vicinity of the interfaces of
MMLs (Rashba term [97]). In the case of strong SO scatter-
ing, MR is caused by the destruction of the singlet cooperon
by the gauge field associated with DWs.

When l� D, the system can be characterized in terms of
the local conductivity, which is defined as an average over
distances larger than l, but smaller than D. The localiza-
tion correction for a particular DW is then determined by
smaller diffusive trajectories with size L < D, as well as by
large trajectories D < L < L�. The localization corrections
associated with the small trajectories are suppressed by the
gauge field since they are located within the DW. The con-
tribution of large trajectories to localization is small, and for
strong SO scattering, the local conductivity within a DW is
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where LDW is the characteristic length which is determined
by the influence of the gauge potential A. Its magnitude can
be estimated as A ∼ 1/D, and consequently, LDW ∼ D.

Since the antilocalization correction without DW is
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one can estimate the difference in magnetoresistivity due to
the DWs as
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The most important feature of this evaluation of the antilo-
calization effects is the fact that the correction to the local
conductivity is determined by the gauge field inside DWs. If
the current crosses a particular DW, the correction to the
local conductivity, calculated for a narrow region inside the
wall, shows up in the sample resistance.

One can also estimate the influence of an external mag-
netic field of 300 Oe and of the internal magnetization on
the localization corrections. These effects are small when
the magnetic length lH ≡ √

�c/�eH�� l. For H = 300 Oe,
lH � 1	4 ·10−5 cm. Assuming the internal magnetic induction
B = 2 T (a typical value for Fe), we obtain the corresponding
length lH � 1	8×10−6 cm. On the other hand, the mean-free
path l � 10−7 cm. Thus, both the external magnetic field and
the magnetization are rather unable to effectively suppress
the antilocalization corrections in these structures.

It is possible to fit the data [86, 87] to Eq. (14) by assum-
ing that LDW is independent of temperature, and that the
phase-breaking length L� varies with temperature according
to a power law L� ∝ T −3/2 [12]. On the other hand, one
has to introduce an additional (constant) shift of the data
which takes into account the change of the resistance due
to the variation of the angle between magnetic layers. It is
important to note that the three different fits presented in
Figure 3b correspond to the same fitting parameters, except
for the parameter which describes the magnetic contrast
(LDW). It is found that the effective DW width LDW becomes
about 2.5 times larger when the magnetic field is increased
from 0 to 200 Oe. Thus, the detailed analysis shows that
the experiments [86, 87] can be explained in terms of the
suppression of antilocalization corrections by DWs.

As already mentioned, the dephasing effect may be
induced, not only by the DWs, but also by the boundary
magnetic field when a nonmagnetic conductor is sandwiched
between two ferromagnetic layers. Tatara and Fukuyama
[98] also found that spin mixing induced by SO interaction
may suppress the antilocalization effect. This suppression is
especially enhanced when the magnetizations of two layers
are parallel.

9. LOCALIZATION CORRECTIONS
TO MAGNETIC INTERACTIONS
IN MULTILAYERS

The problem of magnetic interactions in magnetic multi-
layer structures is of high importance from the application
point of view. It is closely related to the possibility of an
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effective control of magnetization by an external magnetic
field. Such a control is essential for the magnetoelectronic-
device-based GMR effect [1, 2]. During the last decade,
the interlayer exchange coupling has been the subject of
intensive study, both experimentally [3, 4, 99] and theoret-
ically [100–104]. The main physics of the coupling is now
well understood, and many experimental observations have
been successfully explained by the existing theoretical mod-
els. There are several excellent review articles on the phe-
nomenon [105–108].

The starting point of the analysis of magnetic coupling
in the multilayer structures is the RKKY mechanism of
exchange interaction between magnetic impurities in met-
als [109–111]. The indirect exchange interaction is medi-
ated by itinerant electrons, which transfer the information
about spin polarization from a particular impurity to another
one. The key point of the RKKY mechanism is magnetic
polarization of the electron gas by an impurity. Such a
cloud of polarization couples to the spin of the other impu-
rity. The effective exchange parameter varies with the dis-
tance R between magnetic impurities, and is proportional to
cos�2kFR�/R3, where kF is the Fermi momentum of elec-
trons in metal. Thus, the RKKY interaction changes sign
with increasing R, and the corresponding oscillation period
is �/kF .

In contrast to the RKKY interaction between magnetic
impurities, the magnetic interlayer coupling involves a col-
lective interaction of a distributed magnetization within the
magnetic layers. This makes the problem more complex for
theoretical analysis because the application of perturbative
methods is not well justified in this case. It also should be
noted that both the homogeneity of the magnetization in the
film plane and the finite layer thickness are of importance.
This was shown in a number of works accounting for the
oscillatory dependence of magnetic coupling on the layer
thickness. The interlayer coupling generally depends on the
spacer thickness as J =∑

� A� sin�k�R�/R2, where the index
� distinguishes different oscillatory components [108].

It turns out that the above-mentioned difference in the
magnetic coupling between impurities and magnetic lay-
ers is crucial for the localization effects in the magnetic
interaction. The problem concerns a range of the exchange
interaction related to disorder. It was suggested in the
past by de Gennes [112] that an inevitable disorder should
impose a damping factor exp�−R/l� on the exchange inter-
action between magnetic impurities, where l is the mean-
free path of electrons in metal. However, a careful analysis
of the interaction between magnetic impurities in disordered
metals shows [113–115] that the exponential factor should
be dropped in many cases. Namely, the result essentially
depends on what physical quantity, determined by the inter-
action, is under averaging over possible realizations of the
disorder.

Such a dependence is a manifestation of a nonself-
averaging property of some physical quantities in the theory
of disordered systems. A general rule is that we should aver-
age a physically observable quantity such as, for example,
the magnitude of electric current (in many cases, it is the
same as the averaging conductivity), depending on a specific
realization of disorder. Correspondingly, to find the critical
temperature Tc of a spin glass transition in a metallic system

with magnetic impurities, we should average the expression
for the transition temperature, which contains J 2. The main
result of [113, 114] is that, without averaging over disorder
(i.e., for any specific realization of disorder), the coupling
between magnetic impurities does not contain any damping
factor at all. Moreover, the averaged quantity �J 2� does not
contain it either. The reason is that there is an exact com-
pensation of the impurity contributions in diagrams describ-
ing the second power of coupling J .

However, the same approach to the theory of interlayer
coupling [116] in magnetic structures with a disorder pro-
duced by nonmagnetic impurities and/or interface roughness
shows that the effective interaction gains a damping factor
exp�−R/a�. However, the value of the interaction range a
is not equal to l, and it can be considerably longer than the
mean-free path of electrons in the spacer. In particular, the
interfacial roughness does not change the damping factor,
whereas it affects the electron mean-free path l. The non-
vanishing damping factor in the interlayer coupling shows
the self-averaging character of the magnetic interaction in
magnetic structures, in contrast to the interaction between
ions [116].

10. LOCALIZATION CORRECTIONS
TO SPIN CONDUCTIVITY

The investigation of the transport properties of magnetic
systems quite naturally invokes the problem of spin currents
induced by some external fields (for instance, an electric
field or the gradient of a magnetic field). A general the-
ory of the spin-current response to external perturbations
has been developed by Levy [117]. This approach distin-
guishes between the charge and spin currents, even though
there is no real separation of spin and charge (both are
related to the same particle). Nevertheless, in many cases,
such an approach is better justified than the assumption of
separated spin channels. In particular, the approach is jus-
tified for systems with large spin–orbit coupling, where a
strong mixing of spin channels takes place, or for systems
with strong Coulomb interaction which acts differently on
the total charge and on the total spin (exchange interac-
tion). The importance of the separation of charge and spin
currents is also related to the conservation laws; there is a
rigorous conservation law only for the total charge.

In the case of small perturbations, the corresponding lin-
ear response theory for the spin current can be easily devel-
oped. Such a linear response is described in terms of the
spin conductivity. It can be shown that the spin conductivity
and the spin diffusion coefficient obey Einstein’s relation.
The separation of spin and charge currents also allows us
to separately study the localization effects on the spin and
charge conductivities. Here, the spin conductivity is consid-
ered as a linear response of the system to an electric field.
Physically, a nonvanishing spin current is possible in systems
with some asymmetry in the transport properties of spin-up
and spin-down electrons. The electric current in ferromag-
nets is usually associated with both the charge transfer and
spin transfer.

The quantum corrections to spin conductivity can be
derived using the same methods as in the case of correc-
tions to charge conductivity. The localization correction to
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the spin conductivity was analyzed in [118, 119], where it was
shown that the correction vanishes in the absence of SO
interaction. However, even if the SO interaction is present,
the correction is rather small, which is due to cancellation of
the contributions to spin conductivity from the spin-up and
spin-down channels. It should be noted that this result is
applicable to the disorder associated with localized impurity
scatterers.

In the 3-D case (bulk ferromagnet), the correction to the
spin conductivity has the following form:
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whereas in the effectively 2-D case, one finds
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The main contributions to the correction, originating from
the shortest time �� , are exactly canceled. Thus, the cor-
rection to the spin conductivity is determined by the SO
relaxation time and the phase relaxation rate.

11. LOCALIZATION EFFECTS IN
LOW-CARRIER-DENSITY MAGNETS

The quantum corrections to low-temperature resistiv-
ity have been studied recently in perovskite-type man-
ganites La1−xPbxMnO3 [120] and bilayer manganites
La1	2Sr1	8Mn2O7 [121]. The interest in these compounds is
mostly related to the colossal MR (CMR), which is usually
attributed to the magnetic-field-controlled scattering from
localized magnetic moments. The physics of manganites is
very interesting and complex because of the interplay of
magnetic effects, disorder, and strong electron–electron cor-
relations leading to Mott-type phase transitions. This results
in a complex character of the temperature dependence of
resistivity, with a distinguished region of prevailing scatter-
ing from magnons. Single-crystalline La1	2Sr1	8Mn2O7 man-
ganites, used for studies of quantum interaction effects, were
grown from sintered rods of the same nominal composi-
tion by the floating-zone method using a mirror furnace,
described in detail in [122]. High-quality single crystals
La1−xPbxMnO3 were grown by the flux growth using the
accelerated crucible rotation technique. The detailed prepa-
ration process and composition analysis are described in
[123]. A temperature dependence for La1−xPbxMnO3 per-
ovskite manganites [120] clearly shows an increasing resistiv-
ity with decreasing temperature for T < 50 K. This increase
obeys the low T 1/2 characteristic for quantum correction due
to e–e interactions in 3-D metals or due to WL with the
phase relaxation time �� depending on the temperature as
�� ∼ T −1/2 [12, 13]. The latter dependence is characteristic
of the inelastic e–e scattering, which results in dephasing of
the electrons. The key role of e–e interactions seems to be

quite natural for these compounds, which have typical char-
acteristics of strongly correlated electron systems. MR was
found to be positive and relatively large, up to 20% at 4.2 K.
The positive sign of MR has been attributed to the e–e inter-
action in the presence of disorder [120]. The temperature
dependence of the resistivity correction for La1	2Sr1	8Mn2O7
was studied by Zhang et al. [121], who found the same T −1/2

dependence. The authors proposed the explanation in the
framework of WL with the dephasing time �� ∼ T −1/2.

Another interesting example was the observation of quan-
tum interference effects in Fe1−yCoySi ferromagnets [124].
This system is peculiar because the two limiting compounds
(for x = 0 and x = 1) are both nonmagnetic, whereas for
almost all intermediate compositions, it is magnetic [125].
Polycrystalline pellets or small single crystals grown from
Sb and Sn were produced from high-purity starting mate-
rials by arc melting in an argon atmosphere. Annealing
of Fe1−yCoySi (Fe1−xMnxSi) in evacuated quartz ampoules
for 24 h at 1280 	C (four days at 1000 	C) improved the
homogeneity of the samples. The linearity of the lattice
constants with Co and Mn concentration indicates that Co
or Mn successfully replaces Fe over the entire concen-
tration range (0 < x < 1; 0 < y < 1). Energy dispersive
X-ray microanalysis confirmed the nominal concentrations.
The Hall effect data established the sign and density of
the carriers, and demonstrated a systematic increase in the
carrier density (n) proportional to the Co and Mn con-
centration at small x and y [124]. It was shown that n
does not change when the Curie temperature is surpassed.
Spontaneous magnetization determined from the saturated
value of the magnetization at high magnetic fields corre-
sponds to approximately 1 1B per Co atom. These materi-
als are highly disordered low-carrier-density ferromagnets,
where the same electrons are responsible for both the mag-
netic properties and the electric conduction. One should
note, however, the rather low coercive magnetic field, as
may be determined from the analysis of the magnetiza-
tion hysteresis [124]. This implies either weak ferromagnetic
crystalline anisotropy and/or weak domain wall pinning.
A large positive and weakly temperature-dependent MR
was observed at T < 35 K (below the Curie temperature).
Due to the similarity between the low-temperature mag-
netotransport for paramagnetic Al- and Mn-doped FeSi
and Fe1−xCoxSi, the authors [124] concluded that the low-
temperature MR in ferromagnetic Fe1−xCoxSi is due to e–e
interaction enhanced by disorder. Indeed, the dependence
of the correction on the magnetic field is in good agreement
with the interaction theory of magnetoconductivity in non-
magnetic 3-D systems [12, 13], provided the magnetic field
is substituted by an effective field Heff = H + �M , where
� is a constant and M is the internal magnetization. The
temperature dependence of the correction to conductivity
obeys the T −1/2 law. The temperature scaling (� − �0�/T

1
2

versus Heff/T has been observed for temperatures up to
100 K in some alloys, which demonstrates the strong quan-
tum interference effects at rather high temperatures. The
experimental results of the above-described works are in
rough agreement with our previous analysis. Indeed, in the
case of strong ferromagnets, the magnetization completely
suppresses the singlet cooperons and diffusons. The effect
of an external magnetic field can be seen only on the triplet
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cooperons, for which the magnetic field dependence appears
as in the case of nonmagnetic metals with the magnetic
field H replaced by the magnetic induction B. Finally, we
note that the enhanced e–e interaction effects and WL were
also reported in the conductivity of ferromagnetic glasses
[126, 127]. However, the presence of a minimum in resis-
tivity at rather high temperatures (above 200 K) indicates
the electron interaction with two-level systems as the most
probable explanation of the effect [128].

12. COULOMB INTERACTIONS
IN FERROMAGNETIC
DOUBLE JUNCTIONS

When the central electrode (island) of a double-barrier junc-
tion is small, the addition of one extra electron may cost a
significant amount of energy. This addition energy includes
a contribution following from the quantization of the energy
levels of the island, and also a term due to the electrostatic
interaction of the extra electron with other electrons being
on the island. These two contributions may be comparable.
In a few-electron quantum dot, the discreteness is important.
In metallic islands (grains) of nanometer size, on the other
hand, the quantization of the energy levels is less important,
and in that case, the energy related to the electrostatic inter-
action plays a dominant role. In the simplest case, one may
approximate the electrostatic energy by a phenomenologi-
cal charging energy Ec = e2/2C, where C is the capacitance
of the island. The charging energy defined in this way is
independent of the distribution of electrons between differ-
ent discrete levels. This phenomenological model describes
the transport characteristics rather well for the energy relax-
ation time on the island smaller than the injection time (time
between the following tunneling events). When the capaci-
tance C is sufficiently small, one can then reach the regime
where the charging energy Ec is larger than the thermal
energy kBT . If this is the case, discrete charging of the island
with single electrons modifies the junction current–voltage
characteristics, leading to a Coulomb blockade of the elec-
tric current below a certain threshold voltage and to char-
acteristic Coulomb steps above the threshold [22]. When
the system is in the blocked state, then the blockade can be
removed by applying a gate voltage to the island. The system
then acts like a transistor, in which, however, electrons are
transmitted in a correlated way one by one, and therefore
the device is called a single-electron transistor (SET).

There are two methods of magnetic control of the
Coulomb blockade phenomena. First, one can apply a rel-
atively strong magnetic field which, owing to the Zeeman
splitting of the energy states and spin asymmetry in the
density of electron states, induces a shift of the chemical
potential in the ferromagnetic electrodes (external and/or
central), and therefore effectively acts as a magnetic gate.
This method, however, is limited to rather small charging
energies and, consequently, to low temperatures (due to the
small Zeeman energy) [23].

Another method of magnetic control of the Coulomb
blockade effects follows from the sensitivity of the charging
effects to the relative orientation of the magnetic moments
of the grain (if it is magnetic) and external electrodes

[129, 130]. This technique is not limited to low tempera-
tures, and for realistic parameters, can also work at room
temperatures. We will restrict our further considerations
to this method and to a double junction, in which both
external electrodes are ferromagnetic, while the island is
nonmagnetic.

Generally, one can distinguish three relevant time scales
in electronic transport through ferromagnetic (FM) or non-
magnetic (NM) double junctions: (1) spin-conserving energy
relaxation time on the island �?, (2) current injection time �I ,
and (3) spin-flip relaxation time �sf . In real systems, �? is
usually the shortest time scale, �? < 10−9 s, whereas �sf can
be in the range 10−9–10−6 s. On the other hand, for a current
of 1 nA, the injection time is of the order of 10−9 s. Thus,
the slow spin relaxation limit is experimentally accessible.
Accordingly, one may assume that the shortest time scale in
many systems is the spin-conserving energy relaxation time.
As concerns the other two time scales, we will distinguish
two regimes. The first is the slow spin relaxation regime,
where the longest time scale is the spin-flip relaxation time
�sf � �I � �?. In this regime, an electron tunneling to the
island relaxes to the relevant Fermi level before the next
tunneling processes occur. However, the electron can pre-
serve its spin orientation for a time much longer than the
time between successive tunneling events (injection time).
This means that the electrons on the island in a steady state
can be described by two Fermi levels corresponding to oppo-
site spin orientations [131–133]. The second regime is the
so-called fast spin relaxation regime, where �sf becomes of
the order of �I or even shorter. In that case, there is a com-
mon Fermi level for different spin orientations [129, 130]. In
this limit, the two external electrodes become magnetically
decoupled, and when the central electrode is nonmagnetic,
the total current flowing through the system is independent
of the magnetic configuration. In the following, we assume
spin-conserving tunneling through the barriers, and define
positive bias V as the one corresponding to current flow-
ing from the left to the right (electrons flow in the opposite
direction).

12.1. Limit of Continuous Density of States

Assume that the effects due to the quantization of energy
levels on the island are negligible. Such an assumption is rea-
sonable when the separation between discrete energy levels
is much smaller than the charging energy, and also signifi-
cantly smaller than the thermal energy kBT . When the bar-
rier resistances are larger than the quantum resistance Rq
(Rq ≈ 26 k2), one can use the “orthodox” tunneling theory
to describe electronic transport. In the sequential tunneling
regime, an electron tunnels to the island through one bar-
rier, and later another electron leaves the island through
the second barrier (or vice versa). These processes are sup-
pressed below a certain threshold voltage, and therefore are
dominant only above the first Coulomb step. The electric
current I in the sequential tunneling regime can be calcu-
lated from the formula

I = −e∑
N

P�N�
∑
�

{
B+
l� �N�− B−

l� �N�
}

= e∑
N

P�N�
∑
�

{
B+
r� �N�− B−

r� �N�
}

(17)
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where e is the absolute value of electron charge (e > 0),
B±
���N� (� = l for the left junction and � = r for the right

junction) are the tunneling rates for electrons with spin � ,
which tunnel to the island (+) from the lead � or back (−),
whereas P�N� is the probability of finding N excess elec-
trons on the island.

The probability P�N� is usually calculated from the mas-
ter equation

&P�N�/&t = 0 = −B�N�P�N�+ P�N − 1�
∑
�

B+
� �N − 1�

+ P�N + 1�
∑
�

B−
� �N + 1� (18)

where B±
� �N� = B±

l� �N�+B±
r� �N� and B�N� =∑

�EB
+
� �N�+

B−
� �N�F. From this follows that, in a steady state, the net

transition rate between the states with N and N + 1 excess
electrons on the island is equal to zero, which can be used
to calculate the probability P�N� [134].

The transition rate B+
r� �N� is given by

B+
r� �N� =

2�
�

∫
dE�Tr��E��2Dr�

(
E − E�r�F

)
Di�

(
E − E�i�F�

)

× f (E − E�r�F
)[

1 − f (E − E�i�F�
)]

(19)

where Tr��E� is an average transition matrix element for
electronic states of energy E, while E�i�F� and E�r�F are the
Fermi levels, respectively, for the island and right electrode.
Due to spin accumulation on the island in a general case, the
Fermi level E�i�F� is spin dependent. The difference between
E
�i�
F� and E�r�F depends on the applied voltage and the num-

ber of excess electrons on the grain, and can be written as
E
�i�
F� − E�r�F = Ec + 
E�i�� − eVr�N�. Here, Ec = e2/2�Cl +
Cr�, and Vr�N� is the potential drop at the right junction,
Vr�N� = ClV /�Cl+Cr�−Ne/�Cl+Cr�, with Cl and Cr the
capacitances of the two junctions (Cl+Cr = C). Apart from
this, 
E�i�� is a shift of the chemical potential of the grain
for spin � , which is caused by spin accumulation.

Generally, the spin dependence of the transition rates
B+
���N� and B−

���N� (� = 1, 2) follows from the spin depen-
dence of the matrix elements, the spin dependence of the
density of electron states, and the spin dependence of the
Fermi level. For constant (independent of energy) matrix
elements and density of states in the electrodes, the transi-
tion rate B+

r� �N� can be written as

B+
r� �N� =

1
e2Rr�

+eVr�N�− Ec − 
E�i��
1 − expE�−eVr�N�+ Ec + 
E�i�� �/kT F

(20)

where Rr� is the resistance of the right junction for the spin
channel � . Formulas similar to Eq. (20) also can be written
for B−

r� �N� and for the tunneling rates B+
l� �N� and B−

l� �N�
through the left junction.

For arbitrary �sf , the chemical potential shifts 
E�i�� can
be determined from the relevant balance equation which,
for the case of a nonmagnetic island, takes the form

1
e

(
I
�r�
↑ − I�l�↑

)− 2D
�sf

E

�i�
↑ = 0 (21)

where I���↑ (� = l, r) is the current of spin-up electrons
through the �th junction, D is the density of electron states
in the island per spin, and the condition 
E�i�� = −
E�i�−� was
used (valid for nonmagnetic islands). The chemical potential
shifts and electric current flowing through the junction have
to be calculated self-consistently.

Typical transport characteristics of a double-barrier junc-
tion with a nonmagnetic island are shown in Figure 4 for
both parallel and antiparallel magnetic configurations, and
for the slow spin relaxation limit on the island. In both cases,
the electric current is blocked below a certain threshold volt-
age, which is determined by the charging energy and the
ratio of capacitances Cl/Cr . Current flows above the thresh-
old voltage and a typical Coulomb staircase then can be
observed. Each step corresponds to a new charge state of
the island, and consequently, to a new channel for electron
tunneling. The Coulomb steps are well resolved for an asym-
metric junction, when the resistances of both barriers are
significantly different. However, the steps of the Coulomb
“staircase” above the threshold voltage are qualitatively dif-
ferent in the parallel and antiparallel configurations. This
difference is due to spin accumulation and associated shifts
of the chemical potentials. When the electrodes are of the
same ferromagnetic material, there is no spin accumula-
tion on the island in the parallel configuration, and conse-
quently, no spin splitting of the chemical potential. Thus, the
current–voltage curves in this configuration are similar to
those for nonmagnetic junctions. In contrast, in the antipar-
allel configuration, the spin asymmetries for both junctions
are different, and a nonequilibrium magnetic moment builds
up on the island (spin accumulation) until the tunneling
rates for a given spin orientation become equal for both
junctions. The additional kinks on the I–V curve for the
antiparallel configuration correspond to the local maxima of
spin accumulation. Since the I–V characteristics are differ-
ent in the parallel and antiparallel configurations, transition
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Figure 4. Typical current–voltage characteristics in the parallel and
antiparallel configurations, calculated for the long spin-flip relaxation
time limit. The junction consists of two identical ferromagnetic outer
electrodes, two nonmagnetic barriers, and a nonmagnetic metallic cen-
tral electrode. The parameters assumed are: Ec = 40 meV, kT =
1 meV, R1+ = 2 M2, R1− = 0	5 M2, R2+ = 200 M2, R2− = 50 M2,
and C1/C2 = 1. Here, � = ± corresponds to the majority (minority)
electrons.
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from one configuration to the other results in a nonvanish-
ing TMR effect, which varies with the bias voltage reflecting
the features in the corresponding I–V curves.

When the spin-flip relaxation time for the island becomes
shorter, the TMR effect decreases. In the case of a non-
magnetic island, no TMR appears in the fast spin relax-
ation limit. The transition from slow to fast spin relaxation
was considered in [135], where it was shown that TMR drops
relatively fast to almost zero when the spin relaxation time
approaches the injection time.

Sequential tunneling processes are suppressed below the
threshold voltage. However, there are still processes of
higher order (cotunneling), which can transport charge
between the source and drain electrodes [130]. In the cotun-
neling processes, two tunneling events are correlated in
time, and are not blocked by the charging energy. Being
of higher order, they are less effective, and therefore the
electric current in the cotunneling regime is smaller than in
the sequential one. Close to the threshold voltage, however,
both currents may be comparable.

The cotunneling processes can be calculated perturba-
tively. The lowest order perturbation description is valid suf-
ficiently well below the threshold voltage. However, a more
general description has been worked out, which is also valid
in the transition regime. Such a description was formulated
in terms of closed-time path Green functions [136] for non-
magnetic SETs. This description was extended recently to
magnetic systems [137]. It includes the double-barrier cotun-
neling processes directly contributing to electric current, and
the single-barrier cotunneling processes which—although do
not contribute directly to the flowing current—give an indi-
rect contribution via modification of the magnetic state of
the island. Other cotunneling processes lead to vertex and
propagator renormalization. When the spin relaxation time
on the island is long, the cotunneling processes—similarly
as the sequential ones—lead to spin accumulation on the
island.

12.2. Role of Discreteness

When kT � 
E, the size quantization of energy levels on
the island must be taken into account [138–140]. To describe
the transport properties, the “orthodox” tunneling theory
[141] was generalized by taking into account the electron
spin [140]. The electric current in a stationary state is now
given by the formula [140]

I=−e∑
�

∑
N↑,N↓

P�N↑,N↓�
{
B+
l� �N↑,N↓�−B−

l� �N↑,N↓�
}

=e∑
�

∑
N↑,N↓

P�N↑,N↓�
{
B+
r� �N↑,N↓�−B−

r� �N↑,N↓�
}

(22)

where B±
���N↑,N↓� are the tunneling rates for electrons with

spin � tunneling to the island (+) from the lead � = l, r or
back (−), and P�N↑,N↓� is the probability to find N↑ and N↓
excess electrons on the island with the spin � =↑ and � =↓,
respectively. The total number of excess electrons on the
island is N = N↑ +N↓, while its magnetic moment is deter-
mined by M = N↑ − N↓. As before, only spin-conserving
tunneling processes are taken into account in Ex. (22).

The probability P�N↑,N↓� can be calculated from the fol-
lowing master equation [140]:

&P�N↑,N↓�/&t

= 0 = −[B�N↑,N↓�+2↑,↓�N↑,N↓�+2↓,↑�N↑,N↓�
]

× P�N↑,N↓�+ B+
↑ �N↑ − 1,N↓�P�N↑ − 1,N↓�

+ B+
↓ �N↑,N↓ − 1�P�N↑,N↓ − 1�+ B−

↑ �N↑ + 1,N↓�

× P�N↑ + 1,N↓�+ B−
↓ �N↑,N↓ + 1�P�N↑,N↓ + 1�

+2↑,↓�N↑ − 1,N↓ + 1�P�N↑ − 1,N↓ + 1�

+2↓,↑�N↑ + 1,N↓ − 1�P�N↑ + 1,N↓ − 1� (23)

where B±
� �N↑,N↓� =

∑
�=l, r B±

���N↑,N↓� and B�N↑,N↓� =∑
� �B

+
� �N↑,N↓� + B−

� �N↑,N↓��. The tunneling rates
B±
���N↑,N↓� include tunneling process between the lead
� and all discrete levels En� of the island. The 2 terms,
on the other hand, take into account the spin-flip process
on the island. For a nonmagnetic island, one may assume
that the discrete energy levels En� are independent of
the spin orientation. One can also simplify the description
further by assuming that the levels are equally separated,
with the level spacing 
E. The tunneling rates B±

���N↑,N↓�
can be then expressed in terms of the bare tunneling rates
G�n� = 
E/e2R�� [141]. When the level separation 
E
becomes of the order of kBT or larger, but still smaller
than Ec, the effects due to the discrete structure become
visible in the transport characteristics as additional small
steps [140].

13. TRANSPORT THROUGH QUANTUM
DOTS WITH ELECTRON
CORRELATIONS

Further features appear when Ec ≤ 
E. A limiting case
is when tunneling takes place through a single discrete
level. The system consisting of a single-level nonmagnetic
quantum dot coupled to two ferromagnetic leads can be
described by the Hamiltonian H = Hl + Hr + Hd + Ht ,
where the first two terms, Hl and Hr , describe the left and
right electrodes (in the noninteracting particle approxima-
tion, for simplicity), whereas the term Hd describes the dot,
and can be taken in the Hubbard form Hd = ∑

� ?dc
+
� c� +

Uc+↑ c↑c
+
↓ c↓, in which ?d is the energy of the discrete level,

U is the electron correlation parameter, and c+� (c� ) are
the creation (annihilation) operators for the dot. The energy
level ?d includes the electrostatic part, ?d = ?0

d + eUe, where
?0
d is the level energy at zero bias, and Ue is the electrostatic

potential of the dot. The last term, Ht , is the tunneling part
of the Hamiltonian, where only spin-conserving tunneling
processes are taken into account.

When the tunneling rates are small, the transport char-
acteristics can be calculated within the master equation
technique [142, 143]. In a more general situation, such a
description is not sufficient since it does not properly take
into account the electron correlations on the dot. It also
breaks down in the strong tunneling regime and at low
temperatures, where many body effects become important
and lead to the Kondo effect. A more accurate description
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is based on the nonequilibrium Green’s functions (NGFs)
[144, 145].

The tunneling current J� can be calculated from the for-
mula [144–146]

J� = ie

�

∫ d?
2�

[
fl�?�− fr�?�

] Br��?�B l��?�
B r��?�+ B l��?�

× [��c�I c+� ��r? − ��c�I c+� ��a?
]

(24)

where ��c�I c+� ��r? and ��c�I c+� ��a? are the retarded and
advanced Green’s functions, fl�?� and fr�?� are the Fermi
distribution functions for the left and right electrodes,
whereas B l��?� and Br��?� are the contributions to the half
width of the discrete level due to electron tunneling to
the left and right electrodes, respectively. The formula (26)
is valid when B l��?� and Br��?� are proportional, B l��?� =
7Br��?�.

Equations of motion for the retarded and advanced
Green’s functions contain the occupation numbers n� =
�c+� c��, which in turn are determined by the lesser Green’s
function ��c�I c+� ��<? via the formula, n� = ∫

�d?/2�� ×
Im��c�I c+� ��<? . Thus, to find the electric current, one needs
to calculate self-consistently all of the Green’s functions,
occupation numbers, and the electrostatic potential. When
the Kondo effect is irrelevant, the Green’s functions can be
calculated in the Hartree–Fock approximation.

When the temperature is sufficiently low, the Kondo res-
onance in the density of states is formed, which has a dra-
matic influence on transport through the dot. The Kondo
effect occurs in quantum dots containing an odd number
of electrons, and is related to screening of the dot spin by
conduction electrons in the leads. This screening is a many-
body effect which occurs due to exchange coupling between
the electrons on the dot and in the leads. In the case of
quantum dots connected to nonmagnetic leads, the Kondo
effect was extensively studied in the past decade. However,
some new interesting questions arise when the leads are fer-
romagnetic and the conduction electrons are spin polarized.
Recent theoretical results show that the Kondo effect still
persists in such systems, although its characteristics are sig-
nificantly modified [147, 148].

14. SUMMARY
The localization and interaction corrections to electrical
conductivity can be significant not only in nonmagnetic, but
also in ferromagnetic disordered metals or nanoscopic struc-
tures. As ferromagnetism diminishes localization corrections
(and generally suppresses the singlet cooperon leading to
the absence of weak antilocalization), the interaction cor-
rections are rather unaffected by the ferromagnetism, and
therefore can be easily observed in ferromagnetic systems.
The corrections are important only at relatively low temper-
atures. Generally, there are some experimental works which
confirm the importance of the WL and e–e interaction cor-
rections. These data were usually accounted for on the basis
of the theoretical results obtained for nonmagnetic systems.
Even though the physical origin of quantum corrections in
ferromagnets is substantially the same as in nonmagnetic

systems, there is an important difference due to the pres-
ence of internal magnetization and magnetic induction in
ferromagnets.

Electron–electron interaction also leads to significant
effects in ferromagnetic mesoscopic double-barrier tunnel
junctions, which are also observable at high temperatures. In
the case of a sufficiently large central electrode, this inter-
action can be described by a phenomenological charging
energy. This charging energy leads to a Coulomb blockade
of electric current below a certain threshold voltage, and
also to Coulomb steps at higher voltages. The interplay of
ferromagnetism and charging effects leads to some new fea-
tures in the transport characteristics. Some of these features
result from nonequilibrium spin accumulation at the small
central electrode. When the central electrode is a quantum
dot, the Coulomb correlation on the dot can be described in
terms of the Hubbard model. Electronic transport then takes
place through a small number of discrete levels (or even
through a single level), which leads to additional features.

Coherent transport in the low-temperature range as well
as ferromagnetic tunnel junctions (also operating at high
temperature) are of potential importance for applications
in magnetoelectronics and spintronics devices. The ferro-
magnetic systems or ferromagnetic components of a more
complex device can be either metallic or semiconducting.
Recently, huge efforts have been undertaken to grow ferro-
magnetic semiconductors with room-temperature ferromag-
netism. The phenomena described in this review apply to
ferromagnetic semiconductors too.

GLOSSARY
Anisotropic magnetoresistance (AMR) Magnetoresistance
observed in ferromagnetic metals which depends on relative
orientation of electric current and magnetization.
Anomalous hall effect (AHE) Transverse current induced
by the electric field in ferromagnets in the absence of exter-
nal magnetic field.
Giant magnetoresistance (GMR) Magnetoresistance in
magnetic multilayer system related to the switch from
antiferromagnetic to ferromagnetic ordering in magnetic
layers by weak magnetic field.
Magnetic multilayers (MMLs) Alternating thin layers of
magnetic and nonmagnetic metals.
Magnetoresistance (MR) Variation of the resistance of
metals and semiconductors in magnetic field.
Molecular beam epitaxy (MBE) Technology of the epitax-
ial growth of thin films using molecular beams.
Ruderman-Kittel-Kasuya-Yosida interaction (RRKY) Mag-
netic interaction due to the exchange between magnetic
impurities via free electron gas.
Spin–orbit interaction (SO) The interaction affecting the
spin state of a particle due to its orbital motion.
Tunneling magnetoresistance (TMR) Magnetoresistance
in tunneling systems with magnetic overlayers.
Weak localization (WL) Theory of weak corrections to
conductivity in metals and heavily doped semiconductors
induced by disorder.
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1. INTRODUCTION
Nanostructured semiconductors with a size range of
1–100 nm have been the focus of recent scientific research
because of their important nonlinear optical properties [1],
luminescent properties [2� 3], quantum size effects [4� 5],
and other important physical and chemical properties [6]. In
past decades, low-dimensional materials such as nanometer-
size inorganic dots, tubes, and wires have exhibited a wide
range of electronic and optical properties that depend sen-
sitively on both size and shape, and are of both fundamental
and technological interest [7� 8]. They are potentially ideal
building blocks for nanoscale electronics and optoelectron-
ics [9]. The ability to control the shapes of semiconductor
nanocrystals affords an opportunity to further test theories
of quantum confinement and yields samples with desirable
optical characteristics from the point of view of application
[10� 11].
The exciting emerging important applications of low-

dimensional semiconductor nanocrystals include using QDs
in biological assays [12–15], building blocks for assembly
semiconductor nanodevices [16], hybrid nanorod-polymer
solar cells that combine semiconducting polymers and nano-
particles in useful photovoltaic devices with relatively high
conversion efficiencies [17], room-temperature ultraviolet
lasing using ZnO nanowire (NW) arrays [18], light-emitting
diodes (LEDs) [9], and nanosensors for biological and chem-
ical species [19–21].
One of the current hottest issues in nanotechnology

and nanoscience is how to control the size, shape, and
dimensionality of nanocrystals because of their important
applications in the design of new materials and devices in

various fields such as catalysis, electronics, medicine, ceram-
ics, pigments, cosmetics, and biotechnology [11–22]. For
example, shape control is of significant importance in the
fabrication of semiconductor nanocrystals [11], metal nano-
crystals [24], and other inorganic materials [25], which may
add alternative variables in the tailoring of properties of
nanomaterials and provide more possibilities in the fab-
rication of nanodevices. The key issue in the study and
application of 1D materials is how to assemble individual
atoms into 1D nanostrucutres in an effective and control-
lable way [23]. Scheme 1 shows a schematic illustration of
ideal semiconductor nanocrystals with well-defined shapes
and sizes, and the relationship of the band gap to nano-
particle size [26].
Considerable progress and a lot of effort have been

made in the synthesis of technologically important semicon-
ductors from the group II–VI, III–VI, and IV families of
crystallites or nanocrystallines, which have been reviewed
recently [27, 28]. However, all of these methods can only
produce nanocrystallites with shapes never very far from
spherical [23, 27–33]. Although several examples have been
demonstrated, shape control has been more difficult to
achieve. An intensive recent review by Yang et al. sum-
marized the general strategies for the synthesis of various
kinds of one-dimensional NWs or nanorods (NRs) [23]. In
addition, a review by Nesper et al. [34] of the synthesis
of oxide NR and nanotube (NT) materials appeared very
recently.
This chapter will give a general overview of the state of

the art for the variety of different synthesis routes of low-
dimensional nanocrystals, with a focus on 1D NRs/NWs by
solution pathways and emerging new approaches. Since the
synthesis of NTs and oxide NWs/NRs has been reviewed
very recently [23, 34], we will focus more on the synthe-
sis of nonoxide low-dimensional nanocrystals by mild solu-
tion processes and introduce some promising new strategies
for self-assembly of 1D, 2D nanocrystals and more complex
structures.
The chapter is organized into the following parts: in the

first part, a grand survey of research activities and progress
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Scheme 1. Schematic illustration of the preparation of semiconductor
nanocrystals with ideal shapes and sizes, and the relationship of the
band gap to nanoparticle size. Reprinted with permission from [26],
S. H. Yu, J. Ceram. Soc. Jpn. 109, S65 (2001). © 2001, Ceramic Society
of Japan.

on the various low-dimensional nanocrystals was summa-
rized in the form of tabulation.
The second part will discuss the main methodologies and

emerging promising approaches for the synthesis of various
important inorganic NWs/NRs, hierarchical nanostructures,
and more complex superstructures with strong application
potential. Generally, the synthetic strategies can be clas-
sified into two types, the “hard” and “soft” approaches,
according to the preparation characteristics and reaction
conditions. Among the “hard” approaches, usually foreign
hard templates or drastic reaction conditions are needed;
for example, the reaction medium is usually gas phase, and
a high vacuum system and high temperature are applied.
The main existing “hard” approaches for synthesis of 1D
nanomaterials include four types: (i) The template-directed
growth method, in which hard templates such as car-
bon nanotubes [7� 8� 35� 36] and porous aluminum template
[37–40] are used. (ii) The vapor-liquid-solid (VLS) mecha-
nism, which was previously proposed by Wagner in the 1960s
[41]. This mechanism has been applied for the synthesis
of various semiconductor NWs [42–47]. A laser ablation-
based VLS catalytic growth process (LCG) makes it possi-
ble to synthesize semiconductor NWs with many different
compositions [48]. (iii) The vapor-solid (VS) mechanism
[49], in which NWs are generated directly from vapor con-
densation onto a substrate. Various metal oxides such as
MgO, Al2O3, ZnO, and SnO2 NWs or nanobelts (NBs)
have been grown by either a carbon-thermal reduction pro-
cess [50� 51] or direct thermal evaporation [52� 53]. (iv) The
oxide-assisted NW growth route [54–59] was reported by
Lee’s group for growing GaAs, GaN NWs and Si NWs with
the advantages of not having to use a metal catalyst or a
template.
In contrast, the “soft” approaches are based on solu-

tion reactions and do not need a foreign hard template.
They do not involve the use of drastic conditions, and
the reaction is usually initiated under mild conditions or
under natural conditions. The emerging main approaches
also include four types: (i) A solvothermal process, which
has been emerging as a versatile solution route for the syn-
thesis of various semiconductor nanocrystals with different
sizes and shapes [26� 34, 60–65]. (ii) A solution-liquid-solid

(SLS) mechanism, which is used for growing III–V group
nanofibers in hydrocarbon solvents at relatively low tem-
peratures [60, 66–69] (group IV Ge, Si NWs can also be
generated by a supercritical fluid solution-phase approach
[70� 71�). (iii) Capping agent/surfactant-assisted synthesis
[11� 25, 72–79]. Well-defined nanostructures can be obtained
under hot conditions or natural/mild conditions. (iv) A bio-
inspired approach for complex superstructures [73, 80–95].
In this approach, soft templates such as polymers, organic
additives, or supramolecular templates are employed as crys-
tal growth modifiers [88–90] and templates [94]. (v) An
oriented attachment growth mechanism [96–103]. The spon-
taneous aggregation of smaller nanoparticles into well-
structured nanocrystals has been reported in the case of
TiO2 [97–99], ZnO [100� 102], and CdTe [103]. These main
strategies will be discussed in more detail with specific exam-
ples in the following parts after the general grand survey on
the synthesis methodologies. Finally, we will give our own
perspectives.

2. SYNTHETIC ROUTES
FOR LOW-DIMENSIONAL
NANOCRYSTALS

The intensive research and ongoing advances in the synthe-
sis of various nanomaterials make it more and more difficult
to keep up to date with all of the new achievements. How-
ever, in this section, we will try our best to briefly summarize
various low-dimensional nanocrystals with strong application
potentials synthesized by different routes in the past decade.
We will focus more on the synthesis of 1D, 2D nanocrystals
and more complex structures built up based on simple syn-
thesis strategies, which we call “emerging and promising
approaches” here.
Since intensive reviews on the synthesis of semiconduc-

tor nanodots (0D) have been published very recently [27,
28], we only focus on 1D and 2D nanomaterials such
as NWs, NRs, NBs, nanoribbons, NTs, nanosheets (2D),
and more complex structures. Table 1 is a general sur-
vey of various oxide NRs, NWs, NTs, and NBs or other
novel/new nanostructures prepared by different strategies.
Table 2 gives an intensive survey of nonoxide inorganic
nanomaterials such as metal, semiconductor, and carbide- or
nitride-based nanomaterials (NRs, NWs, NTs, nanoribbons,
NBs, etc.).

2.1. Templated-Directed Growth Method

Template-based synthesis of low-dimensional nanomaterials
has been widely employed in past decades. The characteris-
tic of this method is the use of various templates to limited
reactions to a confined nanoscale space such as channels or
on a surface. Conventional templates include porous solid-
state materials such as carbon NTs, anode aluminum oxide,
zeolites, MCM-41 mesoporous silica, and porous polymers.
Representative examples are given below to illustrate the
application of these templates in the formation of various
kinds of one-dimensional nanocrystals.
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Table 1. Synthetic routes for oxide low-dimensional nanocrystals (published since 1995).

Nanomaterials Synthetic method Ref.

BaTiO3 NRs Solution-phase decomposition of bimetallic alkoxide precursors in the presence [104]
SrTiO3 NRs of coordinating ligands [104]
BaSO4 NWs and

superstructures
Mineralization from aqueous solution in the presence of polymers [88, 89]

BaCrO4 NWs and chain
structures

Reversed micelle templating method [25, 75]

BaCrO4 NWs and
superstructures

Mineralization from aqueous solution in the presence of polymers [89–91]

BaCO3 NWs A reverse micelle-based approach [77]
BaWO4 NRs Reversed micelle templating method [78]
BaWO4 NWs Cationic reverse micelles [79]
BaWO4 NWs arrays Langmuir-Blodgett assembly of 1D nanostructures [105, 106]
CaSO4 NWs A water-in-oil microemulsions route [107]
CdO NBs Evaporation of metal oxide powders at high temperatures, VS [52]
CdWO4 Nanosheets Hydrothermal treatment in the presence of block copolymers [92]
CdWO4 NBs Double jet reaction at room temperature [92]
CdWO4 NRs Hydrothermal treatment of CdCl2 and Na2WO4 [108]
Co3O4 NRs Template method with alumina membranes [109]
Co3O4 NRs Calcination of precursor powders prepared in a novel inverse microemulsion [110]
CuO NRs Room-temperature reaction of CuCl2 · 2H2O and NaOH with PEG 400 [111]
CuO NRs Heating copper substrates in air [112]
Eu2O3 NRs Sonication of an aqueous solution [113]
Fe2O3 NRs Thin-film processing method [114]
Fe2O3 NRs Grown onto a polycrystalline (or single-crystalline) substrate from an aqueous solution

of ferric salts
[115]

Fe3O4 NRs Sonication of aqueous iron(II) acetate in the presence of �-cyclodextrin [116]
Fe4[Fe(CN)6]3 · xH2O NWs Electrodeposition with two-step anodizing anodic aluminum oxide films [117]
Ga2O3 NRs Catalytic growth by arc discharge of GaN powders in Ar/O2 mixture [118]
Ga2O3 Gas reaction method starting from Ga and O2 [119]
Ga2O3 Physical evaporation at 300 �C from a bulk gallium target [120]
Ga2O3 DC arc discharge (GaN, graphite, nickel powder) [121]
Ga2O3 Electric arc discharge of GaN powders mixed with Ni and Co [122]
Ga2O3 Heat treatment of Ga with SiO2 powder and a Fe2O3 catalyst [123]
Ga2O3 NTs, NWs Nano-

paintbrushes
Molten gallium and microwave plasma containing a mixture of monatomic oxygen and

hydrogen
[124]

Ga2O3 NWs Heating raw materials in N2 or Ar without metal catalysts [125]
GeO2 NRs Carbon-NT confined reaction of metallic Ge [126]
GeO2 NWs Carbothermal reduction reaction between germanium dioxide and active carbons [127]
GeO2 NWs Thermal oxidation of suboxide at high temperature [128]
In2O3 NBs Evaporation of metal oxide powders at high temperatures, VS [52]
In2O3 NWs A rapid heating process on Au-coated InP substrates in oxygen [129]
IrO2 Templating against carbon NTs [130]
K2Ti6O13 Calcination of KF and TiO2 [131]
LaPO4:Eu NWs Hydrothermal synthesis [132]
LaPO4:Ce NWs Hydrothermal synthesis [132]
MgO NRs Vapor-solid growth process with in-situ generated Mg vapor [51]
MgO NWs Oxide-assisted catalytic growth method [133]
MgO NWs Vapor-phase method using MgB2 as precursor [134]
MgO NRs Heating of MgCl2 at 750 �C in mixture gas (Ar/H2� [135]
Mg(OH)2 NRs Hydrothermal reaction of Mg, H2O, and ethylenediamine [136]
MnO2 NRs Template method with alumina membranes by a sol–gel approach [137]
MnO2 NRs Hydrothermal synthesis [138]
Mn3O4 NWs Thermolysis of carbonates in NaCl flux and a surfactant NP9 at 850 �C [139]
Mg2�11Mn5�46O12 · xH2O nano-

ribbons
A combination of techniques consisting of a sol–gel process for tetraethylammo-

nium manganese oxide layered material, an ion-exchange method to a thin-film
Mg-buserite precursor, and a hydrothermal reaction to transform the Mg-buserite
to nanoribbonlike Mg-todorokite material

[140]

MoO3 NRs Template-directed reaction of molybdic acid and subsequent leaching process [141]
MoO3 NRs Templating against carbon nanotubes [130]
MoO2 NRs Templating against carbon NTs [130]
Ni(OH)2 NRs Hydrothermal synthesis and deposition in a carbon-coated anodic alumina film [142]

continued
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Table 1. Continued

Nanomaterials Synthetic method Ref.

NiO NRs Thermal decomposition of a precursor in NaCl flux [143]
PbTiO3 NWs Sol–gel electrophoresis, deposition in polycarbonate membrane [144]
RuO2 NRs Templating against carbon NTs [130]
Sb2O3 NRs Microemulsion method for the system AOT-water-toluene [145]
Sb2O3 NRs A vapor-solid route using Sb2S3 nanopowders as raw material, VS [146]
Sb2O3 NRs Templated against carbon NTs [147]
Sb2O5 NRs Microemulsion method for the system AOT-water-toluene [145]
SnO2 NRs Calcining precursors that are produced in inverse microemulsions [148, 149]
SnO2 NBs Evaporation of metal oxide powders at high temperatures, VS [52]
SnO2 NWs, nanoribbons,

NTs
Elevated temperature synthesis techniques using layered mixtures of Sn foil and SnO

powder or simply SnO powder, VS
[150]

SnO2 diskettes Evaporating techniques using SnO or SnO2 powders, VS [151]
SnO nanoribbons Evaporating SnO powders, VS [152]
SiO2 NWs Helical mesostructured tubules from the Taylor vortex-assisted surfactant templates [153]
SiO2 NWs Oxidation of Si wafer induced by molten gallium [154]
SiO2 NWs and bunches Vapor-liquid-solid (VLS) process using molten gallium as a catalyst [155]
SiO2 NTs, NWs Pyrolysis of mixed Si and SiO2 powders [156]
SiO2 NWs Using Au nanoparticle catalysts on a silicon substrate [157]
SiC/SiO2 helical core-shell

NWs
Chemical vapor deposition technique [158]

TiO2 NWs Electrochemically preparation using nanochannel alumina [159]
TiO2 NWs Sol–gel template method employing alumina membranes [160]
TiO2 NWs Electrochemically induced sol–gel preparation [161]
TiO2 NTs Sol–gel-derived fine TiO2-based powders were treated with NaOH aqueous solution [162]
TiO2 NTs Solution growth method by hydrolyzing TiF4 under acidic condition [163]
TiO2 NTs Sol–gel method and removing the polymer thermally [164]
TiO2 NTs Calcination of an organic gelator prepared from supramolecular assemblies [165]
VOx NTs Hydrothermal using long-chain amine as templates [166–168]
V2O5 NRs Vanadium pentoxide gels [169]
V2O5 NRs Templating against carbon NTs [130]
WO3 NRs Templating against carbon NTs [130]
WO3 NRs Direct oxidation of tungsten metal [170]
YBCO NRs Laser ablation of a high Tc superconductor YBa2Cu3O7 [171]
ZnO NRs Gas reaction employing Zn and H2O [172]
ZnO NWs Heating Zn in N2 or Ar without metal catalysts [125]
ZnO NWs Catalytic growth by vapor transport, VLS [45, 173]
ZnO NBs Evaporation of metal oxide powders at high temperatures, VS [52]
ZnO NWs Thermal evaporation, VS [174]
ZnO NWs Catalyzed epitaxial growth, VLS [46]
ZnO NRs Catalyst-free CVD method [175]
ZnO NRs Thermal decomposition of the precursor of ZnC2O4 in the presence of surfactant nonyl

phenyl ether and NaCl flux
[176]

ZnO NWs Site-specific growth by catalysis-driven molecular beam epitaxy [177]
ZnO NWs arrays Electrodeposited in the pores of anodic alumina membranes [178]
ZnO NWs on CNTs Multiwall carbon NTs were treated with Zn [179]
ZnO NRs Oriented attachment growth from ZnO nanoparticles from solution [102]
ZnO hierarchical nano-

structures
Vapor transport and condensation process on In2O3 core NWs [53]

ZnO helical NRs Biomimetic controlled nucleation and growth on ZnO NR arrays [95]

Carbon NTs, which were discovered in 1991 [352], are a
good candidate for template-induced growth. The first exam-
ple using carbon NTs as templates came from the synthesis
of metal carbide NRs [35]. In this approach, carbon NTs
as a reactant were directly converted into MCx NRs by the
reactions of volatile metal oxide species. Herein, MO should
be a metal oxide or nonmetal oxide with a relatively high
vapor pressure at the desired reaction temperature.

MO+ C�nanotubes� �⇒ MC�nanorods�+ CO (1)

Similarly, GaN NRs were fabricated through the reaction
of carbon NTs with MO (metal oxide) under an ammo-
nia atmosphere [36]. Figure 1 shows typical TEM images of
the original C NTs and GaN NRs templated from C NTs.
Herein, MO should be a metal oxide or nonmetal oxide with
a relatively high vapor pressure at the desired reaction tem-
perature. The total reaction formula could be expressed as
the following:

2Ga2O�g�+ C�nanotubes�+ 4NH3

�⇒ 4GaN�nanorods�+H2O+ CO+ 5H2 (2)
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Table 2. Synthetic routes for nonoxide low-dimensional nanocrystals (published since 1995).

Nanomaterials Synthetic method Ref.

Ag ultrathin NWs Grow inside the pores of self-assembled calyx [4] hydroquinone NTs by electro/
photochemical redox reaction in an ambient aqueous phase

[180]

Ag NWs Templated from the mesoporous silica [181, 182]
Ag NWs Metal NW formation using Mo3Se−3 as reducing and sacrificing templates [183]
Ag NRs and dendrites Ultraviolet photoreduction technique at room temperature using poly(vinyl-alcohol)

(PVA) as protection agent
[184]

Ag NRs, NWs Seed-mediated growth in a rodlike micellar medium [185]
Ag nanoprisms A photoinduced method for converting large quantities of silver nanospheres into

triangular nanoprisms
[186]

Ag NWs Electron-beam-induced growth from zeolite crystallites [187]
Ag NWs Templated from AgBr nanocrystals [188]
Ag nanoarrays Formed inside micellar arrays of a template consisting of a (dendritic polysi-

lane)/polyisocyanide block copolymer reduced under the TEM electron beam
[189]

Ag NWs Solid-liquid phase arc discharge method [190]
Ag truncated triangular

nanoplates
A solution phase method in the presence of cetyltrimethylammonium bromide micelles [191]

Ag nanodisc Mixing two reverse micellar solutions [192]
Ag nanoprisms Boiling AgNO3 in N ,N -dimethyl formamide, in the presence of poly(vinylpyrrolidone) [193]
Ag NWs Solvothermal reaction using Pt nanoparticles as seeds in ethylene glycol at 160 �C [194]
2D Ag NWs arrays Evaporating a drop of chloroform-dispersed dodecanethiol-capped prolate Ag nano-

crystals on a carbon substrate, which were synthesized in the presence of tetraocty-
lammonium bromide

[195]

Au NRs Electrochemical oxidation/reduction within a simple two-electrode-type cell in the pres-
ence of cationic surfactant C16TAB

[196]

Au NWs Templated from the mesoporous silica [182]
Au NWs Metal NW formation using Mo3Se−3 as reducing and sacrificing templates [183]
Au NRs A solution seeding growth approach in the presence of an aqueous micellar template

CTAB
[197, 198]

Au NRs UV irradiation of HAuCl4 solutions with 253.7-nm light in the presence of rodlike
micelles of hexadecyltrimethylammonium chloride

[199]

Au NWs DNA-directed assembly of gold NWs on complementary surfaces [200]
2D Au NWs Self-assembly of gold nanoparticles on water surfaces in the presence of surfactants [201]
Au NWs Ultrahigh vacuum TEM with the electron beam thinning technique [202]
3D aggregates of Au NRs DNA-driven self-assembly of gold NRs [203]
AucoreAgshell NRs Reducing AgCl3−4 (aq) with NH2OH selectively on the surface of gold NRs [204]
Co NRs The early stage of the thermal decomposition of Co2(CO)8 in a mixture of oleic acid

and trioctylphosphine oxide (TOPO)
[205]

Co NW array Vertical arrays of Co NWs with high densities through direct current electrodeposi-
tion created by using ultra-high-density arrays of nanopore of diblock copolymer
templates

[206]

Co NWs The potentiostatic electrochemical template synthesis of NWs in polycarbonate track-
etched membranes with nominal pore diameters

[207]

Cu NWs The potentiostatic electrochemical template synthesis of NWs in polycarbonate track-
etched membranes with nominal pore diameters

[207]

Fe NRs Thermal decomposition of organometallic precursor (Fe(CO)5� in the presence of a
stabilizing surfactant TOPO at 340 �C under an argon atmosphere

[208]

In NWs Room-temperature organometallic route using long-chain amines (hexadecylamine) as
templates

[209]

In3Sb NWs Room-temperature organometallic route using long-chain amines (hexadecylamine) as
templates

[209]

Ni NRs Surfactants hexadecylamine (HDA) or TOPO as capping agents in THF [210]
Pb NWs The NWs were embedded in tracked-etched polycarbonate membranes by electrode-

position
[211]

Pb NWs Electrodeposition into anodic alumina membranes [212]
Pd tetrahedras and Reduction of metal ions in sodium dodecyl sulfate (SDS)/poly(acrylamide) gel by UV [213]

octahedras irradiation
Pd NWs Using a mesoporous silica template via chemical vapor infiltration [214]
Pd dendrites Ultrasonically assisted synthesis using skeleton nickel as templates [215]
Pt tetrahedra Tetrahedral, cubic, irregular-prismatic, icosahedral, and cube-octahedral particle shapes

were prepared with sodium polyacrylate as a capping agent
[216]

Mo NWs A two-step process involving the electrodeposition of MoO2 NWs on a highly oriented
pyrolytic graphite (HOPG) surface followed by reduction

[217]

continued
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Table 2. Continued

Nanomaterials Synthetic method Ref.

W NRs Thermal decomposition of surfactant-inorganic mesostructures [218]
B NWs VLS growth of amorphous boron NWs [219]
B NWs Amorphous boron NWs by magnetron sputtering [220]
B NWs Chemical vapor deposition using a diborane-(B2H6�-in-Ar gas mixture [221]
Bi NTs Hydrothermal reaction [222]
Ge NWs Liquid solution synthesis, reduction of GeCl4 and phenyl-GeCl3 by sodium metal in an

alkane solvent at elevated temperature and pressure
[70]

Ge NWs Nucleation and growth seeded by organic monolayer-coated Au nanocrystals [223]
Si NWs Laser-assisted growth, VLS [44]
Si NWs Chemical vapor deposition of SiCl4, VLS [43]
Si NWs Vapor-liquid-solid (VLS) reaction using SiCl4 as the Si source gas and Au as the medi-

ating solvent
[224]

Si nanoribbons Thermal evaporation of silicon monoxide (SiO) without templates or catalysts [59]
Si NWs Thermal evaporation [225–227]
Si NWs Laser ablation SiO [228]
Si NWs Supercritical fluid solution-phase growth, SLS [71]
Si NW arrays Electrochemistry approach by etching Si wafer in HF solution containing AgNO3 [229]
Si/SiGe Superlattice NWs Block-by-block growth by hybrid pulsed laser ablation/chemical vapor deposition (PLA-

CVD) process
[230]

Carbon-sheathed Sn-Pb NWs Electrolytic formation of carbon-sheathed mixed Sn-Pb nanowires [231]
Se NWs Using cytochrome c3 to make selenium NWs [232]
Se NWs Solution phase process [233–234]
Te NTs Reflexing a solution of orthotelluric acid in ethylene glycol at ∼197 �C [235]
Te nanobelts, NTs, nano-

helices
Controlled hydrothermal route by reaction of sodium tellurite (Na2TeO3� in aqueous

ammonia solution at 180 �C
[236]

GaN NRs Templating against carbon nanotubes [32]
GaN NWs Catalytic growth using Ga and NH3, VLS [237–239]
GaN NWs Catalytic synthesis using gallium acetylacetonate and NH3 gas, VLS [240]
GaN NBs Thermal reaction of gallium, gallium nitride, and ammonia using iron and boron oxide

as catalysts
[241]

GaN NWs Laser-assisted catalytic growth, VLS [48, 242]
GaN NWs Oxide-assisted growth by laser ablating GaN mixed with gallium oxide [56]
GaN NWs Silica-assisted catalytic growth [57]
GaN NWs Hot-filament chemical vapor deposition [243, 244]
GaN arrays of nanopillars MOCVD using a single molecule precursor [245]
GaN NRs Pyrolysis of gallium dimethylamide and ferrocene under an NH3 atmosphere [246]
GaAs NWs Laser-assisted catalytic growth, VLS [48]
GaAs NWs Oxide-assisted method [55]
GaAs NWs Solution-liquid-solid growth, SLS [66, 69]
GaAs NWs Molecular beam epitaxy, CVD [247–249]
GaP NWs Laser-assisted catalytic growth, VLS [48, 250]
GaP NWs Laser ablation of a powder mixture of GaP and Ga2O3 [251]
GaP NWs Carbon NTs template against carbon NTs [252]
GaP NWs Hydride vapor phase epitaxy method [253]
GaP NRs Solution-liquid-solid growth, SLS [66, 68]
GaP NRs Thermal decomposition of Ga(PtBu2�3 in trioctylamine (TOA), which was injected into

a mixture of TOA and hexadecylamine (HDA) at 330 �C
[254]

AlxGa1−xAs NRs Solution-liquid-solid growth, SLS [69]
GaAs0�6P0�4 NWs Laser-assisted catalytic growth, VLS [48]
InAs NRs Solution-liquid-solid growth, SLS [66]
InAs NRs Molecular beam epitaxy and metal-organic vapor phase epitaxy [249, 255]
InP NWs Laser-assisted catalytic growth, VLS [48]
InP NRs Solution-liquid-solid growth, SLS [66]
InAs0�6P0�5 NWs Laser-assisted catalytic growth, VLS [48]
AlN NWs Aluminum chloride-assisted nanowhisker growth [256, 257]
AlN NRs Templated against carbon nanotubes [258]
AlN NWs Silica assisted catalytic growth (same as GaN) [57]
InN NWs Catalyzed growth from azido-indium precursors, SLS [259]
InN NWs Thermal selective-area growth on gold-patterned Si substrates [260]
BN NWs Reaction of a mixture gas of N2 and NH3 over �-FeB particles [261]
BN NTs Catalytic growth of boron nitride NTs [262]

continued
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Table 2. Continued

Nanomaterials Synthetic method Ref.

BN NTs, nanobamboos, Chemical vapor deposition method using B-N-O precursor [263]
nanocables

BN NWs Magnetron sputtering for producing featherlike NWs [264]
Si3N4 NWs Heating Si or (Si/SiO2� in N2 without catalyst [125]
Si3N4 NRs From borosilicate glass [265]
Si3N4 NRs Carbothermal reduction of SiO with amorphous activated C as a reductant [266]
Si3N4 NRs Solvothermal reaction of SiCl4 with NaN3 at 670 �C [267]
Ge3N4 NBs Thermal reduction Ge/SiO2 in NH3 [268]
SiC NWs Thermal evaporation [269]
SiC NWs Thermal evaporation of SiC powders using iron as a catalyst [270]
SiC NWs Laser ablation synthesis [271]
SiC NRs Template against carbon NTs [35]
SiC nanocables Reaction of SiO2 with nanoscale C particles in Ar [125]
SiC NWs Reaction of arrays CTNs with SiO [272]
SiC NWs From the mixture of activated carbon and sol–gel-derived silica embedded with Fe

nanoparticles
[273]

SiC NWs Grown from SiOx thin films deposited on Si(100) substrate [274]
SiC NWs Reduction-carburization route [275]
SiC NWs Solvothermal reaction [276]
BxC NRs Template against carbon NTs [35]
BxC nanosprings Fe-catalyzed helical growth, VLS [277]
AlC NWs Lithium-assisted self-assembly [278]
TiC NRs Template against carbon NTs [35]
TiC NWs Reaction of TiO gas with methane in the presence of catalyst Fe, VLS [279]
TiC NRs Solvothermal reaction using C2Cl4, Ti, and N-containing nucleophilic solvents [280]
MgB2 NWs Transport reaction using B NWs as template [219]
MMo3Se3 NWs Cation exchange in organic solution (M = Li+, Na+, Rb+, Cs+, NMe4+) [281]
ErSi2 NWs Epitaxial growth on silicon substrate [282]
NiSi2/Si Metal vapor vacuum arc implantation [283]
CoSi2/Si Metal vapor vacuum arc implantation [283]
TiSi2 NWs Ti-catalyzed Si NWs by chemical vapor deposition [284]
CdS NWs Laser-assisted catalytic growth [48]
CdS NWs Electrodeposit in porous anodic aluminum oxide templates [40, 285]
CdS NWs arrays Sol–gel template synthesis with porous alumina template [286]
CdS NRs A single-source molecular procursor route to CdS nanorods [287]
CdS NRs Solvothermal reactions in ethylenediamine media [61, 288]
CdS NRs Solvothermal reaction in n-butylamine [65]
CdS NRs, twinrod-, Solvothermal reaction in ethylenediamine media [289]

tetrapod-shaped
CdS NWs Polymer-controlled growth [290]
Flat CdS triangle Using Cd(AOT)2/isooctane/H2O [291]
CdS, CdSe NRs Arrested precipitation from inorganic ions in a CTAB micellar solution [292]
CdS, CdSe NRs Controlled synthesis of multi-armed architectures using monosurfactant hexadecy-

lamine (HAD)
[293]

CdSe NWs Laser-assisted catalytic growth, VLS [48]
CdSe NWs arrays Electrodeposit in porous anodic aluminum oxide templates [294]
CdSe NRs and other shapes Growth of nanoparticles in a mixture of hexylphosphonic acid and TOPO [11, 72] [295]
CdSe NRs Capping agent-driven solution reaction using CdO as precursor [296]
CdSe NRs Solvothermal reaction in ethylenediamine [61, 297]
CdSe NRs Solvothermal reaction in n-butylamine [65]
CdSe NWs PVA-assisted solvothermal synthesis [298]
CdSe nanorods and Hydrothermal method [299]

dendrites
CdS/ZnS shells on CdSe

NRs
Epitaxial growth of graded CdS/ZnS shells on colloidal CdSe NRs [300]

CdTe NWs Electrodeposition in alumina membrane [37]
CdTe NRs Capping agent-driven solution reaction using CdO as precursor [296]
CdTe NWs Spontaneous oriented attachment from nanoparticles [103]
CdTe NRs Solvothermal reaction [61]
CdTe NWs PVA-assisted solvothermal synthesis [298]
CdSxSe1−x Solvothermal reaction [301]
PbS NRs Confined growth within the channels of mesoporous silica SBA-15 [302]

continued
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Table 2. Continued

Nanomaterials Synthetic method Ref.

PbS NRs Oriented growth in the presence of surfactant [303]
Closed PbS NWs Solvothermal reaction in the presence of poly[N -(2-aminoethyl)acrylamide] in

ethylenediamine/H2O (3:1, v/v) solvent
[304]

PbS NRs Solvothermal interface reaction route [305]
PbSe NWs Solution reaction at room temperature [306]
PbSe NWs arrays Direct current electrodeposition within anodic alumina membrane [307]
ZnS NWs Laser-assisted catalytic growth, VLS [48]
ZnS NWs Synthesis in liquid crystal systems [308]
ZnS NWs Simultaneous formation in a liquid crystal template by gamma-irradiation [309]
ZnS NWs Micelle-template inducing synthesis [310]
ZnS nanosheets Templating from a sheet-like molecular precursor ZnS · (NH2CH2CH2NH2�0�5 [64]
ZnSe NWs Laser-assisted catalytic growth, VLS [48]
ZnSe NRs Solvothermal reaction in n-butylamine [65]
ZnSe NWs Solvothermal reaction in ethylenediamine [297]
ZnSe NWs Electrodeposition in a porous alumina film [311]
ZnTe NRs Thermal decomposition of a monomeric molecular precursor, [Zn(TePh)2][TMEDA] [312]
ZnTe NRs Thermal decomposition of the precursor derived from a solvothermal reaction using

Zn, Te, and N2H4·H2O as reactants
[313]

Bi2S3 NWs Solvothermal decomposition process [314, 315]
Bi2S3 NRs Hydrothermal ripening and crystallization [316]
Bi2S3 NWs arrays Electrochemical deposition [317]
Bi2Se3 flakes Solvothermal reaction [318]
Bi(S, Se) NWs Solvothermal reaction [319]
Bi2Te3 NWs Electrodeposition into porous alumina membrane [320, 321]
Arrays Pulsed electrodeposition in anodic alumina membranes [322]
Sb2S3 NRs Solvothermal decomposition process [323]

Electrodeposition within a porous polycarbonate membrane [324]
Sb2Se3 NWs Solvothermal reaction of SbCl3 and Se with Na2SO3 in ethylene glycol [325]
Ag2S NRs Room-temperature solution-growth method with AgNO3, thiourea, and NaOH as the

reagents
[326]

Ag2Se NWs Template-directed synthesis using porous alumina [327]
Ag2Se NWs Solution reaction using Se NWs as templates [328, 329]
Cu2S NWs Oxide-assisted nucleation and growth [330]
Cu2S NWs Growth on copper surface at room temperature [331]
Cu2S/Au core/sheath NWs Redox deposition method [332]
CuS NTs Organic amine-assisted hydrothermal process [333]
MnS NRs Cd1−xMnxS NRs Thermal decompostion of Mn(S2CNEt2�2 or Cd(S2CNEt2�2 in the presence of hexade-

cylamine
[334]

MoS2 NWs Solvothermal reaction [335]
MoS2 NTs Heating trisulfide molybdenum complexes in a stream of H2 [336]
MoS2 NTs Catalyzed transport method using C60 as a growth promoter, VS [337]
MoS2 NTs Gas-solid reaction, VS [338]
WS2 NTs After the heating of thin tungsten films in an atmosphere of H2S [339]
WS2 NTs A two-step reaction using a tungsten oxide precursor [340, 341]
WS2 NTs bundles, foils After the heating of WO3 in mixed gas of H2S and H2/N2 [342]
NbS2-sheathed CNTs Using carbon NT template-promoted growth [343]
NbS2 NTs Employing carbon NT template-promoted growth [344]
HfS2, ZrS2, TiS2 NTs Using carbon NT template-promoted growth [343]
SnS2 nanoflakes Thermal decomposition of (CH2CH2CH2CH3�4Sn [345]
CdIn2S4 NRs Converting CdS NRs via the hydrothermal reaction [346]
CuInS2 NRs Solvothermal reaction of In(S2CNEt3�3 and Cu(S2CNEt2�2 in ethylenediamine [347]
AgInS2 NRs Solvothermal reaction of In(S2CNEt3�3 and Ag(S2CNEt2� in ethylenediamine [347]
AgBiS2 NRs Solvothermal process with AgCl, BiCl3, and K2S in ethylenediamine [348]
Ag3CuS2 Hydrothermal reaction using AgCl and CuCl and thiourea as reactants [349]
Cu3SnS4 NRs Solvothermal reaction using CuCl2 · 2H2O, SnCl4 · 5H2O, CH3CSNH2 as reactants in

absolute ethanol
[350]

PbSnS3 NRs An iodine transport hydrothermal route [351]

The templating effect can be confirmed by a series of
experiments. The mixture of Ga2O3 and Ga was used to
produce gaseous Ga2O, which is about 1 torr at 880 �C
[353]. The powder mixture was separated from carbon NTs

by porous alumina membrane, which can ensure that only
gaseous Ga2O flows up toward the side of carbon NTs to
participate in the reaction. In such a reaction, carbon NTs
act as templates to confine the reaction on NTs, which led
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A B

100 nm 100 nm

Figure 1. (A) TEM image of carbon nanotubes. (B) TEM image of
GaN nanorods. Reprinted with permission from [36], W. Q. Han
et al., Science 277, 1287 (1997). © 1997, American Association for the
Advancement of Science.

to the formation of NRs. If carbon NTs are not present in
this reaction, GaN powders still can be obtained by another
reaction:

Ga2O+ 2NH3 �⇒ 2GaN +H2O+ 2H2 (3)

However, no GaN NRs were observed in this product [354].
On the other hand, carbon NTs did not change without
Ga-Ga2O3 mixtures, in spite of the presence of ammonia.
The results confirmed the evidence that the formation of
GaN NRs took place on the surface of carbon NTs accord-
ing to Eq. (2).
Other examples include GaP NWs [252], AlN NRs [258],

SiC NRs, and BxC NRs [35]. The carbon NT-templated
oxide NRs include GeO2 [126], IrO2 [130], V2O5, WO3
[130], MoO3, MoO2 [130], Sb2O3 [147], and ZnO [179].
Recently, the range of the compounds, which can be pre-

pared by the use of carbon NTs as templates, has been
extended widely [258, 355]. Now, not only ternary NRs/NWs
such as CoFe2O4 [355], but also disulfide NTs ReS2 [356],
NbS2 [357], HfS2, ZrS2, and TiS2 [343] can be fabricated
with the use of carbon NTs as templates. However, in the
case of the synthesis of disulfide NTs, carbon NTs do not
participate in the reactions and just act as deposition sub-
strates of disulfides.
In contrast to the above vapor-phase synthesis by hard

template, another versatile methodology was solution-phase
electrodeposition for the formation of various NWs with
anode aluminum oxide (AAO) as a template. This method-
ology was first pioneered by Martin and Moskovits [37–40].
Since the electrodeposition is caused by electron transfer
from the surface of the conducting material, the wires nucle-
ate at the bottom of the channels of the AAO and grow con-
tinuously along the channels. Achieving continuous wires is
a key advantage of electrodeposition, particularly for appli-
cations in which conductivity is important (e.g., thermoelec-
tric devices, opto-electronic devices). On the other hand,
porous alumina is a good choice for a template, because
the pore diameters are easily adjusted (down to 9 nm) to
sizes enabling quantum confinement. Moreover, the pore
densities (1010 pores/cm2� and aspect ratio (>100) are high,
which is appropriate for the growth of NWs. Figure 2 shows
that Bi2Te3 NW arrays were electrodeposited in anode alu-
mina oxide channels [320, 321]. A lot of inorganic NWs have
been fabricated through this approach, such as Ag, Au, Pt,

100nm

Figure 2. (Left) SEM image of a top view of Bi2Te3 nanowires elec-
trodeposited in AAO. Reprinted with permission from [321], A. L.
Prieto et al., J. Am. Chem. Soc. 123, 7161 (2001). © 2001, American
Chemical Society. (Right) SEM image of a side view of Bi2Te3 nano-
wires in AAO. Reprinted with permission from [320], M. S. Sander
et al., Adv. Mater. 14, 665 (2002). © 2002, Wiley-VCH.

TiO2, MnO2, ZnO, SnO2, CdS, and CdSe [358]. It should be
pointed out that most of the wires are polycrystalline by the
electrodeposition process, which could limit its applications
in electronic transport study [23].
A report by Zhu et al. [229] shows that large-area sili-

con NW arrays can be fabricated on silicon wafers without
the use of a template, but based on a so-called micro-
electrochemical process that occurs at the surface of the
silicon wafer in ionic metal (such as Ag+� HF solution.
However, the applicability of this method must be further
extended.
The above templates have to be removed by heating car-

bon NTs in air or by dissolving the anode aluminum oxide
in a strong basic solution to get pure NWs. It is worth not-
ing that such post-treatments will more or less affect the
as-prepared NWs.

2.2. Vapor-Liquid-Solid Mechanism

Another extensive method is one-dimensional growth based
on the VLS mechanism. Initially, the VLS mechanism was
proposed by Wagner [41] to explain the growth of crystal
whiskers. In 1992, Yazawa et al. demonstrated that high den-
sities of InAs nanowhiskers with diameters of 20–30 nm can
be epitaxially grown on InAs (111) substrates onto which
one monolayer of Au atoms have been deposited [42]. They
argued that the wirelike growth appears to be induced by
ultrafine alloy droplets generated by the reactions between
Au clusters and InAs substrates. Again, silicon NWs were
grown on Si(111) via the VLS reaction, with silane as the Si
source gas and Au as the mediating solvent [43].
Lieber’s group [7, 8] proposed a general mechanism to

illustrate the growth process of the nanowires. The main
points of the mechanism are the orientation growth directed
by the metal droplet on the tip of crystals. The metal
droplet acts as an energetically favored site for absorp-
tion of gas-phase reactants. When the clusters dissolve in
the metal droplet supersaturates, they will crystallize and
grow one-dimensional nanowires. The process is illustrated
in Scheme 2.
This group made a great contribution to the improve-

ment of the application of this mechanism to the synthesis
of various semiconductor NWs by employing the laser abla-
tion technique to produce nanosized metal catalysts, which
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Scheme 2. Schematic illustration on the catalytic growth based on the
VLS mechanism, including three stages: alloying, nucleation, and axial
growth. Reprinted with permission from [7], J. T. Hu et al., Acc. Chem.
Res. 32, 435 (1999). © 1999, American Chemical Society.

defines the diameter of NWs grown by the VLS mecha-
nism. A pulsed Nd-yttrium-aluminum-garnet laser (wave-
length 532 nm) was used to bombard targets, which were
composed of NWs and catalysts. The laser ablation on
Si0�9Fe0�1 generated NWs with a uniform diameter on the
order of 10 nm and a length on the order of microme-
ters (Fig. 3A) [44]. Element analysis revealed that these
NWs were Si cores coated by an amorphous SiO2 shell
as shown in Figure 3B. All of the nanowires terminated
at one end in metal nanoparticles, which have a slightly
larger diameter than that of NWs. The appearance of these
metal nanoparticles on the tips of NWs confirmed that
the growth of NWs relies on the VLS mechanism. The
authors proposed that the main composition of the cata-
lyst solid should be FeSi2, because FeSi2 is stable at the
Si-rich region of the phase diagram. In addition, the NWs
will stop growing when the temperature is below 1207 �C,
since there will be no liquid catalyst at such a low temper-
ature. The agreement between experimental data and the-
oretical predictions indicates that it is possible to rationally
design new catalysts and appropriate growth conditions for
other NWs.

FeSi2�l�+ nSi�g� �⇒ FeSix�l�+mSi�s� (4)

It should be noted that the metal selected as a catalyst has
a certain solubility with reactants. Meanwhile, since the cat-
alyst should become liquid at the desired reaction tempera-
ture, the melting point of the catalyst should be taken into
account. The known phase diagrams of binary compounds
will be helpful for the design of reactions and selection
of catalysts; however, we still know little about the ternary
phase diagrams.

A B
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Figure 3. (A) TEM image of the nanowires produced following abla-
tion of a Si0�9Fe0�1 target. The white scale bar corresponds to 100 nm.
(B) TEM image of a typical nanowire with crystalline Si core and an
amorphous SiOx sheath. The scale bar corresponds to 10 nm. Inset:
Electron diffraction recorded along the [211] zone axis. Reprinted with
permission from [44], A. M. Morales and C. M. Lieber, Science 279, 208
(1998). © 1998, American Association for the Advancement of Science.

This idea has been successfully implemented by the prepa-
ration of a broad range of binary NWs and ternary NWs
such as III–V materials (GaAs, GaP, GaAsP, InAs, InP,
InAsP), II–VI compounds (ZnS, ZnSe, CdS, CdSe), and
SiGe alloys, with LCG, based on the VLS mechanism [48].
However, the mechanism also has its inherent weaknesses.
First, to ensure that the catalyst remains liquid, the reaction
temperature has to be relatively high (700–1200 �C). This
impedes the application of this approach with compounds
that are unstable at high temperatures. Second, the products
based this approach are not pure materials, because of the
metal catalyst attached to the tip of the NWs. It is difficult
to remove these catalysts from the as-prepared NWs. Third,
the size distribution of these NWs is not ideal. Because the
metal catalyst clusters tend to aggregate at high tempera-
tures, this will lead to the decentralization of the size distri-
bution of the NWs.
Yang et al. combined the conventional epitaxial crystal

growth technique with the VLS mechanism to achieve pre-
cise orientation control during NW growth [46]. The result
shows that this vapor-liquid-solid epitaxy (VLSE) is particu-
larly powerful in controlling the synthesis of NW arrays. This
group successfully epitaxially grew the highly oriented and
well-aligned NW arrays on a patterned substrate by using a
Au thin film as the catalyst for NW growth. Typical scanning
electron microscopy (SEM) images of NW arrays grown on
sapphire (110) substrates with patterned Au thin film fab-
ricated by photolithography (Fig. 4) confirm that the ZnO
NWs grow only in the Au-coated areas. The diameters of
these wires range from 20 to 150 nm, whereas more than

Figure 4. (A through E) SEM images of ZnO nanowire arrays grown
on sapphire substrates. A top view of the well-faceted hexagonal nano-
wire tips is shown in (E). (F) High-resolution TEM image of an
individual ZnO nanowire showing its 	0001
 growth direction. For
the nanowire growth, clean (110) sapphire substrates were coated
with a 10- to 35-Å-thick layer of Au, with or without TEM grids
as shadow masks (micro-contact printing of thiols on Au followed
by selective etching has also been used to create the Au pattern).
Equal amounts of ZnO powder and graphite powder were ground
and transferred to an alumina boat. The Au-coated sapphire sub-
strates were typically placed 0.5 to 2.5 cm from the center of the
boat. The starting materials and the substrates were then heated to
880 � to 905 �C in an Ar flow. Zn vapor is generated by carbothermal
reduction of ZnO and transported to the substrates where the ZnO
nanowires grew. The growth generally took place within 2 to 10 min.
Reprinted with permission from [46], M. Huang et al., Science 292,
1897 (2001). © 2001, American Association for the Advancement of
Science.
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95% of them have diameters of 70 to 100 nm. The room
temperature ultraviolet lasing was successfully demonstrated
within ZnO NW arrays [46]. More recently, Yang et al. [21]
discovered that certain superstructures of ZnO NWs can
readily be formed with Zn as vapor source. A large yield
of comb-like structures made of ZnO NWs can be synthe-
sized, in which the NWs are uniformly distributed on the
side of the comb stem. Other interesting structures such as
tetrapods and tapered NWs can also be synthesized by vary-
ing the vapor conditions [21].
This approach can also be extended to the synthesis of

carbide materials such as TiC NWs [279] and BxC nano-
springs [277].

2.3. Vapor-Solid Mechanism

In fact, NWs can also be achieved in the absence of cata-
lysts, with the classical VS mechanism [49]. Compared with
the VLS mechanism, this route can avoid problems with
the purity of products, because of the absence of catalysts.
However, it is hard to find a strong and obvious driving
force for the formation of NWs by this approach. So far,
the researchers are inclined to assign the formation of NWs
to the anisotropic growth rates of nanocrystals in different
directions. However, these growth rates are related to many
specific experimental conditions. The specific requirements
for 1D crystal growth, such as the presence of a dislocation
at the vapor-solid interface, are still controversial. One of
the key factors is the control of supersaturation, the degree
of which determines the prevailing growth morphology. The
size of NWs can be controlled by supersaturation, nucleation
sizes, and the growth process.
MgO, Al2O3, ZnO, and SnO2 NWs have been synthe-

sized by a carbon-thermal reduction process by Yang’s group
[50, 51]. Recently, Wang’s group has shown an elegant exam-
ple of the application of the VS mechanism to the syn-
thesis of semiconductor NWs and NBs [52]. In a typical
experimental procedure, oxide powders were placed in an
alumina tube. The products were collected by an alumina
substrate at the downstream end of the tube. The pressure
in the alumina tube, the reaction time, and the flow rate
of Ar were kept at 300 torr, 2 h, and 50 sccm, respectively,
for all of the experiments. The evaporation temperatures
were determined by the melting points of individual oxides.
The as-obtained hexagonal ZnO exhibits a unique belt-like
shape as shown in Figure 5. The detailed structure charac-
terization shows uniform structure, single crystals, and two
different growth directions ([0001] and [011̄0]). The subse-
quent success with SnO2, In2O3, and CdO NBs indicates
that this method is not a minor approach to NBs. The crys-
tal growth was governed by a vapor-solid process. Oxide
vapor was generated by the oxide powders, was deposited
on a substrate at a lower temperature zone, and grew
into NBs.
More recently, Ren’s group has shown that a variety of

novel hierarchical ZnO nanostructures with 6-, 4-, and 2-fold
symmetries can be grown by a vapor transport and condensa-
tion technique from a mixture of ZnO, In2O3, and graphite
powders as raw materials, as shown in Figure 6 [53]. Since
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Figure 5. TEM and HRTEM images of ZnO nanobelts, showing their
geometrical shape. (A to C) TEM images of several straight and
twisted ZnO nanobelts, displaying the shape characteristics of the belts.
Reprinted with permission from [52], Z. W. Pan et al., Science 291, 1947
(2001). © 2001, American Association for the Advancement of Science.

no catalyst is used in such a system, the In2O3 NW growth
should be based on the VL mechanism. It was found that the
major core NWs are single-crystal In2O3 with six, four, and
two facets, and the secondary NRs are single-crystal hexag-
onal ZnO and grow either perpendicularly on or slanted to
all of the facets of the core In2O3 NWs (Fig. 4). The growth
of ZnO NRs could also grow based on the VS mechanism
because the In2O3 core is covered by a ZnO layer that can
be the basis for further ZnO NR growth. The high vapor
pressure is necessary for the growth of the hierarchical struc-
tures compared with the aligned ZnO grown by the VLS
mechanism [46]. The growth conditions, such as tempera-
ture, pressure, and source component ratios, are correlated
to affect the supersaturation rate and the structure formed.
This intriguing method could be extended for growing other
oxide, carbide, and nitride materials with novel hierarchical
nanostructures.
Based on the VS mechanism, various novel metal oxide

nanostructures can also be synthesized, such as Sb2O3
NRs [146], SnO2 NWs/nanoribbons/NTs [150], SnO2 nano-
diskettes [151], SnO nanoribbons [152], and MoS2 NT
bundles [337].

Figure 6. SEM image of ZnO nanostructures, showing the various
structural symmetries. Three major basic symmetries of 6-, 4-, and
2-fold are clearly seen. Scale bar, 3 �m. Reprinted with permission
from [53], J. Y. Lao et al., NanoLetters 2, 1287 (2002). © 2002, Ameri-
can Chemical Society.
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2.4. Oxide-Assisted Growth Route

The oxide-assisted growth mechanism of NWs was recently
developed by Lee’s group [54]. It is somewhat like the VLS
mechanism, but with the metal droplets in VLS replaced by
an oxide in this mechanism. Therefore, this process has an
advantage of being free of a metal catalyst or a template
compared with the VLS mechanism.
GaE (E = N, P, As) NWs were fabricated by laser abla-

tion of the corresponding powders mixed with gallium oxide
(Ga2O3� under the flow of a carrier gas consisting of Ar
and H2 [55–57]. The diameter of GaAs core wires and the
thickness of the GaOx sheath was in the range of 10–120 nm
and 2–10 nm, respectively. The interface between the crys-
tal core and amorphous sheath has an undulant contour.
The following reactions were suggested during the growth
process:

GaAs�s� �⇒ Ga�g�+As�g� (5)

4Ga�g�+Ga2O3�s� �⇒ 3Ga2O�g� (6)

3Ga2O�g�+ 4As�g� �⇒ 4GaAs�s�+Ga2O3�s� (7)

The results show that if a target made of pure GaAs powder
without Ga2O3 was used for laser ablation, no NWs were
found in the products. This indicates that the presence of
the oxide Ga2O3 in the target is critical for the reaction
in Eq. (6). Similar results were also observed in GaP, GaN
NWs prepared by the same method, indicating that these
NWs were grown by an oxide-assisted mechanism.
This mechanism can be further extended for the synthesis

of Si NWs [58, 59]. Freestanding quasi-two-dimensional sili-
con nanoribbons have been realized in the present work with
an oxide-assisted growth method (Fig. 7). Two kinds of mor-
phology of the nanoribbons have been observed (Fig. 1A).
Most of the ribbons have rippling edges (Fig. 1B), and a
small portion of the ribbons has smooth edges (Fig. 1C).
The thickness of the ribbons was estimated to be 10–20 nm.
The rippling and curling features at the edge of most rib-
bons also further confirm that the nanoribbons are a quasi-
two-dimensional structure and are distinctly different in
shape from the one-dimensional silicon NWs with a smooth
surface.
The oxide-assisted growth model is illustrated in Figure 8

with Si NWs as an example. Silicon oxide (SixO) was
deposited from the vapor phase and generated silicon nano-
particles on the surface (Fig. 8a). Because the surface melt-
ing temperatures of nanoparticles can be much lower than
that of their bulk materials, this enhances atomic absorption,
diffusion, and deposition in a growth process. At the same
time, the SiO2 shell around silicon can effectively retard
the radial growth of nanoparticles and impede the aggre-
gation of nanoparticles. The structure defects at the tip of
NWs provide favorable conditions for the faster axial growth
of NWs (Fig. 8b). A detailed description of this mecha-
nism and its application to Si NWs have been reported
recently [58]. The characteristic of the product generated
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Figure 7. TEM images of (A) silicon nanoribbons collected from the
substrate. Arrows 1 indicate the edge-on position, and arrows 2 indicate
silicon nanowires grown together with nanoribbons. (B) Some rippling-
edge ribbons. (C) A smooth-edge ribbon. The thicknesses of the ribbons
estimated from the arrows indicating parts in B and C are 13 and 14 nm,
respectively. Scale bars: 1 �m in A and 100 nm in B and C. Reprinted
with permission from [59], W. S. Shi et al., J. Am. Chem. Soc. 123, 11095
(2001). © 2001, American Chemical Society.

by this mechanism is that the desired NW materials were
surrounded by an amorphous oxide sheath.

2.5. Solvothermal Process

A challenging trend in synthetic chemistry and materials
science is determining how the traditional solid-state reac-
tion can be conducted in round-bottom flasks (i.e., turning
down the heat for the fabrication of crystals) [60, 67]. Recent
developments in soft solution processing may provide an
alternative, convenient, lower-temperature, and environ-
mentally friendly pathway for the fabrication of advanced
ceramic materials with desirable shapes and sizes [359]. As

Nucleus

Chain Nanowireba

SiOx SiOx

Figure 8. Schematic illustration of the oxide-assisted mechanism of
nanowires. The parallel lines indicate the 	112
 orientation. (a) Si oxide
vapor is deposited and forms the matrix within which the Si nano-
particles are precipitated. (b) Nanoparticles in a preferred orientation
grow fast and form nanowires. Reprinted with permission from [58],
S. T. Lee et al., Mater. Sci. Eng., A 286, 16 (2000). © 2000, Elsevier
Science.
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one kind of solution-based chemical process, the hydrother-
mal process has been widely used for the synthesis of a vast
range of solid-state compounds such as oxides, sulfides, and
halides [26, 34, 360–363] and molecular, zeolite, and other
microporous phases [363], since the pioneering work from
the 1960s to the 1980s.
Hydrothermal synthesis can be defined as the use of water

as a solvent in a sealed reaction container when the temper-
ature is raised above 100 �C. Under these conditions, the
autogenous pressure (i.e., self-developing and not externally
applied) is developed. The pressure within the sealed reac-
tion container is found to increase dramatically with temper-
ature, but it will also depend on other experimental factors,
such as the percentage fill of the vessel and any dissolved
salts. Figure 9 shows these data and demonstrates first the
dramatic rise in pressure when a high percentage fill of the
reaction vessel is used, and second how the pressure inside
the reaction container can be controlled by choice of tem-
perature and/or the volume of solvent used. Below the criti-
cal point of water, and even below 200 �C, a high percentage
fill allows access to pressures of hundreds of atmospheres
[365].
The use of hydrothermal conditions can exert significant

effects on the reactivity of inorganic solids and the solubil-
ity of the compounds under conditions of elevated pressure
and temperatures. The chemical reactivity of usually insol-
uble reagents can be much enhanced, and many sluggish
solid-state reactions can be initiated under hydrothermal
conditions. Usually hydrothermal synthesis occurs at higher
temperatures (above 300 �C) and often takes place in the
supercritical regime. However, even milder reaction condi-
tions (temperature < 250 �C) can be applied not only to pro-
vide a convenient low-temperature route to materials with
practical application, but also in the exploratory synthesis of
new solids [364, 365].
The concepts embodied in the hydrothermal process

have been extrapolated to nonaqueous system; therefore,
its counterpart, the so-called solvothermal process, has
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Figure 9. Pressure as a function of temperature and percentage fill of
water in a sealed vessel. Reprinted with permission from [365], R. I.
Walton, Chem. Soc. Rev. 31, 230 (2002). © 2002, Royal Society of Chem-
istry. Adapted from [361], A. Rabenau, Angew. Chem., Int. Ed. Engl. 24,
1026 (1985). © 1985, Wiley-VCH.

emerged, in which an organic solvent is used as the reac-
tion medium instead of water, at an elevated temperature
near its boiling point. As the counterpart of the hydrother-
mal process, the solvothermal process has emerged in recent
years and has received great attention in synthetic chemistry
and materials science.
Solvothermal reactions are usually performed in a Teflon-

lined, stainless steel autoclave, as shown in Figure 10. The
use of an autoclave is necessitated by the pressures devel-
oped in the solvothermal reactions, and the inert liner is
used to protect the stainless steel outer shell from the cor-
rosive reagents and solvents typically used in the synthesis.
Such autoclaves can be used at up to 270 �C, and, depend-
ing on the engineering specifications of the steel walls,
pressures of ∼150 bar can be maintained [365]. The syn-
thetic procedure is simple; however, the rational design of
the reaction requires multidisciplinary and interdisciplinary
knowledge.
There are several advantages of the solvothermal tech-

nique that distinguish it from the traditional solid-state
reactions and hydrothermal process. First, many inorganic
precursors can be solubilized in a suitable solvent similar to
that in which reactants were solubilizated in the molten flux
of the solid-state reaction at high temperatures [366]. Sec-
ond, the solvothermal technique removes diffusion control
by the use of a suitable solvent under mild conditions [366].
Third, the conventional hydrothermal method is confined
to the conditions that some reactants will decompose in
the presence of water or the precursors are very sensitive
to water, or some reactions will not happen in the pres-
ence of water, resulting in the failure of the synthesis of
the desired compounds. By the substitution of nonaque-
ous solvents (both polar and apolar solvents) such as alco-
hols, C6H6, polyamines, NH2NH2, or liquid NH3 for water,
solvothermal process allows many possibilities for the prepa-
ration of various nanocrystalline compounds and the initi-
ation of some conventional solid-state reactions in organic
media under mild conditions [26]. It can even be used to
prepare carbonides, nitrides, phosphides, silicides, chalco-
genides, and so on.
In the solvothermal process, one or several kinds of pre-

cursors are dissolved in nonaqueous solvents. The reactants
are dispersed in solution and become more active. The reac-
tions happen in the liquid phase or under supercritical sta-
tus. The solvothermal process is relatively simple and easy

Stainless steel
lid

Water
(or other solvent)

Solid reagents
Stainless-steel shell

Teflon cup
~ 25 mL

Bursting disc

Figure 10. Left: A schematic of a Teflon-lined, stainless steel autoclave
typically used in the laboratory to perform subcritical solvothermal syn-
thesis. Reprinted with permission from [365], R. I. Walton, Chem. Soc.
Rev. 31, 230 (2002). © 2002, Royal Society of Chemistry. Right: A set
of autoclaves.
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to control with several changeable parameters such as sol-
vents, temperature, and reaction time. The sealed system
can effectively prevent the contamination of the toxic and
air-sensitive precursors. With the substitution of nonaque-
ous solvents such as polar and nonpolar solvents for water,
the so-called solvothermal process can be widely extended to
prepare various kinds of nonoxide nanocrystalline materials
whose precursors are very sensitive to water.
In the past two decades, a trend toward very mild con-

ditions (100–200 �C) has become increasingly apparent for
inorganic synthesis chemistry and materials synthesis. The
potential of this technique for preparative solid-state chem-
istry has been intensively reviewed [365–368]. Various oxide
ceramic ultrafine powders were prepared by the solvother-
mal process [367]. Morris and Weigel [368] summarized
some of the results of the recent works in the synthesis of
molecular sieves from nonaqueous solvents.
In recent years, rational solution routes to nanocrystals

have been extensively explored [26, 34]. Various nonoxide
compound nanocrystals such as metal chalcogenides [61–65,
310, 323, 369, 370, 372–379], phosphides [380], and metal
nitrides can be synthesized [381–383]. The results showed
that the physicochemical properties of the solvents have
strong effects on the reactivity, shapes, sizes, and phases of
the particles, since solvent properties such as polarity, vis-
cosity, and softness will strongly influence the solubility and
transport behavior of precursors under solvothermal condi-
tions. Various kinds of inorganic NRs/NWs/NTs can be syn-
thesized by solvothermal/hydrothermal processes as listed in
Tables 1 and 2.
In the following sections, the latest development of

the fabrication of nonoxide low-dimensional semiconduc-
tor nanocrystals with different shapes, sizes, and phases by
mild solution routes will be reviewed with a focus on the
emerging solvothermal processing of 1D NRs/NWs. Specific
examples will be given to illustrate the reaction activity, the
principle, and key parameters that dominated the synthesis
process.

2.5.1. Fabrication of II–VI Group
Low-Dimensional Nanocrystals

Shape, Size, and Phase Control of CdE Nanocrystals
Several solvothermal routes were designed for the synthesis
of CdS nanoparticles with different shapes, sizes, and phases
[61, 62, 369]:

CdC2O4 + E
solvent−−−→ CdE + 2CO2 ↑ �E = S� Se�Te� (8)

Cd2+ +NH2CSNH2
solvent−−−→ CdS (9)

Na2S3 + CdSO4
solvent−−−→ CdS+Na2SO4 + 2S (10)

The reaction was conducted in a Teflon-lined autoclave with
a 40-ml capacity (as shown in Fig. 10), which was filled with
a solvent up to 80% of the total volume. The autoclave was
maintained at 80–180 �C for 3–12 h and air-cooled to room
temperature. Different solvents were chosen to investigate
the influence on the reactivity, crystal shape, size, and phase.

The shape, particle size, and phase of II–VI group semi-
conductor nanparticles can be synthesized conveniently with
high yield by the solvothermal process [61]. A CdS sample
synthesized in ethylenediamine (en) via the reaction shown
in Eq. (8) at 160 �C for 12 h can be indexed as the hexag-
onal phase of CdS (wurtzite structure) with cell constants
a = 4�140 Å, c = 6�72 Å, which are close to the reported
data for CdS (JCPDS card file no. 41-1049). The TEM
image in Figure 11A shows that the CdS crystallites synthe-
sized in ethylenediamine are uniform NRs with diameters of
20–50 nm and lengths of 200–1300 nm. In addition, CdS
crystallites synthesized in other polyamines such as diethy-
lene triamine (dien) and triethylene tetraamine (trien)
under the same experimental conditions display the same
morphology. The CdS powders obtained in dien consist of
uniform NRs with diameters of 30–60 nm and lengths of
200–4800 nm. Wurtzite CdSe NRs with diameters of 6–20
nm and lengths up to 100–500 nm can also be synthesized in
en, dien, and trien. Similarly, CdTe NRs with a zinc-blende
structure were obtained in en.
Solvent effects on the morphology of the products were

investigated. Disc-like particles with a size of 40 nm were
produced in pyridine (py) as shown in Figure 11B. A lower
temperature is unfavorable for the growth of CdE NRs. The
CdS particles formed in en at 120 �C for 12 h consist of both
uniform spherical particles and shorter NRs. If the tempera-
ture is lower than 120 �C, the reaction is incomplete and may
not even occur. These results suggest that relatively higher
temperature and pressure in the system are necessary for
the oriented growth of the NRs. The results indicate that
the morphology of CdS, CdSe, and CdTe crystallites can be
controlled by choosing different solvents.
Remarkable control over the shape, size, and phase of

CdS can be readily realized with the choice of different sol-
vents and reaction conditions and other modified solvother-
mal reactions as expressed in Eqs. (9) and (10) [62, 369].
The widths and sizes of CdS NRs can be varied by control-
ling the temperature and reaction time. The TEM image

A B

100 nm
100 nm

Figure 11. TEM images and ED patterns for the obtained CdS samples.
(A) CdS synthesized in en at 160 �C for 12 h. (B) CdS nanoparticles
synthesized in pyridine at 160 �C for 12 h. Reprinted with permission
from [61], S. H. Yu et al., Chem. Mater. 10, 2309 (1998). © 1998, Amer-
ican Chemical Society.
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in Figure 12a shows that the CdS powders obtained at
100 �C for 12 h consist of uniform NRs with diameters
of 6–13 nm and lengths up to 140–480 nm. As the tem-
perature approached 180 �C, the product was found to be
uniform NRs with widths of 30–40 nm and lengths up to
280–900 nm (Fig. 12b). The CdS NRs show [001] preferen-
tial orientation as shown in a typical high-resolution trans-
mission electron microscopy (HRTEM) image in Figure 12c,
corresponding to a stronger and sharper (002) diffraction
peak in the X-ray diffraction (XRD) pattern. The SEAD
inserted in Figure 12c indicated the CdS NRs are polycrys-
talline with a wurtzite structure. Further results show that
single-crystal CdS NRs can also be obtained at higher tem-
peratures [63].
In addition to the shape control, both sizes and the phase

of CdS nanocrystals can be controlled. A modified solvent
thermal process as expressed in Eq. (10) was applied to pre-
pare spherical CdS nanocrystals with different sizes via the
reaction of CdSO4 with Na2S3 in benzene at 80–120 �C. It
was found that solvent, temperature, and reactant have sig-
nificant effects on the crystal structure and particle size of
CdS nanocrystals. Increased temperature and use of a sol-
vent with a low dielectric constant benefit the preparation of
CdS nanocrystals with hexagonal structure. The water con-
tent in the system not only induces the presence of cubic
phase CdS nanocrystals, but also leads to increasing parti-
cle size. Compared with the result from the solvothermal
process, pure cubic CdS nanocrystals with an average size
of 7 nm were obtained via the hydrothermal process at
100 �C for 12 h, with CdSO4 · 8/3H2O and Na2S as reactants
[369].
It is well known that the free energy difference between

cubic and hexagonal structures for CdS is small [384, 385]. It
is believed that solvents with a lower dielectric constant may
minimize the free energy difference between the hexagonal
and cubic phases and thus favor the formation of hexagonal
phase CdS. In addition, the solvent has a significant effect
on the shifting of the following equilibrium:

�CdS�crystalline ←→ Cd2+Sol + S2−Sol (11)

a b c

200 nm 200 nm

4 nm

3.3Å

[001]

Figure 12. TEM and HRTEM images of CdS nanowires synthesized
by a solvothermal reaction of Cd2+ with thiourea in ethylenediamine
(a) at 100 �C for 12 h. (b) 180 �C for 12 h. (c) HRTEM image indi-
cating a typical CdS nanorod with a diameter of ∼12 nm and well-
resolved (002) lattice planes, which was obtained under condition (a).
An inserted electron diffraction pattern (ED) shows that the CdS nano-
rods are of polycrystalline nature and can be indexed as the wurtzite
structure. Reprinted with permission from [26], S. H. Yu, J. Ceram. Soc.
Jpn. 109, S65 (2001). © 2001, Ceramic Society of Japan.

In this route, the presence of benzene, with a lower dielec-
tric constant than water, will shift the equilibrium (11) to the
left and slows the dissolution rate of CdS crystallites. Thus, it
will lead to a difference in particle size of the final products.
The effects of the solvent on crystal structures and parti-
cle size are also consistent with those reported by Ramsden
et al. [386].
A modified solvothermal process produced CdTe crystals

with different sizes, phase, and morphologies, with CdCO3
reacting with Te in the presence of N2H4· H2O in the dif-
ferent solvents [370]. More interestingly, the meta-stable
wurtzite CdTe phase and its conversion to the stable cubic
CdTe phase under mild conditions were observed.

Shape and Phase Control Synthesis of ZnS Nano-
crystals A rational design of the solvothermal reaction
makes it possible to control both the dimensionality (dots,
rods, and sheets) of ZnS nanocrystals and the phase. The
solvothermal reaction of zinc salts such as Zn(CH3COO)2 ·
2H2O or ZnCl2, and with thiourea in en at 120–180 �C for
6–12 h, results in a white precipitate with the composition
ZnS · (en)0�5 [64].
The XRD pattern in Figure 13a shows that a new molecu-

lar precursor was obtained at 180 �C. It has been confirmed
that either a solvothermal reaction of Zn2+ with thiourea
or a similar reaction between Zn (or Zn2+� and sulfur in
en medium at 120–180 �C resulted in the same product.
The SEM image in Figure 14a shows that all of the parti-
cles are sheet-like. EDX analysis of this lamellar precursor
gave a Zn:S ratio of 1.00:0.98, indicating that this sulfide
had the expected composition. In addition, both N and C
signals were detected in the EDX spectrum. After removal
of the en template, no N signal was detected in the EDX
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Figure 13. XRD patterns of the products. (a) A lamellar precursor
ZnS · (en)0�5 obtained by solvothermal reaction of Zn(CH3COO)2 ·
2H2O with thiourea in ethylenediamine (en) at 180 �C for 12 h. (b) and
(c) Wurtzite ZnS nanoparticles obtained by thermal decomposition of
lamellar ZnS · (en)0�5 precursor at 250 �C, 500 �C for 0.5 h under vac-
uum, respectively. (d) Sphalerite ZnS (S) nanoparticles obtained by a
similar solvothermal reaction in ethanol at 120 �C for 12 h. Reprinted
with permission from [64], S. H. Yu and M. Yoshimura, Adv. Mater. 14,
296 (2002). © 2002, Wiley-VCH.
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a b

3.0 µm 1.0 µm

Figure 14. SEM images of (a) the lamellar precursor ZnS · (en)0�5
obtained by solvothermal reaction at 180 �C for 12 h and (b) ZnS nano-
sheets obtained by thermal decomposition of the precursor in vacuum
at 250 �C for 0.5 h. Reprinted with permission from [64], S. H. Yu et al.,
Adv. Mater. 14, 296 (2002). © 2002, Wiley-VCH.

spectrum. TG-DTA analysis shows that the decomposition
events of the precursor obtained at 120–180 �C happened at
362 �C, accompanying the weight loss of en. The net weight
loss for the precursor obtained at 120 �C and 180 �C in this
stage is 23.5%, which suggests a molecular precursor with a
composition of ZnS · (en)0�5 (theory: 23.62%).
Pure wurtzite ZnS (W) was produced by removing the en

by thermal decomposition at 250–500 �C under vacuum as
confirmed by the XRD patterns in Figure 13c and d. The
SEM image in Figure 14b and TEM images in Figure 15a
show that ZnS nanoparticles are sheet-like with rectangle
lateral dimensions in a range of 0.3–2 �m. The oxidization
of the lamellar molecule in air produced wurtzite ZnO flake-
like dendrites [64]. The nanosheets are well-crystallized sin-
gle crystals with a growth direction along the a and c axes,
as indicated by the SAED pattern in Figure 15a. The sharp
nature of the (002) peak in Figure 13b and c suggests that
the nanosheets grow along the c axis. The HRTEM image
shows well-resolved (100) lattice planes with a lattice spac-
ing of 3.3 Å, indicating that the preferred orientation is
along the a axis (Fig. 15b). EDX analysis shows that the
weight composition of Zn and S in the product is 67.24%
and 32.76%, which is in good agreement with the stoichio-
metric composition of ZnS.
The synthetic method is both flexible and reproducible

for controlling the phase, shape, and sizes of ZnS nano-
crystals. By a similar solvothermal reaction at 120 �C, with
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Figure 15. (a) TEM images and SAED patterns for wurtzite ZnS
single-crystal nanosheets obtained by thermal decomposition of lamel-
lar ZnS · (en)0�5 precursor at 500 �C for 0.5 h in vacuum. The inserted
SEAD pattern was recorded along the 	010
 zone. (b) Well-resolved
HRTEM image of the wurtzite ZnS single-crystal nanosheet. Reprinted
with permission from [64], S. H. Yu and M. Yoshimura, Adv. Mater. 14,
296 (2002). © 2002, Wiley-VCH.

ethanol instead of en as a solvent, sphalerite ZnS (S) nano-
particles with a size of ∼3 nm can easily be synthesized.
Furthermore, wurtzite ZnS NRs can also be synthesized by
using n-butylamine, a monodentate amine, as a solvent [65].
A typical TEM image is shown in Figure 16. In addition,
the NRs could be aligned together to form bundle structures
or arrays under limited experimental conditions. The fur-
ther oxidation of ZnS NRs can generate ZnO wurtzite NRs.
The general synthetic strategies for ZnS nanocrystals with
different phases and shapes and ZnO dendrites are shown
in Scheme 3. The results show that both shape and phase
of the ZnS nanocrystals can be well controlled by choosing
solvents.
These facile mild solution-based methods shed light on

the possibility of controlling shape, dimensionality (0D, 1D,
2D), size, and phase. The unusual 1D, 2D wurtzite ZnS
single-crystal NRs and nanosheets, flake-like ZnO dendrites,
and ZnO NRs can easily be generated based on the
solvothermal reactions. This synthetic strategy implies that
other semiconductor nanocrystals could also be synthesized
along the same line by using a suitable “shape controller”
under solvothermal conditions that we will discuss in next
section.

Formation Mechanism and General Synthesis of II–VI
Nanorods As stated above, only CdS nanocrystals pre-
pared by the solvothermal reactions in en display a rod-like
shape. If en were replaced by other organic molecules as
solvents, CdS nanocrystals would be irregular or spherical.
What dominates this process and results in the formation of
NRs? If this mechanism is revealed, one can expect to make
use of it to control the shape and size of nanocrystals. More-
over, this mechanism can be expanded to design a general
and rational pathway to other 1D semiconductors. In this
section, the detailed formation process of CdS NRs under
solvothermal conditions was discussed at first. Then a gen-
eral solvothermal synthesis of II–VI NRs was presented.
CdS nanocrystals were prepared with a previous synthetic

method [62]. In a typical procedure, an appropriate amount
of Cd(NO3�2 · 4H2O and NH2CSNH2 (molar ratio 1:3) was
added to a Teflon-lined stainless steel autoclave that had
been filled with en to 80% of its capacity. Samples (a), (b),
(c), and (d) were taken out of the autoclave after the reac-
tion had been carried out at 120 �C for 1 h, 1.5 h, 2.5 h, and
3.5 h, respectively. Then the mixtures were cooled to room
temperature immediately. The precipitates were filtered and

200 nm

Figure 16. Wurtzite ZnS nanorods synthesized in n-butylamine at
250 �C for 12 h.
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ethanol, < 200°C

en, < 200°C

-en

250-500°C
oxidization

n-butylamine

ZnO

ZnS (W)

ZnS (S)

ZnS •(en)0.5

S2-

Zn2-

solvent

nanorods

arrays

Scheme 3. Illustration of the controlled synthesis of ZnS nanocrystals
with different dimensionalities and phases: ZnS dots, nanosheets, nano-
rods, and bundles. Partially adapted with permission from [64], S. H.
Yu and M. Yoshimura, Adv. Mater. 14, 296 (2002). © 2002, Wiley-VCH.

washed repeatly with distilled H2O and absolute ethanol to
remove the excessive thiourea and other impurties. Finally
the samples were dried in vacuum at 70 �C for 0.5 h.
The crystallinity of the samples is improved with the reac-

tion time prolonged during the whole process, as shown in
Figure 17. Furthermore, a preferential orientation and a
rod-like shape were observed in the samples after a longer
reaction time. TEM photographs show that there is an
accordion-like folding process in the morphology evolution
of the samples. The poorly crystallized sample (a) displayed
a lamellar shape, as shown in Figure 18a, whereas the SAED
pattern (inset of Fig. 18a) indicates that it was poorly crys-
tallized, as confirmed by the XRD pattern in Figure 17a.
A TEM photograph (Fig. 18b) of sample (b) reveals that
the number of folds increased and these folds spontaneously
agglomerated together. It seems that the shrinkage of the
lamellae leads to both the increase and the agglomeration
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Figure 17. XRD patterns for the CdS samples obtained at 120 �C, en.
(a)–(d) With time prolonged by 1, 1.5, 2.5, and 3.5 h, respectively.
Reprinted with permission from [63], J. Yang et al., Chem. Mater. 12,
3259 (2000). © 2000, American Chemical Society.

(a) (b)
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(c) (d)

200 nm 200 nm

Figure 18. TEM images of the morphology evolution of CdS samples
obtained at 120 �C in ethylenediamine. (a)–(d) With time prolonged
by 1, 1.5, 2.5, and 3.5 h, respectively. Reprinted with permission from
[63], J. Yang et al., Chem. Mater. 12, 3259 (2000). © 2000, American
Chemical Society.

of the folds. Subsequently, there was an interesting shape
change in the sample (c). The previously agglomerated folds
broke into needle-like fragments as shown in Figure 18c,
which is very critical in the formation process of CdS NRs.
The SAED pattern shows a preferential orientation along
(002), which coincides with the result from the XRD pat-
tern. The sample (d) is composed of short NRs with widths
of 12–17 nm and lengths of 40–160 nm.
According to these results, the formation of the obtained

NRs can be divided into several steps. First cadmium nitrate
and thiourea reacted to produce the lamellar CdS with many
folds. After that, the folds on the lamellae agglomerated
together. Then these folds broke into needle-like fragments.
Finally these needles further grew into well-crystallized NRs.
This transition process is interesting and is obviously differ-
ent from the known 1D growth mechanisms. It is believed
that en molecules adsorbed to the samples determined this
morphology transition, and en molecules in the solution
were not relevant to this transition process. If the sample (a)
after filtering but without washing was put in a solvent such
as absolute ethanol and solvothermally treated at 120 �C for
10 h, the products obtained were composed of CdS needles
exclusively. However, if en molecules absorbed to sample (a)
were removed by washing several times with distilled H2O,
most of the products prepared under the same conditions
were uniform spherical particles. The results suggested that
the transition process depends on en molecules absorbed to
the initial sample.
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Although the close relationship between en molecules
adsorbed to the surface and the formation of one-
dimensional nanocrystals has been proved according to the
above results, it is still not clear how en molecules control
the formation of NRs. The IR spectrum of the starting solu-
tion was similar to that of [Cd(en)3]2+, which is similar to
the data reported in the literature [387]. This implies that
the en molecule in the starting solution uses a gauche con-
formation to chelate with Cd2+ just like that in [Cd(en)3]2+

[388]. Although there is thiourea in the solution, the coordi-
nation capacity of thiourea is much smaller than that of the
en molecule [389]. Therefore, a complex between thiourea
and the Cd2+ ion was not observed in the IR spectra. The IR
spectra of the CdS samples were close to that of Cd(en)Cl2,
in which an en molecule uses a trans conformation to bridge
an adjacent cadmium ion [391, 392]. This result indicates
that the en molecule probably uses a trans conformation
to coordinate with Cd2+ on the surface of CdS, which we
assume to be due to the fact that sulfur bonded with Cd2+

impeded the formation of the chelate structure between the
en molecule and Cd2+ on the surface of the CdS.
The trans conformation of the en molecule adsorbed

to the surface of CdS is important for the formation of
CdS NRs through this process. To certify this conclusion,
o-phenanthroline was chosen as the solvent to prepare CdS
powders by the same reaction at 210 �C for 36 h, since
it merely forms the chelate structure with Cd2+ and its
chelate ability is close to that of en [389]. Only irregu-
larly shaped particles were observed in the product. This
result demonstrates the importance of the conformation
of the en molecule from the back. Reetz and co-workers
also reported a nonchelating mode of coordination for �-
hydroxy carboxylates on the metal surface, which is likely to
be the morphology-determining factor in the shape-selective
preparation [393].
Although the IR spectra of the samples obtained at the

different times were similar to each other, it was noted
that the intensity of absorption peaks of the en molecules
adsorbed to the surface of the CdS gradually decreased with
regard to the adsorption peak of NO−

3 at 1384.6 cm−1. This
indicates that the en molecule dissociates from the surface of
CdS nanocrystallites during the morphology transition. The
high temperature weakens the interaction between the en
molecule and Cd2+ on the surface of CdS, which leads to the
dissociation of en molecules from the CdS surface. When
the obtained samples without post-treatment were heated
in a vacuum at 70 �C for 1 h, the absorption peaks that
belonged to the en molecule adsorbed to the surface of CdS
greatly decreased in intensity. However, there was no shift
in the position of the IR peaks, indicating that the interac-
tion between the en molecule and Cd2+ on the surface of
the CdS was destroyed.
If the dissociation of the en molecule absorbed to the

surface of CdS is restrained, the morphology transition will
slow down and even stop. For example, when sample (a)
without post-treatment was put into benzene at 120 �C for
10 h, the products kept almost their original morphology.
This can be attributed to the fact that the low solubility of
the en molecule in benzene limits the dissociation of the en
molecule. The result confirmed that the dissociation of the
en molecule absorbed to the surface of CdS leads to the

morphology transition of CdS. This result also indicates that
the dissociation of the en molecule in an apolar solvent is
much slower than that in a polar solvent. In other words, the
physicochemical properties of solvents have a great influ-
ence on the dissociation of the en molecule from CdS.
Based on all of these results, the whole forming process

of CdS NRs can be expressed as follows:

Cd�en�2+3 + S2− �⇒ CdS�en�m ⇐⇒ CdS�en�m−n + n�en�
(12)

First, the Cd2+ ion coordinated with the en molecule to
form Cd(en)2+3 [387]. Thiourea decomposed to produce S2−

at low temperatures in the base environment. Then the reac-
tion between Cd(en)2+3 and S2− produced CdS powder with
its surface-adsorbed en molecule. Meanwhile, the confor-
mation of the en molecule coordinated with Cd2+ changed
from the gauche conformation to the trans conformation.
However, the interaction between the en molecule and Cd2+

on the surface of CdS was weak when the en molecule was
used in the trans conformation. Therefore, this structure was
destroyed at higher temperatures. This dissociation of the
en molecule from the surface of CdS resulted in the evo-
lution process of the morphology. In fact, the en molecule
with the trans conformation acted as an intermediate.
There are still two questions to be resolved. One is to

further ascertain the coordination mode between Cd2+ on
the surface and the en molecules. Because it is difficult to
judge whether the coordination mode between Cd2+ on the
surface and the en molecules is monodentate (Scheme 4a)
or bridging (Scheme 4b) based only on IR data, the en
molecules in both cases are in the trans configuration. The
other is to expand the controlling mechanism to the synthe-
ses for other important one-dimensional semiconductors.
In as much as n-butylamine can act only as a monoden-

tate ligand, the coordination between it and metal ions must
be in a monodentate mode, as shown in Scheme 4c. Thus, it
is employed as the solvent to answer the first question. CdS
nanocrystals were chosen as the target to examine whether
the same reaction in a monodentate ligand can produce
NRs. In the IR spectrum of the as-prepared CdS nano-
crystals, the characteristic absorption peak at 1573.0 cm−1

can be undoubtedly assigned to the -NH2 bending vibra-
tion, which shifts to lower frequencies as compared with
pure n-butylamine [394]. At the same time, the red shift of
C-N bending vibration caused by this coordination is also
observed in the IR spectrum [394]. These results indicate

(a) (b) (c)

NH2NH2
NH2NH2NH2NH2

NH2 NH2

Cd2+ Cd2+ Cd2+ Cd2+
M2+ M2+

Scheme 4. Illustration of the possible coordination mode on the sur-
face (a) monodentate mode of en molecules, (b) polydentate mode of
en molecules, (c) monodentate mode of n-butylamine. Reprinted with
permission from [65], J. Yang et al., Angew. Chem. Ed. Int. 41, 4697
(2002). © 2002, Wiley-VCH.
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that n-butylamine also uses the nitrogen atom to coordinate
with metal ions on the surface of CdS nanocrystals in a mon-
odentate mode.
As shown in Figure 19a, the XRD pattern of CdS

obtained at 220 �C for 12 h can be identified as a hexagonal
phase CdS (JCPDS card no. 41-1049). The crystal size, which
can be roughly estimated by using the Scherrer equation,
are 50 nm and 9 nm, based on the (002) and (110) diffrac-
tion peaks, respectively. The great difference between the
coherence length in the [002] direction and that in the [110]
direction implies the unusual shape of the products [394].
Short NRs 7–10 nm in width and 30–55 nm in length can be
readily observed in Figure 19b. It is believed that plenty of
(002) planes in NRs and the anisotropic shape of NRs result
in a remarkable increase in the intensity and narrowing of
the FWHM of the (002) diffraction.
That a number of rod-like CdS nanoparticles can be

obtained in n-butylamine indicates that one anchor atom in
a ligand is necessary and adequate to the formation of NRs,
even though more anchor atoms may be present in a lig-
and. The close interaction between anchor atoms in ligands
(Lewis base) and metal ions on the surface (Lewis acid) is
another prerequisite for the formation of NRs, because the
result of this weak interaction will be that ligand molecules
will not impose effective influence on the nucleation and
growth of nanoparticles [62]. Altering this kind of interac-
tion strength between ligands and metal ions could control
the shape and size of various chalcogenide nanocrystals, as
demonstrated previously in the synthesis of CdS nanocrystals
[62].
To verify whether a monodentate ligand can be used as a

“shape controller” for the synthesis of other semiconductor
NRs, a series of similar solvothermal reactions were per-
formed in n-butylamine. A mixture of hexagonal phase CdSe
and cubic phase CdSe was obtained at 160 �C for 12 h. The
TEM image in Figure 20a shows that the CdSe nanocrystals
are composed of NRs 12–16 nm in width and 200–400 nm
in length. Similarly, wurtzite ZnSe nanoparticles can also
be obtained at 220 �C for 12 h. The ZnSe nanocrystals are
composed of NRs with diameters in the range of 25–50 nm
and lengths up to 1000 nm. A well-crystallized single ZnSe
NR with a growth direction along the c axis is presented in
Figure 20b. Wurtzite ZnSe NRs were achieved for the first
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Figure 19. (a) XRD pattern and (b) TEM image of CdS nanocrystals
obtained at 220 �C for 12 h. Reprinted with permission from [65],
J. Yang et al., Angew. Chem. Ed. Int. 41, 4697 (2002). © 2002, Wiley-
VCH.
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Figure 20. TEM images of (a) CdSe nanocrystals (160 �C, 12 h),
(b) ZnSe nanocrystals (220 �C, 12 h), and (c) PbSe nanocrystals (80 �C,
12 h). Reprinted with permission from [65], J. Yang et al., Angew. Chem.
Ed. Int. 41, 4697 (2002). © 2002, Wiley-VCH.

time in a solution system under mild conditions. Again, cubic
PbSe NRs 12–20 nm in width and 200–450 nm in length as
shown in Figure 20c can be obtained at 80 �C for 12 h. The
growth direction of the NRs was along 	200
. These results
indicate that selecting the proper experimental conditions is
important for the formation of NRs, although NRs can be
synthesized in n-butylamine.
This solvent-mediated controlling mechanism has been

demonstrated to be successful in the synthesis of a vari-
ety of semiconductor NRs/NWs. In this mechanism, ligands
control the shape of nanocrystals through the interaction
between ligands and metal ions on the surface of nuclei.
One anchor atom in a ligand such as n-butylamine is nec-
essary and sufficient for the formation of 1D nanocrystals,
even though more anchor atoms may be present in a ligand.
The close interaction between anchor atoms in ligands and
metal ions on the surface is another important prerequisite
for NR formation. Furthermore, this route provides not only
a possible general route to other chalcogenide NRs on a
large scale but also a guide for further rational design of 1D
chalcogenides.

2.5.2. Fabrication of Group V–VI
Low-Dimensional Nanocrystals

AV
2 B

VI
3 (A = Sb, Bi, As and B = S, Se, Te) semiconduc-

tor compounds find applications in television cameras with
photoconducting targets, thermoelectric devices, electronic
and optoelectronic devices, and IR spectroscopy [395]. Bis-
muthinite (Bi2S3� and stibnite (Sb2S3� are direct band-gap
materials that are useful for photodiode arrays or photo-
voltaics [396, 397]. Bi2S3 and Sb2S3 also belong to a family
of solid-state materials with applications in thermoelectric
cooling technologies based on the Peltier effect [398]. These
materials may be a starting material for the synthesis of
semiconductors based on sulfo salts of bismuth and related
compounds and sulfoantimonates of antimony and related
compounds such as M(NH3�6Cu8Sb3S13 (M = Mn, Fe, Ni)
[399].
Conventionally, Bi2S3 and Sb2S3 can be prepared by direct

reaction of elements and sulfur vapor in a quartz vessel
at high temperature [395, 400]. The liquid solution synthe-
ses of Bi2S3 and Sb2S3 generally yield products that are
mostly amorphous, poorly crystallized, or colloidal parti-
cles [401]. Thermal degradation of metal complexes with
sulfur-containing ligands seems to be an attractive method
for the synthesis of metal sulfides [398, 402]; however,
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high temperature is required to decompose the complex.
In contrast, chemical solution reaction methods that do not
involve sophisticated vacuum systems and heating appara-
tus have some advantages for the preparation of Bi2S3 and
Sb2S3.
To avoid the hydrolysis of the bismuth and antimony salts

in the presence of water, a so-called solvothermal decom-
position process (SPD) was developed for the fabrication
of Bi2S3 and Sb2S3 NWs (or NRs) [314–316], with BiCl3 or
SbCl3 and thiourea (Tu) or thioacetamide (TAA) as starting
reactants in polar solvents:

M3+ + Tu
solvent→M2S3 NWs (or NRs) �M = Bi� Sb� (13)

Bi2S3 nanoparticles can also be prepared by a hydrothermal
crystallization method, by using ethylene diamine tetraacetic
acid (EDTA) as a chelating agent to prevent the hydrolysis
of Bi3+ in water:

2Bi3+�EDTA�+ 3Na2S −→ Bi2S3�sol�

+ EDTA + 6Na+ (14)

Bi2S3�sol�
hydrothermal

→Bi2S3�crystalline� (15)

The methods make it possible to produce Bi2S3 and Sb2S3
NRs/NWs conveniently with yields as high as 95%. The
particle sizes can be well controlled through the choice of
different solvents or different processes. The influence of
solvents, reaction temperature, and reaction time on the
formation of Bi2S3 NWs was investigated. Since many metal
ions can complex with thiourea or selenurea, the present
technique is expected to synthesize other nanostructured
metal chalcogenides.
The controllable synthesis of Bi2S3 nanocrystals is illus-

trated in Scheme 5. Bi2S3 NWs/NRs with controllable sizes
can be selectively synthesized conveniently by the solvother-
mal decomposition process (SDP) and the hydrothermal
process under suitable conditions, as shown in Figure 21.
Pure Bi2S3 can be easily obtained in high yield in sev-

eral polar solvents. The products can be indexed orthorhom-
bic structure with cell constants a = 11�127� b = 11�265� c =
3�976 Å, which are in agreement with the reported data
(JCPDS card file 17-320). Different solvents were cho-
sen for the investigation of the solvent effects on the
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Sizes (length and width)

Bi
BiCl3 , Na2S • 9H2O
Bi2S3sol (pH=9.3):
BiCl3 , Na2S • 9H2O

Scheme 5. Schematic illustration of the preparation of Bi2S3 nanowires
with controllable sizes. Reprinted with permission from [26], S. H. Yu,
J. Ceram. Soc. Jpn. 109, S65 (2001). © 2001, Ceramic Society of Japan.

a b100 nm

250 nm

Figure 21. TEM images of (a) Bi2S3 nanowires fabricated by the
solvothermal decomposition process at 140 �C, 12 h, ethanol (eth) and
(b) rod-like Bi2S3 particles prepared by hydrothermal treatment of the
sol (pH = 9�3) at 150 �C for 6 h. Reprinted with permission from [26],
S. H. Yu, J. Ceram. Soc. Jpn. 109, S65 (2001). © 2001, Ceramic Society
of Japan.

formation of Bi2S3. The solvents used included ethanol
(eth), pyridine (py), ethylene glycol (EG), water, tetrahy-
drofuran (THF), en, 1,2-dimethoxyethane (DME), N ,N -
dimethylformamide (DMF), diethyl ether (DEE), benzene,
and toluene. The effects of solvents on the synthesis of
Bi2S3 and their physicochemical properties are listed in
Table 3. The results confirmed that the Bi2S3 phase can
be obtained in many polar solvents such as eth, py, EG,
H2O, DME, THF, en, and DMF. However, pure Bi2S3
nanowires can only be obtained in eth, py, EG, H2O, and
DME. Some unidentified phases besides the Bi2S3 phase
in the products prepared in THF, en, and DMF were
detected by XRD. In contrast, the Bi-Tu complex is diffi-
cult to form because of its poor solubility in apolar sol-
vents such as DEE, benzene, and toluene due to the poor
solubility of BiCl3 and thiourea in apolar solvents. Both
BiCl3 and thiourea easily dissolve in polar solvents to form
a yellow solution, which indicates the formation of Bi-Tu
complexes.
The results confirmed that the polar solvents are more

favorable for the formation of Bi2S3 NWs. The difference in
the width and length of the Bi2S3 NWs may be related to
the different physicochemical properties of the solvents. Sol-
vent physicochemical properties such as polarity, viscosity,
and softness will strongly influence the solubility and trans-
port behavior of the precursors [366]. It has been reported
that dielectric constants and dipole moments have been used
in the quantitative characterization of solvent polarity [366].
These parameters are generally used to describe the over-
all solvation ability of a solvent. From Table 3, one can see
that the dielectric constants are in the order H2O > EG >
DMF > eth > en > py > THF,whereas the dielectric
constants for DEE, benzene, and toluene are much smaller
than those polar solvents. The Bi-Tu complexes are more
easily formed in polar solvents than in apolar solvents. It
is believed that the difference in particle sizes (width and
length) could be attributed to the influence of the solvents
on the solubility of Bi-Tu complexes and the decomposition
reaction rate of the Bi-Tu complexes.
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Table 3. Effect of solvents on the synthesis of Bi2S3 and physical properties of solvents [403].

Dielectric403 Boiling point403 Temperature Time
Solvent constant (�C) (�C) (h) Product Particle sizes

eth 24�55 78�3 140 12 Bi2S3 30 nm× 500 nm
py 12�3 115�2 140 12 Bi2S3 20–30 nm× 1–3 �m
EG 38�66 197�6 140 12 Bi2S3 130–200 nm× 3.5 �m
H2O 80�1 100 140 12 Bi2S3 300 nm× 2.25 �m

+ short rods
H2Oa 80�1 100 150 6 Bi2S3 40 nm × 150 nm
H2Oa 80�1 100 100 6 Bi2S3 40 nm× 80 nm
DME 7�20 85�2 140 12 Bi-Tu
THF 7�58 66 140 12 Bi2S3 + others
en 14�2 117�3 140 12 Bi2S3 + others
DMF 36�71 153 140 12 Bi2S3 + others
DEE 4�335 34�6 140 12 No reaction
Benzene 2�275 80�1 140 12 No reaction
Toluene 2�568 110�8 140 12 No reaction

a The Bi2S3 powders were obtained by the hydrothermal treatment in [316].

The structural analysis shows that the infinite linear chains
within the M2S3 (M = Sb, Bi) crystal structure will play
a crucial role in the anisotropic growth characteristics as
shown in Scheme 6. In fact, the one-dimensional growth of
nanocrystals is actually the outside embodiment of inside
crystal structures. However, the autogenous pressure in the
solvothermal/hydrothermal process was found to play a key
role in the orientation growth of the nanocrystals.
The reaction was conducted in a closed solution system,

which may be similar to the sealed-tube pyrolysis reaction
of Bi(SBn)3 (Bn = CH2C6H5� [398]. The solid-liquid inter-
actions between the formed Bi-Tu complexes and the sol-
vent and the decomposition of the complexes under sealed
conditions could be responsible for the formation of the
Bi2S3 NWs. In addition, the solvent acts as both reaction
medium and dispersion medium so that it will prevent the
aggregation of the particles and favor the production of uni-
form Bi2S3 powder with good dispersivity in the SDP.

Scheme 6. The XY projection of the structural view of M2S3 (M = Bi,
Sb), showing the infinite chain structure. The modeling was done with
the Cerius2 software (Accelrys).

The Bi2S3 NWs prepared by SDP are much longer than
those obtained by the hydrothermal treatment of an alka-
line sol (pH = 8.0–10.0) from BiCl3 and Na2S · 9H2O, with
EDTA as a complexing agent, as shown in Figure 21. The
direct mixing of Bi3+ with free S2− with EDTA as complex
in aqueous solution will result in spontaneous nucleation
and produce a large number of nuclei. Then the nucle-
ation is more accelerated than the growth. Therefore, only
smaller particles can be produced. In contrast, the decompo-
sition of the Bi-Tu complexes in the SDP will proceed slowly
and produce a smaller number of nuclei in the solution
than the direct ion-exchange reaction due to the position-
resistance effect of the formed Bi-Tu complexes and its rel-
atively stable property, which would be favorable for the
oriented growth of the NWs. Therefore, the growth stage is
more accelerated than the nucleation stage, since the sys-
tem can finish the nucleation stage with a smaller number of
nuclei.
Sb2S3 NRs can also be easily produced with high yield

by the same procedure [315]. When anhydrous SbCl3 was
added to the methanol solution of thiourea, the solution
immediately turned yellow, which implies that the Sb3+-
thiourea complex is formed in the solution. The formation
of such a complex was confirmed by the IR spectrum, UV-vis
spectrum, and 1H NMR spectrum.
In the IR spectrum of the Sb3+-thiourea complex

(Fig. 22a), three characteristic absorption peaks at
3370 cm−1, 3290 cm−1, and 3184 cm−1 can undoubtedly
be assigned to the -NH2 stretching vibration. The -NH2
bands did not shift to lower frequencies with regard to pure
thiourea (Fig. 22b), which indicates that a bond from the
nitrogen to the metal is not present [404]. Meanwhile, the
frequency of the C-N stretching vibration of the complex
blue shifted from 1474 cm−1 in pure thiourea to 1511 cm−1,
which approaches the value for a double bond. The blue
shift of the C-N stretching vibration implies that thiourea
uses the sulfur atom to coordinate with the metal ion in the
complex [405]. The C S stretching vibration of the com-
plex at 1413 cm−1 was split into two peaks because of the
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Figure 22. IR spectra of the as-prepared complex (a) and pure thiourea
(b). Reprinted with permission from [323], J. Yang et al., Chem. Mater.
12, 2924 (2000). © 2000, American Chemical Society.

formation of a metal-sulfur bond [405]. Another very appar-
ent difference in the IR spectrum between pure thiourea
and the Sb3+-thiourea complex appeared at approximately
1100 cm−1. The strong absorption peak of pure thiourea at
1084 cm−1 was extremely weakened in the complex. In addi-
tion, another band associated with a C S vibration of the
complex was red shifted from 729 cm−1 in pure thiourea to
709 cm−1. The red shift can be attributed to the reduced
double-bond character of the C S bond due to the sul-
fur bonding with the metal. 1H NMR spectrum presents
one broad unresolved peak at 6.96 ppm that is shifted
to the high field with regard to pure thiourea. It seems
that the increase in electron density around the hydrogen
atom is caused by the coordination of the ligand with the
metal ion.
The crystallization process of the Sb2S3 NRs from the

complex was followed by the XRD technique. The results
show that the crystallinity of stibnite has been improved
greatly with the prolonged reaction time. Figure 23a shows
that no diffraction peaks corresponding to the starting
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Figure 23. XRD patterns of the products obtained by solvothermal
decomposition at different times at 120 �C. (a) The precursor. (b) 2 h.
(c) 3 h. (d) 6 h. (e) The standard. Reprinted with permission from
[323], J. Yang et al., Chem. Mater. 12, 2924 (2000). © 2000, American
Chemical Society.

materials were observed. When the precursor was treated
in an autoclave for 2 h at 120 �C, amorphous stibnite was
obtained, as shown in Figure 23b. When the treatment time
was prolonged to 3 h, the violet-red stibnite obtained was
poorly crystallized, as shown in Figure 23c. Until the treat-
ment time reached 6 h, the black-gray stibnite obtained was
not well crystallized. The crystalline products (Fig. 23d) were
identified as orthorhombic stibnite with cell constants a =
11�228 Å, b = 11�329 Å, c = 3�844 Å, which are close to the
values in the literature (JCPDS file no. 6-0474).
The time-dependent shape evolution of the nanocrystals

during the crystallization was followed. When the reaction
lasted for 2 h at 120 �C, the Sb2S3 powders obtained were
composed of amorphous nanoparticles with irregular shape
and an average size of about 65 nm. When the reaction
time was prolonged to 3 h, some NRs appeared in the
poorly crystallized Sb2S3 powders. After 6 h all of the ini-
tial irregular particles transformed into well-crystallized NRs
with an average diameter of 60 nm that is close to the
size of the initial amorphous nanoparticles. In this transfor-
mation process, many neck-like connections were observed
among the adjacent nanoparticles. Meanwhile, in the head
or edge of the NRs just formed, there were many obvious
bulges formed by different nanoparticles. The results suggest
that probably the initial adjacent nanoparticles self-assemble
together to form the final Sb2S3 NRs with the crystallinity
improved.
The transformation from amorphous nanoparticles to

crystallized NRs is much faster in a closed system than that
in an open system. When the same solution was refluxed
for 6 h in an oil bath, the products obtained were still
irregular nanoparticles, as shown in Figure 24a. When the
reflux time was prolonged to 10 h, some NRs did appear in
the products, although the majority of the latter remained
as irregular particles (Fig. 24b). When the initial amor-
phous nanoparticles were taken out and were washed to
remove the adsorbed reactants and by-products, they were
still transformed into NRs from the initial irregular nano-
particles as shown in Figure 24c, when they were treated in a
closed autoclave for 10 h at 120 �C. With increasing reaction
temperature, large Sb2S3 single crystalline NRs with lengths
of 5 �m and 100 nm in diameter can be synthesized in

(a) (b) (c)

200 nm 250 nm 333 nm

Figure 24. TEM photographs of the products obtained by (a) refluxing
the methanol solution of the precursor for 6 h at 120 �C in a flask;
(b) refluxing the methanol solution of the initial nanoparticles for 10 h
in a flask at 120 �C; (c) maintaining the methanol solution of the initial
nanoparticles at 120 �C for 10 h in an autoclave. Reprinted with permis-
sion from [323], J. Yang et al., Chem. Mater. 12, 2924 (2000). © 2000,
American Chemical Society.
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methanol at 180 �C for 12 h. The Bi2S3 and Sb2S3 NWs/NRs
with high aspect ratios may be useful for important appli-
cations. The time dependence of the shape evolution of the
nanocrystals during the crystallization controlled by pressure
can be illustrated as in Scheme 7.
The above solvothermal process can be rapidly extended

for the synthesis of other chalcogenide nanomaterials
through the choice of suitable reaction conditions and pre-
cursors. A recent report shows that Sb2Se3 NWs with a
diameter of 30 nm and lengths as long as 8 �m can be
synthesized in diethylene (DEG) media at 120–140 �C by
the solvothermal reaction, with SbCl3, ammonia, NaSO3,
and Se as reactants [325]. The further optimization of the
solvothermal reaction will make it possible to readily syn-
thesize well-defined 1D III–IV nano-building blocks, which
could be very useful for the synthesis of other 1D semi-
conductors based on sulfo salts of bismuth and related
compounds and sulfoantimonates of antimony and related
compounds.

2.5.3. Growth of Other Metal
Chalcogenide Crystals

Both solvents and temperatures play important roles in the
formation of different phases, their phase transformation,
and morphologies of the products. It is possible to selectively
synthesize metal chalcogenide nanostructured materials and
grow large single crystals with perfect shapes and preferred
sizes by choosing the suitable conditions. These materials
with different phases and unusual shapes may have inter-
esting catalytic, semiconducting, and magnetic properties. In
this section, the influence of solvents on phase, shapes, and
reactivity will be discussed with specific examples.
Various metal chalcogenide materials can be synthesized

under mild conditions by the following solvothermal reac-
tion [318, 372, 373]:

MC2O4 + E
solvent−−−→ ME + 2CO2 ↑

�M = Metal�E = S� Se�Te� (16)

Table 4 lists experimental conditions for the synthesis of
various metal chalcogenide materials and the characteriza-
tion of the powders. As shown in Table 4, the solvothermal
reactions in en proceed more completely than in other sol-
vents such as py and THF, suggesting that the higher reac-
tivity in en can be achieved compared with other solvents.
Both solvent and temperature play key roles in the reaction,
shapes, sizes, and phases. Solvent in particular has a sig-
nificant effect on the morphology of the particles as shown
in Table 4. The reaction of bismuth oxalate with selenium
and tellurium proceeded in a manner similar to that of lead

(i) (ii) (iii) (iv)

Scheme 7. Pressure-controlled formation process of the Bi2S3 and
Sb2S3 NRs.

oxalate. Bi2Se3 particles with flake-like morphology are sin-
gle crystal [318].
The influence of solvents on the phase transformation

during the solvothermal reaction was well demonstrated
by a Ni-S system [377]. A detailed study of the synthesis
of various phases of nickel sulfide materials such as NiS,
Ni3S2, NiS1�03, NiS2, metastable Ni3S4, and their phase trans-
formation and the phase transformation under solvother-
mal conditions was recently reported to be studied with
a liquid-solid interfacial reaction between nickel substrate
and sulfur, and the reaction Ni2+ ion with sulfur in dif-
ferent solvents such as en, water, ethanol, toluene, and py
at lower temperatures (≤200 �C) [377]. When the nickel
salt was used instead of metal Ni, the reaction proceeded
more easily. The main results of the reaction between Ni2+

and S in en at different temperatures are summarized in
Scheme 8.
Through control of the reaction time, the phase transfor-

mation process from NiS (M) to NiS2 (cubic) can be nicely
captured. The SEM image in Figure 25a shows that NiS (M)
whiskers, with diameters ranging from 1 �m and lengths up
to several micrometers, and spherical NiS2 particles with a
size of 1.2 �m were found to coexist in the product obtained
at 200 �C for 12 h. EDX analysis confirmed that the spheri-
cal particles and whiskers in Figure 25 are composed of exact
compositions of NiS2 and NiS (M) phases, respectively. The
tips of the NiS whiskers tend to bend, “melt,” or dissolve fur-
ther as shown in Figure 25b, indicating that the formation of
the NiS2 phase was at the expense of NiS (M) whiskers, and
the transformation process from the NiS (M) phase to NiS2
indeed exists during the reaction with the prolonging of the
reaction time, which corresponds to the XRD results. Pure
NiS2 single crystals with well-defined dodecahedron crystals
and uniform sizes of about 1.5–2.7 �m can be obtained by
further prolonging the reaction time to 18 h at 200 �C as
shown in Figure 25c. Figure 25d shows a typical NiS2 sin-
gle crystal with a well-developed dodecahedron �101� unit
polytype shape and a size of 1.8 �m. Cubic NiSe2 single
crystals with a perfect octahedral shape and a size of 15 �m
were obtained by a reaction of NiC2O4 · 2H2O with Se in en
[373]. FeSe2, CoSe2 crystals can be synthesized by a modified
solvothermal process [374].
Various ternary metal chalcogenide NRs such as CdIn2S4

[346], CuInS2, AgInS2 [347], AgBiS2 [348], Ag3CuS2 [349],
Cu3SnS4 [350], and PbSnS3 [351] have been synthesized
by solvothermal/hydrothermal approaches under mild con-
ditions. Even though the mechanism of the reaction and
the formation of 1D NRs are still not clear, solvother-
mal/hydrothermal processes have already shown powerful
versatilities and capabilities in the controlled solution syn-
thesis of nonoxide 1D nanocrystals, in contrast to previous
high-temperature approaches.

2.5.4. Controlled Growth of 1D Chalcogen
Nanocrystals with More Complexity

Chalcogens are a group of important elements with unique
combinations of many interesting and useful properties
[406], which are also important reactant sources for the
generation of metal chalcogenides, such as for the synthesis
of semiconductor materials.
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Table 4. Summary of various metal chalcogenides synthesized by a solvothermal process, including experimental conditions such as
reactants and mole ratio (M/E) (M = metal source, E = S, Se, Te), solvent, temperature, and time; the phases were detected by
X-ray powder diffraction, symmetry, and the particle shape.

Reactants (M/E ratio) Solvent Reaction conditions Phase Symmetry Shape

CdC2O4 + S(2:1) en 120–180 �C, 12 h CdS Hexagonal Rod-like
CdC2O4 + S(2:1) py 160–180 �C, 12 h CdS Hexagonal Spherical
CdC2O4 + S(2:1) EG 160–180 �C, 12 h CdS Hexagonal Spherical
CdC2O4 + Se(2:1) en 140 �C, 12 h CdSe Hexagonal Rod-like
CdC2O4 + Se(2:1) py 160 �C, 12 h CdSe Hexagonal Spherical
CdC2O4 + Se(2:1) py 140 �C, 12 h Se + CdSea

CdC2O4 + Te(2:1) en 180 �C, 12 h CdTe Cubic Rod-like

PbC2O4 + S(1:1) en 120 �C, 12 h PbS Cubic Square
PbC2O4 + S(1:1) py 120 �C, 12 h PbS Cubic Square
PbC2O4 + Se(1:1) en 160 �C, 12 h PbSe Cubic Square
PbC2O4 + Se(1:1) py 160 �C, 12 h PbSe + Sea

PbC2O4 + Te(1:1) en 160 �C, 12 h PbTe Cubic Square
PbC2O4 + Se(1:1) py 160 �C, 12 h PbTe + Tea

SnC2O4 + S(1:1.2) en 240 �C, 8 h SnS Orthorhombic Plate-like
SnC2O4 + Se(1:1.2) en 180 �C, 8 h SnSe Orthorhombic Rod-like
SnC2O4 + Te(1:1.2) en 170 �C, 8 h SnTe Cubic Spherical

Ag2C2O4 + S(1:1) en 140 �C, 12 h Ag2S Monoclinic Spherical
Ag2C2O4 + S(1:1) py 140 �C, 12 h Ag2S Monoclinic Spherical
Ag2C2O4 + S(1:1) THF 140 �C, 12 h Ag2S Monoclinic Spherical
Ag2C2O4 + Se(1:1) en 140 �C, 12 h Ag2Se Orthorhomic Plate-like
Ag2C2O4 + Se(1:1) py 140 �C, 12 h Ag2Se + Sea

Ag2C2O4 + Se(1:1) py 160 �C, 12 h Ag2Se + Aga

Ag2C2O4 + Se(1:1) THF 140 �C, 12 h Ag2Se + Sea

Ag2C2O4 + Te(1:1) en 180 �C, 12 h Ag2Te + Sea Monoclinic
Ag2C2O4 + Te(1:1) en 160 �C, 12 h Ag + Ag2Tea

Ag2C2O4 + Te(1:1) py 180 �C, 12 h Ag + Ag2Tea

Ag2C2O4 + Te(1:1) THF 180 �C, 12 h Ag + Ag2Tea

Bi2(C2O4�3 + Se(1:1) en 140 �C, 12 h Bi2Se3 Hexagonal Plate-like
Bi2(C2O4�3 + Se(1:1) py 140 �C, 12 h Bi2Se3+ Sea

NiC2O4 · 2H2O + Se(1:2.4) en 170 �C, 8 h NiSe2 Cubic Octahedral
NiC2O4 · 2H2O + Se(1:1) en 200 �C, 8 h Ni0�85Se Hexagonal Starfish-like
NiC2O4 · 2H2O + Se(3:2) en 220 �C, 8 h Ni3Se2 Triclinic Dendritic
NiC2O4 · 2H2O + Se(1:1) en 180 �C, 8 h NiSe2 Cubic Spherical
NiC2O4 · 2H2O + Se(1:2.2) py 180 �C, 8 h NiSe2 Cubic Octahedral
NiC2O4 · 2H2O + Se(1:2.2) THF 170 �C, 8 h NiSe2 Cubic Octahedral

From [61, 318, 372, 373, 375].
a Dominant phase in the sample.

en
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en

120-160°C, 12 h

180°C, 12 h

NiS2single crystals with
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SSP Ni(en)xSy +

+
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Scheme 8. Summary of the results of the reaction of Ni2+ with S in
ethylenediamine under different conditions. Reprinted with permission
from [377], S. H. Yu and M. Yoshimura, Adv. Funct. Mater. 12, 277
(2002). © 2002, Wiley-VCH.

Trigonal selenium NWs with well-defined sizes and aspect
ratios have been synthesized by a solution-phase approach
[233, 234]. The first step of this approach involved the for-
mation of amorphous �-Se in an aqueous solution through
the reduction of selenious acid with excess hydrazine by
refluxing this reaction mixture at 100 �C:

H2SeO3 +N2H4 → Se ↓ + N2 ↑ + 3H2O (17)

When this solution was cooled to room temperature, the
small amount of selenium dissolved in the solution precip-
itated out as nanocrystallites of trigonal t-Se. Cooling the
solution to room temperature will produce a small amount
of trigonal Se in the solution, which will act as seeds for
the formation of a large amount of trigonal Se NWs during
further aging of the solution in a dark place [233]. The 1D
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a b

c d

Figure 25. SEM images for products of the reaction of Ni(NO3�2 ·6H2O
with S in ethylenediamine. (a) and (b) Coexistence of NiS nanowhiskers
with uniform spherical NiS2 nanoparticles obtained at 200 �C, 12 h,
[Ni2+] = [S] = 0�005 mol. (c) Uniform and well-developed NiS2 single
crystals obtained at 200 �C for 18 h, [Ni2+]�[S] = 1:3, [S] = 0�005 mol.
(d) A typical NiS2 single crystal displayed well-developed {101} poly-
type with dodecahedron shape and a size of 1.2 �m. Reprinted with
permission from [377], S. H. Yu and M. Yoshimura, Adv. Funct. Mater.
12, 277 (2002). © 2002, Wiley-VCH.

morphology of the final product was determined by the lin-
earity of infinite, helical chains of Se atoms contained in the
trigonal phase.
A recent report by Xia et al. shows that single crystalline

NWs of Ag2Se can be synthesized by templating against the
trigonal Se NWs [328, 329] at room temperature as shown
in Figure 26.
In addition, trigonal tellurium NBs, NTs, and nanohelices

can be synthesized [235, 236]. The tellurium NTs were syn-
thesized by reflexing a solution of orthotelluric acid in ethy-
lene glycol at ∼197 �C [235] as shown in Figure 27. The early
stage shows that tubular structures grew from the cylindrical
seeds as shown in Figure 27a.
A very simple controlled hydrothermal route has been

developed for the synthesis of tellurium NBs, NTs, and
nanohelices by reaction of sodium tellurite (Na2TeO3� in
aqueous ammonia solution at 180 �C [236]. The NBs have
thicknesses of about 8 nm with widths of 30–500 nm
and lengths up to several hundred micrometers, as shown
in Figure 28a. The NBs tend to twist and form helices
as shown in Figure 28b. When the NBs were further

A B

100 nm 50 nm

30 nm

[001]

Figure 26. SEM (A) and TEM (B) images of uniform nanowires of
Ag2Se that were synthesized through a reaction between the 32-nm
nanowires of t-Se and an aqueous solution of AgNO3 at room tem-
perature. Reprinted with permission from [328], B. Gates et al., J. Am.
Chem. Soc. 123, 11500 (2001). © 2001, American Chemical Society.
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Figure 27. SEM images of the Te nanotubes synthesized by refluxing
a solution of orthotelluric acid in ethylene glycol for (a) 4 min and
(b) 6 min. The white arrow indicates the presence of seeds. Reprinted
with permission from [235], B. Mayers and Y. N. Xia, Adv. Mater. 14,
279 (2002). © 2002, Wiley-VCH.

twisted and rolled, NTs formed. In addition, an interest-
ing nanostructure, a “coaxed nanobelt within a nanotube,”
was observed, as shown in Figure 28c. The template-roll-
growth mechanism and template-twist-joint-growth mecha-
nism were proposed to explain the formation of such special
nanostructures [236]. However, the detailed mechanism still
needs to be investigated further.
The above novel chalcogen nanostructures can be rapidly

used as templates for the synthesis of other, more spe-
cialized and more complex 1D and 2D metal chalcogenide
nanostructures, which could find interesting applications.

2.6. Solution-Liquid-Solid Mechanism

The solution-liquid-solid (SLS) growth mechanism, which is
analogous to the well-known VLS mechanism, was first dis-
covered by Buhro et al. [66]. This route is mainly for growing
group III–V nanofibers (InP, InAs, GaAs, AlxGa1−xAs, InN)
in hydrocarbon solvents at relatively low temperatures (less
than or equal to 203 �C) [66–69]. More features about this
route have been summarized in [67], as shown in Figure 29.
The synthesis involved the methanolysis of �t-Bu2In[�-
P(SiMe3�2]}2 in aromatic solvents to produce polycrystalline
InP fibers (dimensions 10–100 nm × 50–1000 nm) at 111–
203 �C [68]. The chemical pathway consists of a molecular
component, in which precursor substituents are eliminated,
and a nonmolecular component, in which the InP crys-
tal lattices are assembled. The two components working
in concert comprise the SLS mechanism. The molecular
component proceeds through a sequence of isolated and

a

b

c

250 nm

500 nm

500 nm

Figure 28. TEM images of (a) a typical tellurium nanobelt, (b) a helical
nanobelt, (c) a typical helical nanobelt within a nanobelt-roll nanotube.
Reprinted with permission from [236], M. S. Mo et al., Adv. Mater. 14,
1658 (2002). © 2002, Wiley-VCH.
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Figure 29. Solution-liquid-solid (SLS) mechanism and a representative
Al0�1Ga0�9As nanowhisker grown by the SLS mechanism. Reprinted with
permission from [68], T. J. Trentler et al., J. Am. Chem. Soc. 119, 2172
(1997), and [69], P. D. Markowitz et al., J. Am. Chem. Soc. 123, 4502
(2001). © 1997, 2001, American Chemical Society.

fully characterized intermediates to form the [t-Bu2In(�-
PH2�]3 complex. The complex, which is alternatively pre-
pared from t-Bu3In and PH3, undergoes alkane elimination
catalyzed by the protic reagent MeOH, PhSH, Et2NH, or
PhCO2H. In the subsequent nonmolecular component of
the pathway, the resulting (InP)n fragments dissolve into a
dispersion of molten In droplets and recrystallize as InP
fibers [68].
This approach has been extended for the synthesis of

InN NWs by solution-state thermolysis of the dialkyl(azido)-
indane precursor [259].
Group IV Si and Ge crystals can be generated by a

supercritical fluid solution-phase approach [70]. Recently,
Korgel et al. reported a supercritical fluid solution-phase
self-assembly approach with a similar SLS mechanism for
growing bulk quantities of defect-free Si NWs with diam-
eters of about 4–5 nm and aspect ratios greater than
1000 by using alkanethiol-coated gold nanocrystals as uni-
form seeds to direct one-dimensional Si crystallization in
supercritical hexane [71]. In this process, the sterically
stabilized Au nanoparticles were dispersed in supercriti-
cal hexane together with diphenylsilane, which underwent
decomposition at 500 �C and 270 bar. The phase diagram
for Si and Au indicated that at temperatures above 363 �C,
Si and Au will form an alloy in equilibrium with pure solid
Si when the Si concentration with respect to Au is greater
than 18.6%. Under this condition, the Si atoms dissolve into
the sterically stabilized Au nanocrystals until the supersatu-
ration is reached, at which point they are expelled from the
particles as a thin nanometer-scale wire. The supercritical
fluid medium with high temperature promotes Si crystalliza-
tion. The Au nanocrystals will be maintained to seed NW
growth under supercritical conditions.

2.7. Capping Agent/Surfactant-Assisted
Synthesis

2.7.1. Self-Assembly under Hot Conditions
Capping agent/surfactant-assisted synthesis has been widely
explored for the fabrication of NRs, NTs, and more com-
plex structures. Recently, Alivisato’s group synthesized the
elongated CdSe nanocrystallites by injecting a solution of
dimethylcadmium and selenium in tributylphosphine into a
mixture of hexylphosphonic acid (HPA) and trioctylphos-
phine oxide (TOPO) at 340–360 �C [11, 72].
The surfactant molecules adsorb and desorb rapidly from

the nanocrystal surface at the growth temperature, permit-
ting the addition and removal of atoms from the crystallites,
while aggregation is suppressed by the presence of (on aver-
age) one monolayer of surfactant at the crystallite surface.
It is well known that the solubility of crystals increases as
the size of the crystals decreases, according to the Gibbs-
Thompson law. This law plays an important role in deter-
mining the growth kinetics of the nanocrystals. Peng et al.
observed that if the monomer concentration in the solu-
tion is higher than the solubility of all existing nanocrystals,
all nanocrystals in the solution grow and the size distri-
bution narrows. The so-called focusing of size distribution
can be exploited for the spontaneous formation of close to
monodisperse colloidal nanocrystals and can form a three-
dimensional orientation. The CdSe NRs with variable aspect
ratios can be well achieved by kinetic control growth of the
nanoparticles (Fig. 30).
The diverse range of observed shapes can be understood

as arising from three basic effects: the nanocrystals will even-
tually tend toward nearly spherical shapes at slow growth
rates; rods form at high growth rates by unidirectional
growth of one face; and HPA accentuates the differences
in the growth rates among various faces. A large injection
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Figure 30. TEM images of different samples of quantum rods. (a–c)
Low-resolution TEM images of three quantum-rod samples with differ-
ent sizes and aspect ratios. (d–g) High-resolution TEM images of four
representative quantum rods. (d) and (e) are from the sample shown
in (a); (f) and (g) are from the sample shown in (c). Reprinted with
permission from [11], X. G. Peng et al., Nature 402, 393 (1999). © 1999,
Macmillan Magazines Ltd.
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volume or a very high monomer concentration favors rod
growth.
Recently, Peng et al. proposed a diffusion-controlled crys-

tal growth model based on their careful observation of the
shape evolution of CdSe NRs as shown in Scheme 9 [407].
They believed that a typical temporal shape evolution of
CdSe quantum rods occurs in three distinguishable stages.
When the Cd monomer concentration in the solution was
between 1.4% and 2% of cadmium element by mass, all
of the nanocrystals grew almost exclusively along their long
axis, and both the aspect ratio and the volume of the crys-
tals increased rapidly. This stage is called the “1D-growth
stage.” The second stage, the “3D-growth stage,” occurred
when the Cd monomer concentration dropped to between
0.5% and 1.4%. In this stage, crystals grew simultaneously
in three dimensions [Fig. 31]. The aspect ratio remained
constant, but the crystal volume increased. It should be
mentioned that this stage was not observed before [11],
probably because of the higher growth rates. The final stage,
called “1D-to-2D ripening,” was identified when the Cd con-
centration was constant at 0.5%. The aspect ratio of the
rods dropped noticeably, because the dimension of the crys-
tals increased along the short axis and decreased along the
long axis. Nanocrystal volumes and number remained con-
stant, and there was no noticeable net growth or net dissolu-
tion of nanocrystals. This indicates that the monomers very
likely moved on the surface of a crystal from one dimen-
sion (c axis) to the other two dimensions in an intraparticle
manner.
The 1D-growth stage was confirmed by a reaction

whose monomer concentration was maintained in the
corresponding 1D-growth range for a longer time through
the addition of more monomers to the reaction system at
certain time intervals. The long axis of the quantum rods can
be further extended from about 35 nm to over 100 nm by
the secondary injections, but the short axis remained almost
constant, at about 3–4 nm.
In this model, each crystal is surrounded by a diffusion

sphere as shown in Scheme 9 [407]. The monomer con-
centration gradient between the bulk solution and the stag-
nant solution, as well as the diffusion coefficient of the
monomers, determines the direction (out of or into the dif-
fusion sphere) and the diffusion flux. The monomer concen-
tration in the stagnant solution maintains the solubility of a
given facet by the rapid growth onto or dissolution from the
facet.

1D-growth 3D-growth 1D/2D-ripening

Monomer concentration

Scheme 9. A schematic diagram for the proposed mechanisms of the
three stages of the shape evolution. The circle in each stage is the
interface between the bulk solution and the diffusion sphere. Arrows
indicate the diffusion directions of the monomers. The double-headed
arrows represent the diffusion equilibrium in the 1D-to-2D ripening
stage. Reprinted with permission from [407], Z. A. Peng and X. G.
Peng, J. Am. Chem. Soc. 123, 1389 (2001). © 2001, American Chemical
Society.
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Figure 31. HRTEM image (a) of a typical tetrapod-shaped CdSe nano-
crystal, looking down the [001] direction of one arm. Lattice spacings
confirm that all four arms are of the wurtzite structure. In image (b),
we see a tetrapod that has branches growing out of each arm. There are
zinc blende layers near the ends of the original arms, and the branches
are wurtzite with some stacking faults. Reprinted with permission from
[72], L. Manna et al., J. Am. Chem. Soc. 122, 12700 (2000). © 2000,
American Chemical Society.

The wurtzite structural characteristics are shown in
Scheme 10, showing that all of the atoms on both facets
perpendicular to the c axis (unique facets) have only one
dangling bond without surface reconstruction [407]. The
facets terminated by negatively charged Se atoms and posi-
tively charged Cd atoms are the (001) facet and (001) facet,
respectively. The negatively charged (001) facet is more
or less uncoated, because the ligands in the solution are
all electron-donating ligands and should bind exclusively to
cationic species. Additionally, without surface reconstruc-
tions, any surface Cd atom grown on the (001) facet has to
possess three dangling bonds, even if the surface Cd atoms
reach a full monolayer. These unique structural features of
the (001) facet and the dipole moment along the c axis
significantly increase the chemical potential of the unique
facets, especially the (001) facet, compared with the others
[407].
The above surfactant-driven shape-controlled synthesis

strategy was further extended for the synthesis of group III–
VI semiconductor NRs for the first time by Cheon’s group

Cd: Se: Ligand:

(100)

(0
01

)

Scheme 10. Schematic structure of CdSe quantum rods in growth. The
most stable form of a rod is shown on the left; its (001) facet terminated
by Se atoms does not have any ligands. After growing a monolayer of
Cd atoms on the (001) (right), this facet is still relatively active com-
pared with the other facets, because the surface Cd atoms on this facet
have three dangling bonds. See text for more details. Reprinted with
permission from [407], Z. A. Peng and X. G. Peng, J. Am. Chem. Soc.
123, 1389 (2001). © 2001, American Chemical Society.
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[254]. Gallium phosphide semiconductor nanocrystals can
be synthesized by using thermal decomposition of a sin-
gle molecular precursor, tris(di-tert-butylphosphino)gallane
(Ga(PtBu2�3�, in a hot mixture of amine stabilizers. As in
the case of CdSe, the shape of GaP nanocrystals can also be
varied from nanospheres to rods with highly monodispersed
size distributions by controlling the type and amount of sta-
bilizing surfactants.
When only trioctylamine (TOA) was used as a stabilizer,

spherical GaP nanoparticles with zinc blende structure were
formed. Increasing the stabilizer ratio of HAD to TOA leads
to the formation of NRs [254]. The addition of HDA to
TOA leads to changes in the shape and crystalline phase of
the GaP nanocrystals. Figure 32 shows that wurtzite GaP
NRs with a diameter of 8 nm and a length of 45 nm were
grown by thermal decomposition of the precursor in TOA
solution, which was injected into a mixture of TOA and hex-
adecylamine (HDA) at 330 �C. A low HDA-to-TOA ratio
seems to favor the formation of zinc blende nanospheres,
but a high concentration of HDA leads to the formation
of the wurtzite phase and induces anisotropic growth of the
nanocrystals [254].
The steric effects of the stabilizers during crystal growth

are illustrated in Scheme 11 [254]. The thermodynamically
stable GaP zinc blende structure is a staggered conforma-
tion with 	111
 directions, and the kinetically stable wurtzite
structure is an eclipsed conformation with 	002
 direc-
tions (Scheme 11). Kinetic stability of the wurtzite structure
is induced by strong dipole interaction of incoming GaP
monomers with surface GaP lattice atoms. The conforma-
tion of crystal structures is highly affected by changes in the
stabilizer, since stabilizers can dynamically bind to the crys-
tal surfaces during the GaP crystal growth. When the highly
bulky tertiary amines (e.g., TOA) are used as stabilizers,
a staggered conformation is favored, minimizing steric hin-
drance between these ligands and GaP lattices (Scheme 11,
path A), and zinc blende GaP is preferred over wurtzite.
In contrast, when an excess amount of less sterically hin-
dered HDA is added to TOA, the rotational barrier between
GaP-HDA complexes and GaP lattices is reduced. There-
fore, the formation of the kinetically stable wurtzite GaP
is now facilitated (Scheme 11, path B) under the kinetic
growth regime induced by a high monomer concentration
[254].
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Figure 32. Large-area TEM image (a) and a HRTEM image (b) of
GaP nanorods. Reprinted with permission from [254], Y.-H. Kim et al.,
J. Am. Chem. Soc. 124, 13656 (2002). © 2002, American Chemical
Society.
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Scheme 11. Proposed mechanism for surfactant-driven steric effects on
the crystalline phases (a, b) and rod growth (c) of GaP nanocrystals.
Reprinted with permission from [254], Y.-H. Kim et al., J. Am. Chem.
Soc. 124, 13656 (2002). © 2002, American Chemical Society.

The steric difference between these two stabilizers seems
to induce the anisotropic growth of the wurtzite GaP. It
is likely that, when wurtzite seeds are formed, sterically
bulky TOA selectively binds to the other faces (e.g., 100 and
110 faces) with staggered conformation rather than to 002
faces and blocks growth on these faces. On the other hand,
GaP-HDA complexes continuously supply monomers on the
002 faces with high surface energy and therefore promote
growth along the c axis (Scheme 11c). In addition, the ther-
molysis of a monomeric precursor [Zn(TePh)2][TMEDA]
prepared from Zn(TePh)2 and donor ligand TMEDA in
a mixed surfactant trioctylamine-dimethylhexylamine pro-
duced ZnTe NRs [312], which could be templated from the
rod-like micelles formed in the mixed-solvent system.
Currently, this approach has been successfully applied to

the synthesis of transition metal NRs such as Co [205], Fe
[208], and Ni [210], as well as perovskite BaTiO3, SrTiO3
NRs [104].

2.7.2. Self-Assembly under
Natural/Mild Conditions

In contrast to the above capping agent/surfactant-driven syn-
thesis of semiconductor NRs in hot solvent, self-assembly
of nanofiber bundles, NTs, NWs, and their structure modu-
lation under natural/mild conditions have emerged recently
[25, 72–79]. The reverse micelle reaction medium usually
consists of either the anionic surfactant AOT (sodium bis(2-
ethylhexyl)sulfosuccinate) or nonionic surfactants. Various
kinds of 1D inorganic NRs/NWs such as BaCrO4, [25, 75],
BaSO4 [74, 75], BaCO3 [77], and BaWO4 [78], CaSO4 [107],
CaCO3 [408], CdS [292, 409], and Cu [410] have been syn-
thesized in reverse micelle media or microemulsions. Other
novel nanostructures, such as Ag nanodisc [192], flat CdS
triangles [291], and CdS, CdSe NTs/NWs [76], can also be
synthesized by this approach.
The strong binding interactions between surfactants and

inorganic nuclei effectively inhibit the crystal growth and
put the spontaneous structure reconstruction and self-
organization of the primary nanoparticles under control.
Micrometer-long twisted bundles of BaSO4 and BaCrO4
nanofilaments in water-in-oil microemulsions were prepared
from the anionic surfactant AOT [25]. The reaction occurs at
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room temperature in unstirred isooctane containing a mix-
ture of Ba(AOT)2 reverse micelles and NaAOT microemul-
sions with encapsulated sulfate (or chromate) anions. The
reverse micelles are about 2 nm in diameter and consist
of a spherical cluster of about 10 Ba2+ ions strongly asso-
ciated with the sulfonic acid headgroups of the surfactant,
along with the water of hydration [25]. In contrast, the
microemulsions are larger (4.5 nm across) because they con-
tain bulk water (aqueous Na2SO4 or Na2CrO4� at a water-to-
surfactant molar ratio of w = 10. When mixed together, the
two reaction fields interact so that the constituents are slowly
exchanged and BaSO4 or BaCrO4 nanoparticles nucleate
and grow within the delineated space. With time, other fila-
ments are formed parallel to the original thread to produce
a small bundle of coaligned inorganic nanofilaments held
together by surfactant bilayers. The locking in of new fila-
ments by surfactant interdigitation generates a bending force
in the nonattached segment of the longer primary thread.
This results in the coiling of the bundle into a characteristic
spiral-shaped structure several hundred nanometers in size
that becomes self-terminating at one end because further
addition of the primary nanoparticles is prevented by spatial
closure.
The construction of higher-order structures from inor-

ganic nanoparticle building blocks was successfully demon-
strated by achieving sufficient informational content in the
preformed inorganic surfaces to control long-range order-
ing through interactive self-assembly [25]. The NRs have flat
surfaces with low curvature so that the hydrophobic driv-
ing force for assembly can be strengthened through inter-
molecular interaction, resulting in the formation of a bilayer
between adjacent particles by the interdigitation of surfac-
tant chains attached to nanoparticle surfaces. When the
[Ba2+]:[SO2−

4 ] (or [Ba2+]:[CrO2−
4 ]) molar ratio is equal to

1.0, remarkable linear chains of individual BaSO4 or BaCrO4
NRs are formed as shown in Figure 33.

Figure 33. TEM image showing ordered chains of prismatic BaSO4

nanoparticles prepared in AOT microemulsions at [Ba2+]:[SO2−
4 ] molar

ratio = 1 and w = 10. Scale bar = 50 nm. Reprinted with permission
from [25], M. Li et al., Nature 402, 393 (1999). © 1999, Macmillan
Magazines Ltd.

Semiconductor NTs and NWs have recently been
obtained with the use of nonionic surfactants such as t-octyl-
(OCH2CH2�xOH, x = 9� 10 (Triton-X) and anionic surfac-
tant AOT [76]. NWs of sulfides and selenides of Cu, Zn,
and Cd with high aspect ratios can be prepared with Triton
100-X. The results show that it is possible to obtain both
NTs and NWs of CdSe and CdS by this surfactant-assisted
synthesis. For the synthesis of CdSe NTs, a suspension of
cadmium oxide (10 mmol) was prepared in 20 ml of Tri-
ton 100-X (∼24 mmol). A solution of NaHSe (NaBH4/Se
in 40 ml of water) was added dropwise under constant stir-
ring to the suspension at 40 �C in an argon atmosphere. The
resulting mixture was refluxed for 12 h and left overnight.
The NTs are generally long, with lengths up to 5 �m, as
shown in Figure 34. The outer diameter of the NTs is in the
15–20-nm range, and the diameter of the central tubule is in
the 10–15-nm range. The wall thickness is therefore around
5 nm. The formation mechanism of the NTs in the presence
of surfactant is still not clear.
It should be pointed out that the poor crystallinity of the

nanostructures obtained by this approach as well as the use
of large excess surfactants could restrict the applicability of
this approach.

2.8. Bio-Inspired Approach
for Complex Superstructures

2.8.1. Polymer-Controlled Crystallization
Bio-inspired approaches to the synthesis of inorganic min-
erals have been a hot research subject [73, 80, 81]. Recently
it was shown that so-called double-hydrophilic block copoly-
mers (DHBCs) [81–94] can exert a strong influence on the
external morphology and/or crystalline structure of inorganic
particles such as calcium carbonate [82–85], calcium phos-
phate [86], barium sulfate [87, 88], barium chromate [89–91],
cadmium tungstate [92], and zinc oxide [93].
Elegant nested calcium phosphate nanofibers were min-

eralized in the presence of DHBC poly(ethylene oxide)-b-
alkylated poly(methacrylic acid) (PEO-b-PMAA-C12), which
was synthesized from PEO-b-PMAA by partial alkylation
with dodecylamine [411]. Through the control of the pH of
the Ca2+-loaded polymer solution, delicate mesoskeletons
of interconnected calcium phosphate nanofibers with star-
like, neuron-like, and more complex nested forms can be
obtained, as shown in Figure 35 [86].

120 nm

Figure 34. TEM image of CdSe nanotubes obtained with Triton 100-X
as the surfactant. Reprinted with permission from [76], C. N. N. Rao
et al., Appl. Phys. Lett. 78, 1853 (2001). © 2001, American Institute of
Physics.
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a b c
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Figure 35. TEM images of calcium phosphate block copolymer nested
colloids. (a) Star-like form at early stage at pH 3.5. (b) Later stage
showing complex central core. (c) Neuron-like tangles produced at
pH 5. Reprinted with permission from [86], M. Antonietti et al., Chem.
Eur. J. 4, 2491 (1998). © 1998, Wiley-VCH.

Very long BaSO4 and BaCrO4 nanofibers and fiber bun-
dles with remarkable similarity have been successfully fab-
ricated by a polymer-controlled crystallization process at
room temperature [88–90]. More complex morphologies
of hashemite can be formed in the presence of partially
phosphonated block copolymer poly(ethylene glycol)-block-
poly(methacrylic acid) (PEG-b-PMAA-PO3H2, PEG =
3000 g mol−1, 68 monomer units; PMAA = 700 g mol−1,
6 monomer units) [84]. Figure 36a and b shows SEM
images of fibrous superstructures with sharp edges com-
posed of densely packed, highly ordered, parallel nanofibers
of BaCrO4. The TEM micrograph with higher resolution in
Figure 35c shows the self-organized nature of the super-
structure. Whereas the majority of the fibers appear to be
aligned in a parallel fashion, gaps between the single fibers
can form but are also closed again. An electronic diffraction
pattern taken from such an oriented planar bundle as shown
in Figure 36d (right) confirmed that the whole structure
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Figure 36. SEM and TEM images of highly ordered BaCrO4 nanofiber
bundles obtained in the presence of PEG-b-PMAA-PO3H2 (21%, phos-
phonation degree) (1 g liter−1� ([BaCrO4] = 2 mM), pH 5. (a) Two
fiber bundles with cone-like shape and length about 150 �m. (b) Very
thin fiber bundles. (c) TEM image of the thin part of the fiber bun-
dles, inserted electronic diffraction pattern taken along the 	001
 zone,
showing the fiber bundles are well-crystallized single crystals and elon-
gated along [210]. Reprinted with permission from [89], S. H. Yu et al.,
Chem. Eur. J. 8, 2937 (2002). © 2002, Wiley-VCH.

scatters as a well-crystallized single crystal where scattering
is along the [001] direction and the fibers are elongated
along [210].
The initially formed nanoparticles stabilized by polymers

are amorphous with sizes of up to 20 nm, which can aggre-
gate to larger clusters. Evidently, this state of matter is the
typical starting point for all types of highly inhibited reac-
tions. The very low solubility product of barium chromate
(Ksp = 1�17 × 10−10) shows that the superstructures do not
really grow from a supersaturated ion solution but by aggre-
gation/transformation of the primary clusters formed [89].
All structures always grow from a single starting point,

implying that the fibers grow against the glass wall or other
substrates such as TEM grids, which obviously provide the
necessary heterogeneous nucleation sites. The growth front
of the fiber bundles is always very smooth, suggesting the
homogeneous joint growth of all single nanofilaments with
the ability to cure occurring defects, in line with the ear-
lier findings for BaSO4 [88]. The opening angle of the
cones is always rather similar, which seems to depend on
temperature, degree of phosphonation of the polymer, and
polymer concentration [89]. The control experiments show
that the higher the temperature, the more linear the struc-
tures become. The superstructure developed more clearly,
and to a much larger size, when the mineralization temper-
ature was lowered to 4 �C, as shown in Figure 37a. A rather
lower phosphonation degree (∼1%) of a PEG-b-PMAA is
already powerful enough to induce the formation of the fiber
bundles and the superstructures, as shown in Figure 37b.
Interestingly, secondary cones can nucleate from either

the rim or defects onto the cone, thus resulting in a tree-like
structures (Fig. 37a). The fact that a cone stops growing once
a second cone has nucleated at one spot on the rim shows
that the growth presumably is slowing down with time, favor-
ing the growth of the secondary cone. The cone-like super-
structures tend to grow farther into a self-similar, multi-cone
“tree” structure, which was observed before for barite min-
eralized in the presence of polyacrylates, but only under
very limited experimental conditions [88]. From a struc-
tural viewpoint, the hashemite/barite crystals have a mirror
plane perpendicular to the c axis, implying that a homo-
geneous nucleation will always result in crystals with iden-
tical charges of the opposite faces, and no dipole crystals
can be formed. However, a dipole crystal may be favored

a b
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Figure 37. (a) A typical cone-like superstructure contains densely
packed BaCrO4 nanofiber bundles in the presence of PEG-b-PMAA-
PO3H2 (21%, phosphonation degree) (1 g liter−1� ([BaCrO4] = 2 mM,
pH 5), 2 days, 4 �C; (b) multi-funnel-like superstructures with remark-
able self-similarity in the presence of PEG-b-PMAA-PO3H2 (1%, phos-
phonation degree) (1 g liter−1� ([BaCrO4] = 2 mM, pH 5). Reprinted
with permission from [89], S. H. Yu et al., Chem. Eur. J. 8, 2937 (2002).
© 2002, Wiley-VCH.
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for a heterogeneous nucleation as one end of the crystal
is determined by the heterogeneous surface, the other by
the solution/dispersion. The crystal has a dipole moment
� = Q · l (Q = charge and l = length of the crystal),
which increases while the crystal is growing. This implies
self-limiting growth so that a new heterogeneous nucle-
ation event on the rim should become favorable after the
dipole moment has reached a critical value due to energy
minimization [89].
Based on the foregoing experimental observation and

understanding, a self-limiting growth mechanism was pro-
posed to explain the remarkable similarity of the superstruc-
tures [89] as shown in Scheme 12: (i) At the beginning,
amorphous nanoparticles are formed, which are stabilized
by the DHBCs (stage 1). (ii) Heterogeneous nucleation of
fibers occurs on glass substrates, and the fibers grow under
the control of a functional polymer, presumably by multi-
pole field-directed aggregation of amorphous nanoparticles
as proposed in [88]. (iii) The growth is continuously slowed
down until secondary nucleation or overgrowth becomes
more probable than the continuation of the primary growth.
The secondary cone will grow as the first ones have done.
(iv) The secondary heterogeneous nucleation event taking
place on the rim can occur repeatedly, depending on the
mass capacity of amorphous nanoparticles in the system.
A very recent observation shows that low-molecular-

weight polyacrylic acid sodium salt serves as a very simple
structure-directing agent for the room-temperature, large-
scale synthesis of highly ordered cone-like crystals or very
long, extended nanofibers made of BaCrO4 or BaSO4 with
hierarchical and repetitive growth patterns as shown in
Figure 38, where temperature and concentration variation
permit control of the finer details of the architecture, namely
length, axial ratio, opening angle, and mutual packing [90].
The formation of interesting hierarchical and repetitive
superstructures is worth exploring further for other mineral
systems.
Interestingly, single uniform BaCrO4 nanofibers can also

be synthesized by a combination of polymer-controlled crys-
tallization process and controlled nucleation by colloidal
species producing locally a high supersaturation of both
DHBCs and Ba2+. The addition of a minor amount of
a cationic colloidal structure such as PSS/PAH polyelec-
trolyte capsule (PSS/PAH: poly(styrene sulfonate, sodium
salt)/polyallylamine hydrochloride) in the same reaction sys-
tem can promote the independent growth of a number of

(i) (ii) (iii) (iv)

Scheme 12. Proposed mechanism for the formation of BaCrO4 com-
plexity superstructure with self-similarity by polymer-controlled crystal-
lization. Reprinted with permission from [89], S. H. Yu et al., Chem.
Eur. J. 8, 2937 (2002). © 2002, Wiley-VCH.
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Figure 38. Complex forms of BaSO4 bundles and superstructures pro-
duced in the presence of 0.11 mM sodium polyacrylate (Mn = 5100),
at room temperature, [BaSO4] = 2 mM, pH = 5�3, 4 days. (a)
Detailed superstructures with repetitive patterns. (b) Well-aligned bun-
dles. Reprinted with permission from [90], S. H. Yu et al., NanoLetters,
in press. © American Chemical Society.

fibers, thus leading to the dynamic discrimination of side
nucleation and the resulting altered superstructures.
In addition to the formation of the mentioned superstruc-

tures under the control of block copolymers, DHBCs can
also be used to fine-tune the nanostructural details of other
inorganic crystals. Very thin 1D and 2D CdWO4 nanocrystals
with controlled aspect ratios were conveniently fabricated at
ambient temperature or by hydrothermal ripening under the
control of DHBC [92]. The TEM image in Figure 40a shows
very thin, uniform CdWO4 NRs/NBs with lengths in the
range of 1 to 2 �m and a uniform width of 70 nm along their
entire length (aspect ratio of about 30). The thickness of
the NBs is ∼6–7 nm. The slow and controlled reactant addi-
tion by the double-jet technique under stirring maintains
the formation of intermediate amorphous nanoparticles at
the jets [84] so that nanoparticles are the precursors for
further particle growth rather than ionic species. Successive
hydrothermal ripening after the double-jet reaction leads
to a rearrangement of the rods into 2D lens-shaped, raft-
like superstructures with a resulting lower aspect ratio, as
shown in Figure 40b. In contrast, very thin and uniform
nanofibers with a diameter of 2.5 nm, a length of 100–
210 nm, and an aspect ratio of 40–85 as shown in Figure 40c

200 nm

Figure 39. TEM images and electron diffraction pattern of the sepa-
rated and very long BaCrO4 nanofibers with high aspect ratio obtained
in the presence of a small amount of PSS/PAH capsules (20 �l), PEG-
b-PMAA-PO3H2, 1 g liter−1, [BaCrO4] = 2 mM, pH 5, 25 �C. (a) A full
view of the nanofibers. Reprinted with permission from [91], S. H. Yu
et al., Adv. Mater., in press. © Wiley-VCH.
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Figure 40. TEM images of the samples obtained under different
conditions. (a) and (b) No additives: (a) pH = 5�3, double jet,
[Cd2+]:[WO2−

4 ] = 8�3 × 10−3 M (final solution), at room temperature;
(b) pH = 5�3, double jet, [Cd2+]:[WO2−

4 ] = 8�3×10−3 M (final solution),
then hydrothermal crystallization: 80 �C, 6 h. (c) pH = 5�3, in the pres-
ence of PEG-b-PMAA (1 g liter−1�, 20 ml, double jet, [Cd2+]:[WO2−

4 ] =
8�3× 10−3 M (final solution), then hydrothermal crystallization: 80 �C,
6 h. (d) Direct hydrothermal treatment of 20-ml solution containing
equal molar [Cd2+]:[WO2−

4 ] = 8�3 × 10−2 M, pH = 5�3, at 130 �C, 6 h,
in the presence of 1 g liter−1 PEG-b-PMAA-PO3H2 (21%). Reprinted
with permission from [92], S. H. Yu et al., Angew. Chem. Int. Ed. 41,
2356 (2002). © 2002, Wiley-VCH.

can readily be obtained when the DHBC PEG-b-PMAA is
added to the solvent reservoir before the double-jet crys-
tallization process, and the mixture is then hydrothermally
ripened at 80 �C. When the partly phosphonated hydrophilic
block copolymer PEG-b-PMAA-PO3H2 (21%) (1 g liter−1�
is added at an elevated temperature of 130 �C, even with-
out the use of the double jets but at higher concentrations
and coupled supersaturation, very thin platelet-like particles
with a width of 17–28 nm, a length of 55–110 nm, and an
aspect ratio of 2–4 are obtained by a direct hydrothermal
process, as shown in Figure 40d. The nanoparticles display
an interesting shape-dependent evolution of the luminescent
properties, which may be of interest for applications.
Polymer-controlled crystallization in water at ambient

temperature provides an alternative and promising tool for
the morphogenesis of inorganic nanocrystals and superstruc-
tures that could be extended to various systems.

2.8.2. Supramolecular Self-Assembly
Supramolecular directed self-assembly of inorganic and
inorganic/organic hybrid nanostructures has been emerging
as an active area of recent research. The recent advance
shows the remarkable feasibility of mimicking a natural min-
eralization system by a designed artificial organic template.

The supramolecular functional polymer can be directly
employed for mineralization template of novel inorganic
nanoarchitectures. CdS helices were successfully templated
from supramolecular nanoribbons [94]. This novel inor-
ganic nanostructure has a coiled morphology with a pitch
of 40–60 nm, which can be rationalized in terms of the
period of the twisted organic ribbons. A triblock architec-
ture termed “dendron rodcoils” (DRC) can hydrogen bond
in head-to-head fashion through dendron segments and self-
assemble into nanoribbons [94]. The mineralization of the
helical structures was done in both 2-ethylhexyl methacrylate
(EHMA) and ethyl methacrylate (EMA). Figure 41 shows
a typical CdS helix with a zigzag pattern and a pitch of
40–50 nm, which was isolated from a 1 wt% gel of the DRC
in EHMA, to which a solution of cadmium nitrate in THF
had been added prior to exposure to hydrogen sulfide gas
[94]. HRTEM studies revealed that the polycrystalline zinc
blende CdS is made up of small domains with grain sizes
of about 4–8 nm. The results suggest that it is possible to
achieve good control over the morphology of the templated
product by using extremely uniform, stable, nonaggregated
supramolecular objects as templates.
A peptide-amphiphile (PA) molecule was designed for the

mineralization of PA nanofibers and hydroxyapatite (HAp)
nanofibers [412]. This amphiphile molecule can assemble in
water into cylindrical micelles because of the amphiphile’s
overall conical shape, resulting in alkyl tails packed in the
center of the micelle while the peptide segments are exposed
to the aqueous environment [412]. The PA molecules were
found to self-assemble at acidic pH but disassemble at neu-
tral and basic pH. After self-assembly into nanofibers, the
nanofibers were cross-linked by the oxidation of the cysteine
thiol groups through treatment with 0.01 M I2. The cross-
linked PA fibers contained intermolecular disulfide bonds,
and intact fiber structures were still kept. These cross-linked
fibers with negative charged surfaces are able to direct min-
eralization of HAp to form a composite material in which
the crystallographic c axes of HAp are coaligned with the
long axes of the fibers. The alignment of HAp nanofibers
resembles the lowest level of hierarchical organization of
bone [413].
In addition, supramolecular self-assembly using organoge-

lators as template to transcribe inorganic nanostructures has
been intensively studied. Organogelators are low-molecular-
weight compounds that can gelate organic fluids at low

25 nm

Figure 41. TEM micrograph of a typical CdS helix with a pitch of
40–50 nm precipitated in gels of the DRC in EHMA. Reprinted with
permission from [94], E. D. Sone et al., Angew. Chem. Int. Ed. 41, 1705
(2002). © 2002, Wiley-VCH.
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concentrations [414–419]. The gelators can gelate in organic
solvents to form unique superstructures, which can tran-
scribe inorganic nanostructures [420–429].
A helically structured silica has been successfully tem-

plated by a sol–gel transcription in chiral organogel systems
[420–426]. The results show that certain cholesterol deriva-
tives can gelate even tetraethoxysilane (TEOS), which can
be used to produce silica by sol–gel polymerization [420].
Sol–gel polymerization of gelated TEOS solutions produces
silica with a novel hollow fiber structure due to the template
effect of the organogel fibers [420–426]. The formation of
a three-dimensional network based on fibrous aggregates in
organic fluids could be responsible for the formation of the
gelling phenomenon.
This approach can be extended to the production of

other metal oxide nanofibers or NTs with chiral struc-
tures. TiO2 fibers were fabricated with the use of an
amphiphilic compound, trans-(1R,2R)-1,2-cyclohexanedi(11-
aminocarbonylundecylpyridinium) hexafluorophosphate as
template [427]. The amphiphilic compound containing
cationic charge moieties is expected to electrostatically
interact with anionic titania species under basic conditions
in the sol–gel polymerization process of Ti[OCH(CH3�2]4.
Transition-metal (Ti, Ta, V) oxide fibers with chiral, helical,
and nanotubular structures can be prepared by the sol–gel
polymerization of metal alkoxides, with trans-(1R,2R)- or
trans-(1S,2S)-1,2-di(undecylcarbonylamino)cyclohexane as
structure-directing agents [428]. A recent report describes
well-defined TiO2 helical ribbons and NTs obtained through
sol–gel polymerization of titanium tetraisopropoxide
[Ti(OiPr)4] in gels of a neutral dibenzo-30-crown-10-
appended cholesterol gelator [429]. These chiral helical
tubes could have various applications in electronics, optics,
and photocatalysts.

2.8.3. Small Molecular Organic
Species-Mediated Crystallization

In contrast to the previously mentioned polymer-controlled
crystallization and supramolecular template synthesis, some
small molecular organic species can also exert significant
influence on crystal orientation growth.
A very recent report by Liu et al. describes unusually ori-

ented and extended helical ZnO nanostructures grown from
a synthetic ceramic method, which is surprisingly very sim-
ilar to the growth morphology of nacreous calcium carbon-
ate [95]. The helical ZnO nanostructures were grown on a
glass substrate containing oriented ZnO NR arrays [430],
which was placed in a solution containing Zn(NO3�2, hex-
omethylenetetramine, and sodium citrate and was reacted
at 95 �C for 1 day. Figure 42 shows the similarity of SEM
images of the helical ZnO nanocolumns (Fig. 42a and b) and
the growth tip of a young abalone shell containing oriented
columns of aragonite nanoplates (Fig. 42c). In the secondary
growth on the helical NRs, aligned and well-defined nano-
plates are formed, as in nacre. The side-width growth of the
ZnO nanoplates leads to hexagonal ZnO plates that begin
to overlap with one another.

a

300 nm

300 nm

b c

5 µm

Figure 42. Comparison of ZnO helical structures with nacre. (a) and
(b) High-magnification image of oriented ZnO helical columns.
(c) Nacreous calcium carbonate columns and layers near the growth tip
of a young abalone. Reprinted with permission from [95], Z. R. Tian
et al., J. Am. Chem. Soc. 124, 12954 (2002). © 2002, American Chemical
Society.

The organic species were reported to act as simple phys-
ical compartments or to control nucleation or to terminate
crystal growth by surface poisoning in the biomineraliza-
tion of nacre [431, 432]. The similarity of the biomimetic
structures of helical ZnO rods to nacreous CaCO3 indi-
cated that helical growth might play some role in the for-
mation of organized nacreous calcium carbonate. However,
the organic species citrate ion still plays critical roles in the
formation of such structures since the citrate ion has a large
tendency to inhibit the growth of the (002) surfaces, possibly
through selective surface adsorption.
The discussed polymer controlled mineralization and

small molecular organic species-mediated mineralization
could shed new light on the morphology and orientation
control of inorganic crystals.

2.9. Oriented Attachment
Growth Mechanism

Traditionally, crystal growth can be described as an Ostwald
ripening process. The formation of tiny crystalline nuclei
in a supersaturated medium occurred first and then was
followed by crystal growth. The larger particles will grow
at the cost of the small ones because of the difference
between large particles and the smaller particles of a higher
solubility. Penn and Banfield [96–98] confirmed that both
anatase and iron oxide nanoparticles with sizes of a few
nanometers can coalesce under hydrothermal conditions in
a way called “oriented attachment” (Fig. 43). The crystal lat-
tice planes may be almost perfectly aligned, or dislocations
at the contact areas between the adjacent particles lead to
defects in the finally formed bulk crystals. The so-called ori-
ented attachment was also proposed by other authors for the
crystal growth of TiO2 [99] and for micrometer-sized ZnO
particles during the formation of rod-like ZnO microcys-
tals [100]. However, until now, no direct evidence has been
reported.
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100 nm

Figure 43. TEM micrograph of a single crystal of anatase that was
hydrothermally coarsened in 0.001 M HCl, showing that the pri-
mary particles align, dock, and fuse to form oriented chain structures.
Reprinted with permission from [98], R. L. Penn and J. F. Banfield,
Geochim. Cosmochim. Acta 63, 1549 (1999). © 1999, Elsevier Science.

A very recent report by Weller et al. provided some strong
evidence that ZnO NRs can be conveniently self-assembled
from small ZnO quasi-spherical nanoparticles based on the
oriented attachment mechanism by the evaporation and
reflux of a solution containing 3–5-nm smaller nanoparticles
[102]. Previously, self-assembly of nanoparticles capped
by ligands was mainly driven by the interactions of the
organic ligands rather than by the interaction of the particle
cores.
ZnO sol with an average particle size of approximately

3 nm as shown in Figure 44a was easily prepared by adding
dropwise a 0.03 M solution of KOH (65 ml) in methanol to
a solution of zinc acetate dihydrate (0.01 M) in methanol
(125 ml) under vigorous stirring at about 60 �C. Refluxing of
the concentrated solution leads to the formation of rod-like
nanoparticles. Prolonging the heating time mainly leads to
an increase in the elongation of the particle along the c axis.
After refluxing for 1 day, single crystalline NRs with average
lengths of 100 nm and widths of approximately 15 nm were
formed, as shown in Figure 44b. The authors argued that
oxide nanoparticles are very favorable for oriented attach-
ment for two reasons: first, organic ligands, which prevent
intimate contact of crystal planes, are usually not needed
for stabilization; and second, crystalline fusion of correctly
attached particles leads to a gain not only in lattice-free
energy but also in the free energy of polycondensation [102].
The spontaneous aggregation and self-assembly of the

small nanoparticles into very elongated NRs/NWs was
again observed in the case of CdTe when the protec-
tive shell of organic stabilizer on the surface of the ini-
tial CdTe nanoparticles was removed [103]. The presence
of “pearl-necklace” agglomerates as intermediates of the

40 nm5 nm 5 nm

A B

Figure 44. TEM images of ZnO. (A) Starting sol. (B) After 1 day of
reflux of the concentrated sol. The insets show high-resolution TEM
images of individual nanoparticles. Reprinted with permission from
[102], C. Pacholski et al., Angew. Chem. Int. Ed. 41, 1188 (2002). © 2002,
Wiley-VCH.

nanoparticle-NW transition suggested that the growth mech-
anism could be related to a special interaction/attraction
between the nanoparticles. A dipole-dipole interaction was
believed to be the driving force for such self-organization of
the nanoparticles [103]. This approach provides a new path-
way to high-quality luminescent CdTe NWs, even though the
yield is still low.
Although there have been only few reports on the self-

organization of nanoparticles, this new growth mechanism
could offer an additional tool for the design of advanced
materials with anisotropic material properties and could be
used for the synthesis of more complex crystalline three-
dimensional structures in which the branching sites could be
added as individual nanoparticles, and could even lead to
nearly perfect crystals [101, 102].

3. SUMMARY
In this chapter, the state of art of the synthesis of low-
dimensional nanocrystals and more complex superstructures
through the different approaches has been overviewed. The
current advances in synthetic methodologies demonstrated
that it is possible to rationally design 1D, 2D, and even more
complex superstructures.
The “hard” approaches, such as template-directed growth

method, the VLS mechanism, the VS mechanism, and oxide-
assisted NW growth routes, have shown their powerful and
straightforward pathways to the target 1D nanomaterials
and their superstructures with high crystallinity, although
they usually require either a carefully and costly predesigned
template or rather strict reaction conditions.
The “soft” approaches show very promising alternative

pathways for the synthesis of 1D nanocrystals. In addition to
the strategies of solvent-mediated shape and structure mod-
ulation, the soft-hard interface between polymers/surfactants
(or organic species) and inorganic crystals is also an area of
great interest at present. The current progress indubitably
emphasizes that all crystals will probably be amenable to
morphosynthetic control by use of the appropriate tem-
plating molecules. The emerging new solution routes to
1D NRs/NWs and more complex superstructures, such as
the solvothermal process, the SLS mechanism, capping
agent/surfactant-assisted synthesis, bio-inspired approaches,
and the oriented attachment growth mechanism, open alter-
native doorways to low-dimensional nanocrystals and more
complex superstructures. Among these solution strategies,
the solvothermal process shows possibilities and versatility
for selective synthesis of various semiconductor nanocrystals
with controllable shape, size, phase, and dimensionalities
under mild conditions. The successful synthesis of vari-
ous semiconductor NRs/NWs with the use of a suitable
ligand solvent as a “shape controller” indicates that the
solvothermal process is indicative of a fruitful and promis-
ing route to 1D and 2D semiconductor nanocrystals in the
future.
The further understanding on the nucleation, crystalliza-

tion, self-assembly, and growth mechanism of the nano-
crystals in these solution strategies should open new rational
pathways to prepare various kinds of highly crystalline
nanowires/nanorods, nanotubes with well-defined monodis-
persed, sizes, and aspect ratios, and highly ordered/oriented
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complex superstructures. Furthermore, it is no doubt needed
to investigate the relationship between the structural spe-
cialties (shape, sizes, phases, dimensionality, and complexity
etc.) of the low dimensional nanocrystals and their proper-
ties, which could shed light on their novel applications and
fundamental properties as building blocks in nanoscience
and nanotechnology.
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1. INTRODUCTION
Microscopic particles such as small pollen grains bounce
erratically when immersed in water. The discovery of this
phenomenon, systematically investigated by Brown [1] but
observed long before, was the starting point in the study of
fluctuations and noise. Almost eight decades were necessary
for the scientists to understand that brownian motion is one
of the most subtle macroscopic manifestation of the micro-
scopic world. Fluctuations or noise proved to be very fine
tools to access the microscopic world for they allowed the
determination of the Avogadro number [2], Boltzmann con-
stant [3, 4], the electron charge [5, 6], and, more recently,
the fractional Laughlin charge, e/3, where e is the elemen-
tary charge [7].

Since Schottky’s magistral work on the vacuum diode [8],
it became clear that the performances of the electronic
devices processing the signals are fundamentally limited
by their intrinsic noise. Soon after Schottky’s discovery,
Johnson found that the brownian motion of the charged
carriers generates thermal noise [3]. Both shot noise and
thermal noise are unavoidable and act as fundamental limits,

especially in the high-frequency domain. During his exper-
iments on thermal and shot noise, Johnson also found
that at low frequency the noise spectrum in the vacuum
diodes changes inversely to the frequency (1/f noise). For
almost 80 years, 1/f noise—as it is called today—proved
to be a universal and one of the most difficult to explain
phenomena.

Besides thermal, shot, and 1/f noise, two other kinds of
noise were found in semiconductors and the new solid-state
devices: generation–recombination noise and a kind of noise
which consists of random switching between two (or more)
distinct levels. In large devices, it was called burst or pop-
corn noise, while in small dimensional structures it is known
as random telegraph signal (RTS) noise. The unabated scal-
ing of the device dimensions is systematically approaching
the microscopic roots of these low-frequency noise phenom-
ena. This inexorable trend requires the reduction of power
supply voltages, which “amounts to reduction in the signal
noise level” [9]. The top down approach in the contempo-
rary nanotechnology will encounter some given thresholds
where “the noise is the signal,” to quote Rolf Landauer [10]
who used this syntagm in a different context, however. In
nanoscaled solid-state devices, the signal to noise ratio is
close to 1, thus leading us to the vicinity of the fundamen-
tal limits. As a consequence, finding where the noise comes
from could be a sine qua non condition for the further evolu-
tion in the field. It is very interesting that the noise in nanos-
tructures brings back to light some very old and unsolved
problems regarding the controversial physical mechanisms
of 1/f noise.

In this context, the purpose of this contribution is
twofold. On one hand, we will briefly review the status
of the low-frequency noise research in nanomaterials and
some nanostructures/nanodevices. On the other hand, we
shall investigate whether the nanoscience could answer old,
perennial questions, in the field of low-frequency noise.
The very old yet hot problematics of the 1/f noise will
be discussed in the light of some new achievements in the
nanoscience. It is shown that the very old question regarding
the topology of the noise sources (surface or bulk origin)
of this phenomenon is clarified, while its microscopic origin
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cannot be unambiguously answered. Although present even
in the quantum dots, the RTS noise as a fundamental com-
ponent of the 1/f spectrum seems to be a nonsequitur. The
enhanced phonon density of states in nanomaterials seems
to be a source of higher noise levels, while the surface anhar-
monicity is proposed as a possible ingredient in the gener-
ation of 1/f noise in carbon nanotubes. The low-frequency
noise appears to be a powerful tool to characterize nano-
materials and nanodevices.

2. SMALL IS BEAUTIFUL BUT NOISY

2.1. Infrared Catastrophe: From Vacuum
Diode to Nanotriode and
Carbon Nanotube

At high enough frequency, the noise of a vacuum diode
is dominated by shot noise [8]. Below a given frequency,
Johnson [3] observed that noise intensity starts to increase
above shot noise. The noise continuously increases while the
frequency decreases (1/f ). No tendency to roll off was found
to date. Since its discovery, the phenomenon was found in an
astonishing number of physical systems. In solid and solid-
state devices, 1/f noise is omnipresent. By analogy with the
ultraviolet catastrophe in the theory of blackbody radiation,
1/f noise was called infrared catastrophe.

Soon after its discovery, 1/f and burst noise were found
to dominate the low-frequency noise of bipolar transistors.
In comparison with a vacuum triode, the bipolar transis-
tor was very noisy [11], its performances being much worse
than those of a vacuum diode. However, it was not due
to the reduced dimensions of the new device but rather to
the undeveloped technology. This is not the case for some
microelectromechanical systems manufactured by advanced
modern technology. For instance, 1/f noise is the dominat-
ing noise mechanism in small piezoresistive ultrathin can-
tilevers [12]. Although a 100 nm thin cantilever features
superior performances, its 1/f noise is higher than in a 1
�m thick cantilever [11]. Moreover, for the 100 nm thin
cantilevers, the noise intensity increases while the volume
decreases. The tendency for the noise is to decrease with
the total number of the carriers in the cantilever, which is in
agreement with the Hooge phenomenological formula [13],

SV
V 2

= �

Nf
(1)

where SV is noise spectral density, at a given frequency (f ),
of a fluctuating voltage (V ) which develops across the ter-
minals of a resistor when a current is injected in it; N is the
total number of either electrons or atoms in the investigated
sample (still in dispute). This fact clearly points out that the
performances of reduced-dimensionality systems can be lim-
ited by noise. An illustrating example in this respect can also
be the nanometer-scale electrometer whose ultimate perfor-
mance at higher frequency is limited by thermal noise [14],
whereas for frequencies lower than 103 Hz, the limits are
imposed by 1/f noise.

In fact, by reducing the dimensions we come closer to the
limit imposed by the noise phenomena. Vacuum nanodiodes
and nanotriodes have been recently fabricated and their

noise performances evaluated by Driskill-Smith et al. [15].
Nanopillars of 1 nm diameter or less and having heights up
to 15 nm are formed on the cathode surface by a natural
lithographic technique. In contrast to the classical vacuum
diode, the electrons are emitted from the metallic cathode
by the Fowler–Nordheim effect. The emission takes place
at nanopillars, in a gas for nanodiodes and in vacuum in
the case of the encapsulated nanotriodes. For both nanodi-
ode and nanotriode, the turn-on voltage is about 8 V and
does not depend on temperature. A fine structure in the
field-emitted current (anode current) vs. gate voltage was
observed from room temperature to 20 K. In the nanotriode,
this structure does not depend on the time it has been reg-
istered or temperature, which suggests that it is an inherent
property of the device. It is reminiscent of the universal con-
ductance fluctuations observed in solid-state devices and is
the fingerprint of the electron interference between cathode
and anode.

As can be seen from Figure 1a, when a constant volt-
age is applied, the emission current shows time fluctuations.
Bistable (burst or RTS) noise pulses were observed at room
temperature, while at 20 K they disappeared. This behavior
is in contrast to what happens in some other physical sys-
tem such as, for instance, MOS transistors where the burst
(RTS) noise becomes dominant at low temperature. When
Fourier transformed, the 1/f 	 noise was found to dominate

Figure 1. (a) Current stability of the nanotriode at 300, 77, and 20 K.
RTS noise is observed at room temperature. (b) 1/f -like noise spec-
trum in a nanotriode operating at 6 nA and at 300 K, in the frequency
ranges 0.03–10 Hz and 10 Hz–4 kHz. Reprinted with permission from
[15], A. G. Driskill-Smith et al., J. Vac. Sci. Technol. B 18, 3481 (2000).
© 2000, American Vacuum Society.
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the noise performance of the nanotriode below about 104

Hz (Fig. 1b). The frequency exponent 	 is about 1.3, but a
closer look at the spectrum indicates that this is somehow
larger, namely, 1.43. This is mainly due to the presence of
the bistable noise at room temperature. The 1/f spectrum
crosses the shot noise floor at a corner frequency of about
105 Hz [15], while from the Johnson’s data (from 1925!) [3]
for classical triodes, most of the corner frequencies are far
less than 105 Hz. Apparently, the nanotriode is much noisier
than the classical triode.

However, one can compare quantitatively the noise per-
formance of the two devices. For instance, in a vacuum
triode (see Fig. 7 from Ref. [3]), at a frequency of about
1000 Hz, “the ratio of the apparent to the actual charge
of the electron,” in the terminology used by Johnson him-
self [3], is about 10. This is nothing but the ratio between
1/f noise intensity and shot noise, 2eI , where e is the elec-
tron charge and I = 5 mA is the average current through
the triode. With these data, one obtains Sshot = 2eI = 1�6 ×
10−21 A2/Hz and S1/f = 10× Sshot = 1�6× 10−20 A2/Hz. From
the noise data for nanotriode [15], we have S1/f ≈ 10−24

A2/Hz, at a frequency of 1000 Hz, for a current I = 6× 10−9

A. Assuming that noise intensity depends quadratically on
current for both devices, one obtains the normalized noise
intensity S1/f /I

2 = 6�4 × 10−16 Hz−1 for the classical triode
and S1/f /I

2 = 2�7 × 10−7 Hz−1 for the nanotriode. Hence,
in terms of normalized values, the nanotriode is apparently
much noisier (eight orders of magnitude!) than the vacuum
triode. However, this difference could be much smaller if
the comparison is made between the 1/f noise parameters,
�, because it depends on the total number of carrier (N ) in
the sample. The simplest way out is to compare, as Johnson
did [3], the Fano numbers, which is the ratio between the
actual 1/f noise and the shot noise intensity: S1/f /Sshot. In
this case, at the same frequency (1000 Hz), S1/f /Sshot = 10
for the vacuum triode and S1/f /Sshot ≈ 103 for the nanotri-
ode. Consequently, the very small nanotriode is two orders
of magnitude noisier than its classical counterpart.

In the same line of argumentation, it came as a big sur-
prise when, recently, Collins and co-workers [47] reported
very high 1/f noise levels in single-walled carbon nanotubes.
The noise intensity was 4 to 10 orders of magnitude higher
than in conventional systems. By conventional systems they
meant carbon resistors which are well known for their very
high noise levels. Usually, the recommendations are that
for low-frequency noise circuitry these resistors should be
avoided. In this context, the applicability of the carbon nan-
otubes for low-frequency noise applications is of great con-
cern: “Unless the excess noise can be somehow suppressed,
this certainly calls into question the applicability of SWNTs
[single-walled carbon nanotubes] for many low-noise elec-
tronic applications,” to cite Collins and co-workers [47].
Although the contacts are suspected to play a role in the
noise measurement on carbon nanotube, there are some
other groups that reported similar results.

Besides increased noise levels, in small dimensional struc-
tures unusual noise spectra can occur. If properly inter-
preted, they could be invaluable in the understanding of the
noise mechanisms, some of them still in dispute.

2.2. “Forgotten” Spectra: The Case
of the MOS Transistor

The case of MOS transistor is of particular interest not
because this device is very noisy but merely for the fact
that it is the most important constituent of the present and
future ultralarge scale integrated circuits. In a sense, it can
be considered as a paradigmatic example for the evolution of
an electron device from microscopic scale to the nanoscale
dimensions [16]. Its high noisiness is due to the specific
surface conduction mechanism in the channel. McWhorter
number fluctuation mechanism [17] due to the tunneling
into interface/oxide states was for quite a long time used to
explain the occurrence of 1/f noise in this device. Tunneling
into a single state generates a Debye–Lorentz spectrum. If
the states are uniformly distributed in the oxide and the dis-
tribution of their relaxation time (�) is proportional to 1/� ,
a 1/f spectrum is obtained by Lorentzian superposition.

The noise intensity scales inversely with the channel
length (L) [18, 19]. For channel length L < 0�6 �m, the
McWhorter theory fails to explain experimental data [18].
However, a Lorentzian superposition is still used to gen-
erate the 1/f noise spectrum. This approach is based on
the observation that in small MOSFETs, the RTS is the
dominant noise source. This is due to a carrier capture
into a single trap located around the Fermi level. Experi-
ments performed on very small devices [20–23], usually in
the mesoscopic region, revealed that only Lorentzian spec-
tra corresponding to RTS noise are present. The quite gen-
eral belief is that 1/f noise decomposes into its fundamental
components, so in reducing the dimensions what we are see-
ing is the contribution of each fluctuator [20–24]. Ghibaudo
et al. [25] observed that the noise intensity in MOS struc-
tures increases by orders of magnitude when the scaling fac-
tor increases. Of great concern is also the fact that the noise
sample-to-sample dispersion strongly increases (three orders
wide) with the scaling factor. At the same time, “a strong
evolution of the noise spectra from 1/f to Lorentzian like
for devices with the channel lengths from 1 to 0.1 �m” [24]
was calculated.

Nevertheless, the observation of Lorentz spectra in very
small devices does not have a unique interpretation. An
alternative explanation would be that the mechanism gen-
erating 1/f noise does not exist anymore or it is so weak
that the RTS noise is dominant. Some examples given in
this chapter seem to support this statement. In a very small
MOSFET there is a good chance of having no trap in the
channel. A related question would be: does 1/f noise disap-
pear when there is no trap in the channel? A partial answer
to this question already exists, since the experiments per-
formed by the Grenoble school [25] showed that the residual
signal after the subtraction of the RTS noise exhibits a 1/f
spectrum. Similar results were obtained long ago by Strasilla
and Strutt [26].

In some small MOSFETs, 1/f noise is somewhat hidden.
For instance, recently Bu et al. [27] performed noise mea-
surements on nanometric MOSFETs with 100 nm channel
length and 25 nm channel width. Although RTS noise was
present in the time trace, Figure 2 shows that neither 1/f
nor Lorentzian spectra were observed but a 1/f 3 spectrum
was found. Such spectra were long searched by van der Ziel’s
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Figure 2. 1/f 3 input-referred noise spectra observed in a MOSFET
with an ultranarrow channel at different gate voltages and T = 100 K.
Note that at frequencies lower than 100 Hz, the slope of the spectra is
even higher. An RTS spectrum is presented for comparison. Reprinted
with permission from [27], H. M. Bu et al., Appl. Phys. Lett. 76, 3250
(2000). © 2000, American Physical Society.

Minnesota school [28, 29] who predicted that such a spec-
trum could be described by the formula

SI =
A+ B/f

1 + �2�f �2
(2)

In this case, 1/f noise and RTS noise go hand-in-hand, in
the sense that one modulates the other. A spectrum of this
form can be obtained only in the situation in which both
phenomena have a common source. Such “forgotten” spec-
tra are rarely discussed although they are not such a very
rara avis. For, instance, a 1/f 3 spectrum was observed in a
germanium filament by Mapple et al. [30] in 1955 and used
by McWhorter himself in his famous paper (see Fig. 1 of
Ref. [17]) to exemplify the existence of 1/f noise. Appar-
ently, these results do not support the RTS noise as the fun-
damental component of 1/f noise. On the other hand, the
fact that such a spectrum occurs in nanometer MOSFETs
could be a chance to give an answer to this longstanding
question.

Also, some experiments performed recently at Bell
Labs [31] on deep submicron MOS transistors with 100 nm
gate length and 40 nm gate oxide revealed that, in com-
parison with a 0.5 �m gate length MOSFET, the 1/f noise
intensity increases by about two orders of magnitude and
the spectrum spans over seven decades of frequency, with
a corner frequency of about 107 Hz. To explain such an
extension in the frequency, one needs more Lorentzians,
therefore more traps. In direct connection with these results,
one can come up with some questions such as: does the
number of traps increases by decreasing the channel dimen-
sions? This question has to be answered if credence is to be
given to the idea that Lorentzian superposition is the source
of the 1/f noise. A possible answer to all these questions
would be to look for other noise mechanisms in MOSFETs
[32]. In essence, the new approach reveals the role of both
surface and bulk phonons in the 1/f noise generation in
MOSFETs. Tunneling is not excluded but the noise is asso-
ciated merely with the phonons which inelastically assist the
carriers tunneling into surface states. The idea has also been

coined for some time in connection with the contribution
of the RTS noise to the 1/f noise [20, 33]. Recently, to
check the role of the surface states, Kramer and Pease [34]
proposed noise measurements on cylindrical surrounding-
gate nanoscale MOS transistors. The dimension of the chan-
nel (few nanometers) could allow single or, possibly, “zero
trap” behavior; hence, one can discriminate between differ-
ent mechanisms of noise in MOSFETs. To date, we are not
aware whether these measurements have been performed
or not.

3. THERE IS MUCH NOISE
AT THE BOTTOM [35]

3.1. Low-Frequency Noise in Nanocrystalline
and Nanoparticle Films

In the last half century, noise measurements have been
performed on granular structures and discontinuous metal
films. It is now well established that granularity and dis-
continuity are an important source of excess noise in these
materials. In fact, it is considered that diffusion of the atoms
at the grain boundaries or the tunneling between the metal-
lic islands are the mechanisms responsible for the 1/f noise
generation in such systems. If in the case of some classical
materials the granular structure was more or less acciden-
tal, this particular feature is a desired, intrinsic property of
nanomaterials. The study of noise in granular, discontinu-
ous, or grain-boundary-containing materials heralded what
is going to happen in nanomaterials.

Specific to nanomaterials is the presence of the grain
boundaries in a high concentration. Naturally, they strongly
contribute to the scattering of conduction electrons, so they
could be a source of excess noise. Performing noise mea-
surements on gold nanocrystalline films, with grain diame-
ters between 10 and 60 nm, Ochs et al. [36] found a 1/f
noise spectrum. Indeed, the noise intensity was about 5
times larger than in polycrystalline gold films. To our knowl-
edge, this is the first noise measurement on a nanocrystalline
film. Also, the grain boundary area per unit volume was
found to be 5 times larger in nanomaterials than in the
polycrystalline film. Consequently, the authors attributed the
increased noise level to the presence of grain boundaries
which “occupy a large volume fraction” [36] and, as such,
large 1/f noise is to be expected. According to Ochs et al.
[36], noise measurement could be a novel tool to investigate
the atomic motion at the grain boundaries between nano-
crystallites.

Another way to understand why in nanocrystalline mate-
rials the 1/f noise level is high would be to resort to the
microscopic interpretation of the 1/f noise parameter. As is
well known, from Hooge’s [13] heuristic formula, the nois-
iness of a linear physical system can be evaluated by calcu-
lating the so-called 1/f noise parameter, �. Understanding
the physical significance of this parameter has been a long-
standing goal for the last three decades. In this respect, it
has been recently proposed [37] that a connection between
the 1/f noise parameter (�) and the Eliashberg function,
�2F ���, could exist,

� ∝ �2F ��� (3)



Low-Frequency Noise in Nanomaterials and Nanostructures 653

where F ��� is the phonon density of states, �2 is the
electron–phonon matrix element, and � is the atomic vibra-
tion frequency. The above equation predicts increased noise
levels in systems with increased phonon density of states.
Apparently, this is in contradiction with the role of the grain
boundaries in generating excess 1/f noise. However, recent
results demonstrating that the atoms located at the grain
boundaries are at the origin of enhanced phonon density of
states in nanomaterials show that relation (3) is not incom-
patible with the role of the grain boundaries. For instance,
it has been shown both theoretically [38, 39] and experimen-
tally [40, 41] that in nanomaterials, at both low and high
energy sides of the phonon spectrum, there is an enhance-
ment in the phonon density of states. This enhancement
is mainly “caused by the high number of grain-boundary
atoms” [39], while the “atoms within grains do not notice-
ably contribute to the additional low-frequency modes” [41].
Moreover, the phonon density of states depends on the size
and shape of the grains [41, 42]; namely, F ��� increases by
decreasing grain size. This can explain, at least qualitatively,
why in some physical systems the noise intensity increases
with the particle size. All of these arguments support the
idea that the increased noise levels observed by Ochs et al.
[36] in nanocrystalline gold could be associated with an
enhanced phonon density of states at grain boundaries.

Noise measurements have been used by Otten et al. [43]
in order to investigate monocrystalline PbS nanoparticle
films. The main goal was to look for an explanation of the
“charge transport mechanisms in these structures” [43]. The
samples were prepared by statistical deposition of 20 nm
diameter PbS nanoparticles “until a nonhomogeneous film
with a mean thickness of one monolayer is reached” [43].
As for the substrates, either GaAs or GaAs topped with
a SiNx layer for insulation was used. Prior to nanoparti-
cle deposition, white noise has been detected on the SiNx

substrate. On GaAs samples, diffusion noise spectra have
been found, 1/f 	, with the slope 	 = 1/2 and 3/2. A prob-
lem here would be to explain where the factor 1/2 comes
from, because it is specific to one-dimensional diffusion [44].
The weighted noise spectra exhibit maxima at frequencies
which shift with the applied voltage. Assuming that the
PbS nanoparticles create areas with different conductivity
between the electrodes, it results that these areas “modulate
the charge transport due to the interparticle potential bar-
rier and the particle–substrate interface” [43]. The thermal
agitation of the carrier between nanoparticles is influenced
by the applied voltage through the interparticle potential.
From the shift of the characteristic frequency, which is due
to the different applied voltage [45], the diffusion coeffi-
cient can be calculated. Since the GaAs samples are three
orders of magnitude more conductive than the SiNx-type
ones, the authors conclude “that the main charge trans-
port takes place in the substrate and in the surface” [43].
Hence, the charge carriers located at the PbS nanoparticles
randomly move between these and their movement is influ-
enced by applied voltage through the interparticle potential.
As is apparent from these results, the conduction phenom-
ena in nanoparticle films could be quite complicated and the
noise measurement offers a very fine tool to reveal as well
as characterize them. This could prove very useful for device
applications.

Tungsten trioxide (WO3� nanoparticle films have also
been investigated by noise measurements by Hoel et al.
[46]. The particles were deposited onto an indium tin oxide-
coated glass substrate. Aluminum contacts were deposited
on the nanoparticle film to create a capacitor. The authors
found that thermal noise calculated from the ac impedance
measurements is in very good agreement with the measured
value, so the fluctuation–dissipation theorem is valid for this
dielectric material. 1/f noise has also been found, especially
in the thinnest samples. It has been attributed to the pene-
trating columns of aluminum in the structure of the nano-
particles. All these results show “that noise measurements
can be used for quality assessment of nanocrystalline insu-
lating films” [46].

3.2. Low-Frequency Noise
in Carbon Nanotubes: The End
of an Old Controversy

The noise properties of carbon nanotubes are of great
interest because they are perceived as the future building
blocks for nanoelectronics and molecular electronics. The
first noise measurements on carbon nanotubes have been
performed by Collins et al. [47]. Excess 1/f noise has been
found in different configurations of SWNTs such as isolated
individual tubes, two-dimensional (2D) films, and 3D mate-
rials. In a single SWNT, the noise power (SV ) was found to
depend quadratically on the dc biasing current. Therefore,
as in many other solid-state physical systems, 1/f noise in
carbon nanotubes is due to genuine resistance fluctuations.
A Hooge-type formula was used to characterize the abso-
lute intensity of the voltage noise power for all 1D, 2D, or
3D morphologies: SV = AV 2/f 	. Collins et al. found that
the parameter A is a function of the sample resistance: A =
1�0× 10−11R. For a sample with a resistance R = 100 �, the
noise amplitude is A = 10−9. When compared with the con-
ventional systems, such as high quality metal films or metal
film containing grain boundaries, or damaged by electromi-
gration or ion bombardment, carbon fibers or very noisy car-
bon composite resistors, the 1/f noise in carbon nanotubes
was found to be four to ten orders of magnitude larger! Car-
bon resistors are well known for their very high noise levels
and usually, it is recommended to avoid their use for low-
frequency noise circuitry. If so, the high noise level could
strongly hinder the applicability of the carbon nanotubes in
low-noise nanoelectronics.

When compared with the Hooge formula, A is simply
connected with the 1/f noise parameter (�) by the relation
A = �/N , where N is the total number of the carrier/atoms
in the sample. For a SWNT with N = 104 atoms � ≈ 0�2,
which is two orders of magnitude larger than the value 0.002
postulated by Hooge [13]. The authors do not exclude the
possible contact contribution to such large noise, although
the measurements on 2D and 3D systems were done in
a four-probe configuration. The authors suppose that the
source of noise could be the electrical barriers at nanotube–
nanotube junctions but this is not valid for single SWNTs.
However, in this last case, the measurement was done in a
two-probe configuration.

Recently, Roumiantsev et al. [48] have investigated
noise on partially iron-filled, multiwalled carbon nanotubes
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(MWNTs). Contacting the nanotube is a fundamental prob-
lem, in general, and in the noise measurements especially.
In this experiment, the nanotubes were sprayed onto a SiO2
surface and the individual nanotube, with optimal shape
and most strategically placed in rapport to the previously
deposited Cr/Au contacts, was contacted by focused ion beam
(FIB) method. The noise measurements were done in the
ohmic region of the I–V characteristic. As in the case of
Collins et al. [47], 1/f 	-like noise spectra were found, with
	 close to unity. In contrast to the Collins et al. [47] results,
Roumiantsev et al. [48] observed that the noise intensity is
much smaller. Also, the current dependence of the 1/f noise
intensity was very different from the quadratic dependence
found by Collins et al. [47]. In this case, the noise spectral
density depends sublinearly on the injected current: SV ∼ I�,
with � between 1 and 1.5 for different samples. According
to Roumiantsev and co-workers, “the noise could be gener-
ated by a small nonlinear contact resistance at the points of
the contacts of FIB metal to the nanotube.” [48]. When mea-
sured in a simple FIB stripe, the noise showed a quadratic
dependence on the current, SI ∼ I 2; therefore the role of the
contact is decisive in the noise measurements. It would be
of interest to mention here that nonlinear effects in the 1/f
noise of a 2D electron gas have also been reported although
the noise measurements were performed in the ohmic region
of the I–V characteristics [49]. The local deviations from the
quadratic law have been attributed to the specific electron–
phonon interaction in a 2D electron gas. Since the carbon
nanotube is a quantum wire, one can expect nonlinear effects
in its 1/f noise even when the contact is perfect and this is
due to the specific scattering mechanisms in a 1D electron
gas. In addition, it is worth noting that the noise measure-
ments of Collins et al. [47] were done at very small voltages
(mV), while Roumiantsev et al. [48] measured at much higher
voltages (volts). At these voltages, nonlinear effects can be
very important.

1/f noise has been very recently reported by Postma
et al. [50] in individual metallic SWNTs. In equilibrium at
room temperature, the thermal noise floor measured by
Postma in a nanotube with a resistance R = 12�6 k� was
in excellent agreement with theory: SV = 4kBTR = 2�1 ×
10−16 V2/Hz, where the terms have their usual meaning.
Under nonequilibrium conditions, when current is injected
into the nanotube terminals, the noise spectrum of the volt-
age fluctuations is 1/f and its intensity depends quadrati-
cally on voltage. For the resistance of 12�6 k�, a parameter
A = �/N = 1�8 × 10−6 was found to fit the noise data. For
a nanotube with a diameter of about 1.4 nm and a 0.5 �m
length [51], containing approximately 2000 conduction elec-
trons, the 1/f noise parameter is about � = 3�6× 10−3, very
close to the value postulated by Hooge �2×10−3�. This value
is at odds with the value calculated by Collins et al. [47],
who found a two order of magnitude larger value. How-
ever, if it is to compare the noise data of Postma et al., for
the nanotube with the resistance R = 12�6 k�, with those
of Collins et al., from the fitting relation A = 1�0 × 10−11R
of Collins et al. [47], one finds A = 1�26× 10−7, an order of
magnitude smaller than the value obtained by Postma. In
fact, the experimental values determined by Collins et al.
(Fig. 3 from Ref. [47]) are of the order 10−6; hence there
is no discrepancy between the Postma et al. data and those

of Collins et al. in terms of parameter A. The discrepancies
in the � values come from the fact that Collins considers
N = 104 to be the total number of the atoms in the sample,
while Postma considers N = 2000 the total number of the
conduction electrons in the sample.

Postma et al. also stated that “carbon nanotubes provide
the right ingredients to study the origin of 1/f noise in
detail” [50]. Indeed, the temperature dependence of the 1/f
noise in carbon nanotube seems to be relevant for the phys-
ical mechanism of the 1/f noise. It has been recently shown
that the frequency exponent (	) could be affected by the
lattice anharmonicity (nonlinearity) [37]. The anharmonicity
participation in the 1/f noise can also be inferred from some
simple analogies between the temperature dependence of
1/f noise and the thermal conductivity of carbon nanotubes.
In the first measurement on the temperature dependence of
1/f noise in a SWNT, Postma et al. [50] reported that in a
temperature range from 8 to 300 K, the 1/f noise intensity
(A) increases by three orders of magnitude. In a temper-
ature interval ranging from 4.2 to 290 K, Templeton and
McDonald [52] found that 1/f noise in conventional carbon
resistors did not vary by more than an order of magnitude.
The same situation was reported by Fleetwood et al. [53]
between 77 and about 400 K.

The results of Postma et al. [50] are shown in Figure 3.
Similar results were obtained on several samples, the
sample-to-sample variation being roughly within one order
of magnitude [51]. From Figure 3 one can speculate that
there is a tendency in the noise to show a plateau or a max-
imum around 300 K. In the same temperature range, it has
been experimentally demonstrated that the thermal conduc-
tivity of multiwalled carbon nanotubes increases by three
orders of magnitude and exhibits a maximum at 320 K [54].
Also, Osman and Srivastava [55] calculated that the thermal
conductivity of a nanotube with a diameter of 5 nm shows a
maximum located at 300 K. It does not depend on chirality
but on the diameter. This peak has been attributed to the
participation of the phonon–phonon interaction, namely, to
the Umklapp processes [54, 55]. If any, a maximum or a
plateau in noise close to the temperature where the ther-
mal conductivity is dominated by Umklapp processes would

Figure 3. Temperature dependence of the parameter A = �/N =
fSV /V

2 for a single-wall carbon nanotube. The inset shows the temper-
ature dependence of the nanotube resistance. The lines are guides to
the eye. Reprinted with permission from [50], H. W. Ch. Postma et al.,
in “Electronic Correlations: From Meso- to Nanophysics” (T. Martin,
G. Montanbaux, and J. Trân Thanh Vân, Eds.) EDP Sciences, 2001,
France. © 2001, EDP Sciences.
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suggest that also Umklapp phonons are involved in the noise
generation. Even more interesting, since the nanotube is
nothing but a rolled surface, we are dealing with the surface
anharmonicity which is stronger than bulk anharmonicity.
However, it would be quite unusual for the surface anhar-
monicity to explain such a huge noise, 4 to 10 orders of mag-
nitude more than in carbon resistors, as observed by Collins
et al. [47].

Individual and two crossing multiwalled carbon nano-
tubes were investigated by noise measurements by Ouacha
et al. [56]. The nanotube diameter was about 10 nm and
the length from 1�5 to 3 �m. At frequencies below 103 Hz,
the noise intensity �SV � exceeded the thermal noise limit.
In the individual nanotube, the spectrum is 1/f 1�02, while
in the crossed nanotubes the noise intensity is higher and
the spectrum is 1/f 1�56. A frequency exponent close to 3/2
would indicate a 1D diffusion noise in nanotube [44]. Such
an exponent was never observed before in a carbon nano-
tube and, according to the authors, it “indicates a current
dependent coupling mechanism to the measured voltage
noise” [56]. In the individual nanotube, the noise intensity
depends quadratically on the current, SI ∼ I 1�98, while a
superlinear dependence has been observed in the crossed
nanotubes. The authors consider that this unusual depen-
dence can be assigned to the presence of a small resistance
at the junction between the two nanotubes, or, possibly,
to the metal–nanotube contacts. On the other hand, the
quadratic dependence found in individual nanotubes is a
clear indication that 1/f noise comes from conductivity fluc-
tuation. The ratio between the current noise �SI� and the
shot noise �2eI� was calculated, at a frequency f = 104 Hz,
and found to be about 2.47 for voltages higher than 50 mV.
It shows that the noise intensity is quite close to shot noise
“which suggests the presence of an electrical barrier at the
nanotube–nanotube junction” [56].

In spite of some disputable problems regarding the noise
measurement in such a very difficult to access physical sys-
tem, the experiments on single wall carbon nanotubes are
a beautiful demonstration of how nanoscience can clarify
some very old disputes in the field of 1/f noise. For instance,
in the case of SWNT there is no bulk atom. “Every atom
that constitutes the SWNT is a surface atom” [47]. Hence,
1/f noise in a SWNT is a pure surface effect, a statement
which is in glaring contradiction with Hooge’s idea that “1/f
noise is no surface effect” [13]. It was the 1/N dependence,
where N is the total number of the carriers in the sam-
ple, which caused Hooge to state that 1/f noise is a vol-
ume effect. It is also a matter of evidence that in carbon
nanotubes McWhorter’s [17] number fluctuation model does
not work at all. In this context, the surface atomic motion
as a microscopic source of 1/f noise comes to the fore, as
experimentally demonstrated in very thin (8 nm) discontin-
uous platinum films [57, 58]. In this case, the role of the
surface atomic motion proved to be fundamental. Excess
phonon densities of states were found in carbon nanotubes
in comparison with graphite [59]. According to the relation
(3) between the 1/f noise parameter and the phonon den-
sity of states, this could be a cause for the excess noise in
nanotubes, although it is difficult to invoke for a quantita-
tive justification. However, it turned out recently that lattice
anharmonicity affects the frequency exponent [37]; thus one

could extend this observation and suppose that anharmonic-
ity is involved in the 1/f noise of carbon nanotubes, too. If
this holds true, the role of the anharmonicity can be much
more important in SWNT than in MWNT because the sur-
face atoms feature stronger anharmonicity than bulk atoms.
It can explain, at least in principle, the different noise lev-
els between SWNT and MWNT. In this context, we propose
surface lattice anharmonicity as a possible ingredient in the
generation of 1/f noise. This can be the result of some non-
linear excitations in nanotubes.

4. WHEN THE ELECTRON IS THE
SIGNAL: LOW-FREQUENCY NOISE
IN SINGLE ELECTRON TRANSISTORS

The single electron transistor (SET) or the Coulomb block-
ade electrometer [60] is considered to be the most probable
candidate to replace the MOS transistor although it is very
likely that the MOSFET will also be scaled down to the
nanometer range [16]. However, as recently pointed out by
Ahmed [61], if it is to work with 10 electrons in the channel,
due to fluctuations in the number of electrons it would be
impossible to distinguish between the two classical 0 and 1
levels. In this context, the advantage of working with a single
electron becomes evident. The major obstacle in application
of the SET transistor in the “single electronics” is the excess
1/f noise observed in the fluctuating charge of the island. If
these noise sources could be eliminated, what remains is the
shot noise, which is due to the intrinsic conduction mecha-
nism in SET.

Measurements performed by Zimmerli et al. [62] revealed
that the shot-noise energy sensitivity of a SET “could
approach � (Planck constant) if the source of 1/f noise were
eliminated.” The energy sensitivity �EN � is defined as the
ratio Q2

N/2C�, where QN is the charge noise and C� is the
island capacitance. According to Zimmerli et al. [62], 1/f
noise in SETs would be “probably associated with the pres-
ence of charge traps in the dielectric surrounding the island
electrode.”

Using a multilayer fabrication process, Vissher et al. [63]
obtained SET structures with better noise performance.
Although they used amorphous SiO as dielectric layer, well
known for its high density of traps and defects, the charge
noise QN was found to be 4 × 10−4 e/

√
Hz, an order of

magnitude lower than the result of Zimmerli et al. [62].
Verbrugh et al. [64] observed that charge noise intensity
increases with the island size. They have also revealed that
I–V characteristics of different SET structures are well fit-
ted by a model where the heat flow from the device is limited
by the electron–phonon coupling in the island.

As for the origin of the 1/f noise in SETs, it is still unclear
but experiments performed to date [65, 66] indicate that this
is due to fluctuating traps “distributed either in thin dielec-
tric layers (including the barriers) adjacent to the island or,
alternatively but more likely, in a volume of the substrate”
[65]. According to Zimmerman et al. [66], a “significant
modulation of the transistor island charge” could be induced
by some noisy defects located outside the tunnel barriers.
However, in aluminum single electron tunneling transistors,
Tavkhelidze and Mygind [67] have observed the same noise
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spectrum for fixed bias on both slopes of V �Vg�, where V
is the dc voltage across the device terminals and Vg is the
gate voltage. This is a hint that noise could be brought about
by the trapping near or inside the junction which limits the
tunnel current through the device.

Altogether, these results indicate that the substrate
whereupon the island is placed is strongly contributing to
the noise of the SET. Employing a stacked design which
eliminates the effect of the substrate, Krupenin et al. [68]
effectively reduced the substrate contribution to the back-
ground noise of metallic SET structures. They have also
found evidence of a noise source due to the barrier conduc-
tance fluctuations but the mechanism producing these fluc-
tuations remained obscure. Besides a gain dependent noise,
excess noise has been reported in both Nb and Al SETs [69]
but the noise intensity did not follow a quadratic depen-
dence on the voltage; it excludes the association of this noise
with the resistance fluctuations. This excess noise was ten-
tatively attributed to the current which heats the SET. The
influence of the temperature on the excess noise in SETs is
crucial for the high-temperature applications. Kenyon et al.
[70] investigated the temperature dependence of noise in
metallic SETs between 85 mK and 4 K. They have found
that above 1 K, the noise intensity increases quadratically
with the temperature. An effect yet to be explained is that
below about 0.5 K, the noise intensity does not tend to zero
but saturates.

Single electron transistors have also been fabricated in
crossed [71], freestanding [72], and buckled nanotubes [73].
The Coulomb blockade effect was observed in devices made
from both SWNTs [71] and MWNTs. Ahlskog et al. [71]
obtained a single electron transistor by crossing two MWNTs
of 15 nm diameter. At low temperature, the lower tube
is metallic while the upper one, playing the role of gate,
is semiconducting. The Coulomb blockade in this device
developed only at sub-Kelvin temperatures (150 mK). The
authors investigated the transport and noise properties of
the lower nanotube. The noise was measured over one
period of the gate modulation curve. “The noise measured
at the output of the SET had approximately a 1/f power
spectrum” [71] and the noise intensity featured an irregular
dependence on the gate voltage �Vg�. When compared to
the gain variation, it has been revealed that the noise inten-
sity corresponding to the zero-gain point at a maximum of
the current is rather shallow. This indicates the presence of
some other noise sources in the nanotube SET, in addition
to the charge fluctuations amplified by the SET. This could
be a current dependent noise source for the noise measure-
ment done outside the Coulomb blockade (room tempera-
ture) revealed that the noise power in MWNT is roughly
equal to the high noise level observed by Collins et al. [47]
in SWNTs. The input equivalent charge noise sensitivity at
10 Hz is about 6 × 10−4 e/

√
Hz, which compares very well

with the typical values for metallic SETs.
Trapping centers of charge close to the island or in the

tunneling barrier cause the 1/f 	 �	 ∼ 1 − 2� in SET struc-
tures. To reduce noise intensity in SETs one has to avoid
contact of the central island with the dielectric material. This
solution has been selected by Roschier et al. [72] to realize
an ultrasensitive electrometer using a freestanding carbon
nanotube as island. A MWNT with a diameter of 14 nm

was manipulated by atomic force microscopy to move on
top of two gold electrodes. A side gate was used to modu-
late the current. Noise measurement on this structure evi-
denced 1/f 2 spectra at both minimum and maximum gain.
The charge noise of this freestanding carbon nanotube SET
strongly improved. At a frequency of 45 Hz, a value of 6 ×
10−6 e/

√
Hz has been found, which is comparable with the

best metallic SETs.
Using the atomic force microscope, Postma et al. [73] cre-

ated two buckles in a metallic nanotube. The nanotube seg-
ment between the two buckles featured Coulomb blockade
effects when the nanotube potential was varied by a nearby
gate [73]. When measured as a function of gate voltage, at
a frequency of 10 Hz and a temperature of 60 K, the noise
intensity clearly shaped the peaked IDS vs. gate voltage char-
acteristic, where IDS is the drain-source current. The opti-
mum value of the input equivalent charge noise is q = 2 ×
10−3 e/

√
Hz , which reasonably compares with the values for

the conventional SET at very low temperature (mK).

5. NOISE ENGINEERING IN
SEMICONDUCTOR QUANTUM WIRES

A quantum wire (QWR) has one unconfined direction and
therefore it is a 1D conductor. As a consequence, the
electronic density of states is highly localized and peaked
[74], allowing for high electron mobility. This property is
extremely useful to realize different nanostructures such
as QWR field effect transistors, to give only an exam-
ple. Progress in this field was somewhat hindered by the
photolithographic accuracy. However, this disadvantage has
been recently removed by the realization of a self-organized
QWR structure, a technique successfully applied to obtain
In0�15 Ga0�85As/GaAs quantum-wire field effect transistors
with very good performances [75]. To date, the noise perfor-
mances of the semiconductor QWR-based nanodevices have
not been evaluated. Also, the noise data for the quantum
wire itself are scarce. However, Sugiyama et al. [76] mea-
sured noise in both V-groove and ridge InGaAs QWRs of
10 nm thickness, 100 nm width, and 2 �m length. For both
QWRs the noise spectrum was 1/f -like. In the V-groove
QWR, a bulge in the spectrum was found at around 10 kHz.
The estimated 1/f noise parameter at 1 Hz was 2�1 × 10−3

for the V-groove QWR, while for the ridge one calculations
led to a value of 6�4 × 10−4. The differences between the
1/f noise parameter have been put down to different fac-
tors such as surface scattering, interface roughness scatter-
ing, and strain.

Due to the one-dimensional phonon confinement and the
singular density of electronic states, the quantum wire is
a system of particular interest to investigate the 1/f noise
mechanisms. The first theory of the 1/f noise in semiconduc-
tor QWR has been introduced and elaborated by Balandin
and co-workers [77]. Other contributions are due to Bandy-
opadhyay, Svizhenko, and others [78]. The theory naturally
adopts the hypothesis of mobility fluctuation because the
trapping–detrapping in such one-dimensional systems is very
improbable. Momentum relaxation contributes significantly
to mobility fluctuation 1/f noise because it modifies the
change in the velocity ("v) of an electron in the collision
process. In such a 1D system, an electron can be scattered
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directly forward or directly backward; thus no sideways scat-
tering is possible. The first process does not considerably
change "v, so it contributes weakly to 1/f noise. On the
contrary, backscattering, which typically turns the electron
around, consistently modifies "v, so its contribution to 1/f
noise is important.

Quantitatively, the general idea of the theory is to calcu-
late the change in the velocity, "v, of an electron due to a col-
lision process. ("v�2 is then averaged in the wavevector space
(k-space) over all final scattering states weighted by the scat-
tering rate. The result, ("v�2�k�, is then averaged to obtain
	�"v�2
 by ensemble averaging over the initial states assum-
ing, in the case of Balandin et al. [77], that their occupation is
described by a drifted Maxwellian distribution. 	�"v�2
 can
also be obtained directly by Monte Carlo simulation, as was
done by Bandyopadhyay and Svizehenko [78]. Once 	�"v�2

is known, the 1/f noise parameter can be calculated [79]
from � = 4�/3�$	�"v�2
/c2&, where � is the fine structure
constant (� = 1/137) and c is the speed of light. The effect
of the magnetic field on the 1/f noise parameter was also
taken into consideration. Balandin et al. [77] found that the
theory gives � values which are “less than or comparable to
that found in three-dimensional mesoscopic samples” [77].

From the above considerations, it follows that to control
the noise in a quantum wire one has to relax the energy
without relaxing momentum. In the case of a bulk sample, if
high energy phonons would be involved in the energy relax-
ation, the momentum would be relaxed too. This is due to
the fact that such phonons have a high wavevector; therefore
backward scattering is favored and naturally the momen-
tum strongly relaxes. Hence, one has to look for phonons
of high energy but small wavevector (k), because they can
relax energy without strongly affecting the momentum. In a
quantum wire, phonon folding due to quantum confinement
allows for the energy relaxation without relaxing the car-
rier momentum [74]. Consequently, although phonon fold-
ing increases the scattering rate, the 1/f noise intensity goes
down. It results that 1/f noise suppression in QWR is pos-
sible and that phonon folding can be exploited in order to
make quieter devices. To this purpose, bulk devices could be
replaced with parallel arrays of QWR [78].

At the same time, in the presence of a magnetic field, the
noise is strongly reduced especially at lower temperature and
low electric field [78]. The explanation for 1/f noise quench-
ing is that magnetic field “suppresses the acoustic phonon
mediated backscattering by spatially separating the wave-
functions of oppositely traveling states in a quantum wire”
[77]. A disadvantage of the acoustic phonon confinement
in a QWR is that it also degrades the mobility and, there-
fore, affects other parameters of the nanodevices. A solution
could be the presence of a magnetic field. In appropriately
designed QWRs or quantum wire-based nanodevices, high
magnetic fields can be locally produced by inserting mag-
netic quantum dots of Fe, Ni, or Co [78].

6. NOISE IN POINT CONTACTS
AND METALLIC NANOBRIDGES

Historically, the first noise measurement in mechanical point
contacts (PC) was done by Hooge and Hoppenbrouwers
[80, 81]. By using shear deformation in liquid helium,

Yanson et al. [82] later fabricated noble metal point con-
tacts with the diameter (d) smaller than the electron mean
free path ((). These are much better than the “needle–
anvil” pressure-type contact. Since d < (, the contacts are
satisfying the condition of ballistic transport regime for
electrons. From the I–V curve nonlinearities, the second
derivatives d2V/dI 2 have been determined which, accord-
ing to Yanson’s [83] point contact spectroscopy method, are
the image of the Eliashberg function (phonon spectrum),
�2F ���. The noise spectra observed in all contacts were 1/f -
like. In the case of silver, no similarity was found between
the Eliashberg function and the energy dependence of the
noise intensity, while for copper there are some similarities
but only for energies larger than the optical phonon energy
(approx. 30 meV). However, in the case of the gold point
contact, there is a good connection between the noise struc-
ture and the Eliashberg function, especially for longitudinal
phonon peaks (see Fig. 1 of Ref. [82]).

The most interesting result found by Yanson and
co-workers [82] is an oscillatory structure in the noise which
is “approximately periodic in eV and independent of d.c.
voltage polarity.” At higher temperature the oscillations are
slightly smeared out, indicative of their spectroscopic origin.
The authors assigned the structure to the coherent phonon
emission, but it was also suggested that Umklapp processes,
among others, could be important.

The role of Umklapp phonons was later clarified in a
paper by Akimenko et al. [84]. To this purpose they have
measured noise, at and below 4.2 K, in point contacts of
metals with different Fermi surfaces. Point contacts with
diameters between 10 and 30 nm have been prepared from
Na, Cu, and Sn. For sodium contacts, the point contact
phonon spectrum and the noise intensity were determined
as a function of energy (eV) in all possible regimes: ballis-
tic regime (both momentum and energy mean free path are
much larger than the diameter), diffusion regime (the elec-
trons are elastically scattered by impurities or defects), and
the thermal regime (the PC properties are bulklike mate-
rial). A very clear phonon spectrum was observed in the bal-
listic regime. At the same time, the noise featured a very well
defined fine structure composed of maxima and minima. In
the diffusion regime, the phonon spectrum is not essentially
modified, while the noise structure is strongly smeared out.
Both the phonon spectrum and the noise structure practi-
cally disappear in the thermal regime. The phonon spectrum
is determined by the energy distribution function, which is
the same in both ballistic and diffusion regimes. This fea-
ture explains why no differences occur between the phonon
spectra in the two regimes. What is essentially different
between the two regimes is the momentum distribution func-
tion. This is the reason behind the fact that strong differ-
ences exist between the noise structure in the two regimes.
Therefore, the noise spectra in PC is determined “by the
momentum distribution function of electrons and thus are
more intimately connected with the electron–phonon scat-
tering dynamics” [84].

By far, the most interesting phenomenon observed in
the ballistic regime is the structure of minima and maxima
in the noise vs. eV . No correlation between this structure
and the differential resistance �dV /dI� in all PCs has been
determined; therefore the structure cannot be associated
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with the resistance change. As before, the noise minima have
been correlated with the phonons having wavevectors close
to the Brillouin zone boundaries for the correlated emis-
sion can explain the deep noise. For sodium and copper,
the noise maxima correlate well with the Umklapp phonons
which assist the transitions between the Fermi surfaces in
the adjacent Brillouin zones.

The noise measurements in nanometric point contacts
evolved as a very fine tool to investigate the transport
properties in materials. Moreover, the results of Akimenko
et al. [84] show that the noise spectra are more sensitive to
the crystallographic anisotropy than the PC phonon spec-
tra because of the strong anisotropy of the nonequilibrium
phonon distribution. This property can be exploited to prop-
erly design low noise nanostructures and nanodevices.

By the means of electron beam lithography and reactive
ion etching, Ralls et al. [85–87] and Holweg et al. [88, 89]
patterned a nanohole in a silicon nitride membrane. Evapo-
rating metal onto both sides of the membrane, a nanobridge
is formed between the two massive electrodes. A sketch of
the nanobridge is presented in the inset of Figure 4. The
metallic nanobridge is the microfabricated equivalent of the
mechanical point contact but its mechanical and electrical
stability is much better. At low temperature, the electron
mean free path (() is much larger than the diameter of the
nanobridge, thus leading to ballistic transport. This is the sit-
uation that was probed by both groups of authors who found
high quality point-contact phonon spectra (Eliashberg func-
tion) in investigated nanobridges. For a constriction with the
radius a, the resistance R can be approximated with the rela-
tion [86]

R = */2a+ 4*(/3�a2 (4)

where * is the resistivity. The first term (Maxwell) domi-
nates the resistance in the diffusive regime, while the second
one (Knudsen) is dominant in the ballistic regime (( � a).

Figure 4. Eliashberg function (phonon spectrum) of a 15 � copper
nanobridge, obtained by point-contact spectroscopy at 4.2 K. The spec-
trum is of high quality for the background signal is almost absent. The
inset shows the schematic of the nanobridge, where a is the diameter of
the nanoconstriction. Reprinted with permission from [85], K. S. Ralls
and R. A. Buhrman, Phys. Rev. Lett. 60, 2434 (1988). © 1988, American
Physical Society.

The last term depends only on the geometry of the constric-
tion because * ∼ 1/(. According to the point-contact spec-
troscopy method [83], the derivative of R vs. applied voltage
signal gives the phonon spectrum dR/dV ∼ �2F ���, where
the terms have their usual meaning. The phonon spectrum
of a copper nanobridge, as determined by Ralls et al. [86], is
shown in Figure 4. One observes that the background signal
is very small and this is the proof that the nanoconstriction
is of good quality.

Ralls et al. [86–88] performed detailed noise investiga-
tions on metallic nanobridges of copper, aluminum, and
palladium with resistance ranging from 1 to 100 �, corre-
sponding to the constriction diameter of (1.7–17) nm. The
temperature dependence of the noise intensity differs from
metal to metal. For instance, at temperatures below 150 K,
sharp peaks in the noise were detected for copper and alu-
minum. They were assigned to “strategically placed defects”
which give Lorentzian noise spectra. Below about 100 K,
extremely rare two-level fluctuators (TLF) were observed
in the Al nanobridge; therefore the noise was very small,
impossible to measure. However, at about 100 K, the noise
increases very sharply, one order of magnitude in about
20 K. In Pd, the metal with the highest melting point, the
noise is almost temperature independent, although a close
look at the data indicates some broad peaks in the noise,
too. The different behavior of noise in the three metals
is attributed to the “strong differences in the distribution
of defect activation energies” [87]. Searching for the con-
stituents, sometimes called fluctuators [90], of the 1/f noise
in metals, Ralls and Buhrman observed time trace noise sig-
nals in very small copper nanobridges at T < 150 K. Usually,
excess noise over the thermal noise was found only at some
temperatures. The authors found that this excess noise is
produced by resistance switching between two discrete lev-
els. The amplitude of this random signal is independent of
temperature and depends linearly on the applied bias, which
points to the genuine resistance fluctuations. The average
time (�) spent in the low or high resistance state is ther-
mally activated: � = �0 exp�E0/kT �, where �0 is the so-called
attempt time and E0 is the activation energy. For differ-
ent fluctuators, the values of �0 were between 10−11 and
10−15 s, clustering around 10−13 s, while the activation ener-
gies ranged from 30 to 300 meV. The attempt time value
of 10−13 s is characteristic for the atomic vibration in solid.
From the amplitude of the resistance fluctuation "R, the
change in the cross section "+ ∼ �d2�"R/R�, where d is
the constriction diameter, ranged from 0.28 to 3.6 Å2, values
of the order of atomic dimensions. Together with the val-
ues of the attempt time, the atomic dimensions of the cross
scattering section point to “the individual atomic motion as
the origin of this noise” [87]. Consequently, in the model
elaborated by Ralls et al. TLF is generated by “reversible
motion of a single defect in the constriction region between
two metastable states” [87]. The above considerations show
that low-frequency noise in nanobridges is not due to defect
diffusion in nanoconstriction.

TLFs were also observed by Holweg et al. [89] in gold
nanobridges. In both copper [86] and gold nanobridges [89],
TLFs manifest at lower temperature and low bias voltages.
At high voltages, many fluctuators are active and, at even
higher voltages, net atomic motion (electromigration) occurs
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in the sample. A consequence of the electromigration is
that the average resistance changes. Different TLFs were
observed in the time trace after such an event [86, 89]. The
overall sample heating is excluded as a source of resistance
fluctuation because of the small background signal observed
in the phonon spectrum. Another reason is the asymmetry
in the fluctuation rate as a function of the voltage polar-
ity, an effect evidenced in both copper [86] and gold [89]
nanobridges. A defect jumping back and forth in a double-
well potential can be a source of two-level discrete resistance
switching. Under the effect of the bias, the activation energy
�E� of the defect is modified,

E = E0 − ,V (5)

where , is the electromigration parameter and V is the volt-
age. It was proved experimentally that for both bias polari-
ties, the defect fluctuation rate increases, supposedly due to
the fact that the temperature of the defect �Td� is higher
than the lattice temperature �T �. Thus, one has to replace
T with Td in the expression of � :

� = �0$exp�E0 − ,V �/kTd& (6)

According to Holweg et al. [89], the local heating of the
defect above lattice temperature is due to the inelastic scat-
tering with the electrons. Under this assumption, a model,
not presented here, was developed by Holweg et al. [89]
which allowed for the calculation of Td. With this expression,
it was found that the relation (6) fits well the experimental
dependence of the fluctuation rate in a gold nanobridge [89]
in both lower and higher states of the resistance.

Ralls et al. [86] followed another way. First, from the
experimental values of �0, E0, and , at low voltages V , the
measured fluctuation time (�) in an aluminum nanobridge
was converted into an effective temperature of the defect
�Td�. Then, a model was elaborated which took into consid-
eration the fact that the defect not only gains energy from
the electrons but it can also lose energy to the lattice. They
have found that the experimental data are well fitted by the
theory for both bias polarities.

The effect of the lattice on the TLFs behavior in
nanobridges, at large biases, was also investigated by Kozub
and Rudin [91]. In this approach, the TLF is described with
the help of the soft double-well potential model. Hence,
the TLF behavior was investigated in terms of the interac-
tion between the potential and the nonequilibrium phonons
emitted by the ballistic (nonequilibrium) electrons. Calcu-
lating the probability for interlevel transition induced by
both phonons �Wph� and the electrons �Wel�, they arrived at
Wph � Wel, which strongly supports the starting hypothesis.
The analytical expression for the temperature of the defect
(TLF) was finally found to fit well the bias dependence of
the TLF relaxation time for aluminum, gold, and copper
nanobridges. An important feature of the model is that it
can explain the asymmetry of the TLF relaxation rate on
bias polarity by the current flow direction-induced asymme-
try in the spatial distribution of the nonequilibrium phonons.
This asymmetry can be very different for normal phonons,
in comparison with the Umklapp phonons.

In the theory of Kozub and Rudin [91], the role
of nonequilibrium phonons is essential because they are

responsible for the activation of TLFs in nanobridges, hence
for noise. Some other observations seem to further support
this hypothesis. For instance, in a silver nanobridge, Holweg
et al. [88] reported that the rms amplitude of the conduc-
tance starts to decrease at a bias voltage of 10 mV, which
corresponds to the transverse-acoustic phonon peak in the
point-contact phonon spectrum. This decreasing behavior
was attributed to the phonon emission by electrons with
excess energy eV . Another possible example is taken from
Ralls and Buhrman [87]. They observed that noise in small
resistance nanobridges—that is, “large” devices—is the same
as in the bulk films deposited in the same manner. Large
deviations occur for nanobridges of high resistance (small
samples). To explain this, it was assumed that more active
fluctuators exist in smaller samples and the cause could be
the surface tension produced by the extremely small radius
of curvature of the nanoconstriction. But a smaller radius
can also lower the melting temperature and the activation
energies for atomic motion in the nanobridge. As a con-
sequence, they assumed that in small copper nanobridges
one could get a maximum in the 1/f noise intensity at a
lower temperature than the one found (500 K) by Eberhard
and Horn [92] for a bulk copper film. Indeed, as Figure 5
shows, for a 7� (c ∼ 6�4 nm) nanobridge, a maximum exists
at 350 K. Speculating about the origin of this peak, and in
connection with the possible relationship (3) between the
noise intensity and the Eliashberg function, we have tried to
connect the maximum in noise with some specific phonon
energies in copper [93]. In Figure 5, curve 1 represents the
Eliashberg function for longitudinal phonons obtained by
deconvolution of the point contact spectrum of Ralls and
Buhrman (Fig. 1 from Ref. [87]) for a 15 � nanobridge.
Its maximum at about 325 K is rather close to the noise
maximum. In a better fit with the noise maximum is an Eli-
ahsberg function (curve 2 in Fig. 5) obtained by Yanson [83]

Figure 5. Comparison between the temperature dependence of the 1/f
noise spectral density (SV ) in a 7 � copper nanobridge and the dif-
ferent Eliashberg functions: 1—from Ralls and Buhrman [85]; 2—from
Yanson [83]. Curve 3 is the bulk phonon spectrum for copper calcu-
lated by Kurpick and Rahman [94]. Reprinted with permission from
[93], M. Mihaila, in “Quantum 1/f Noise and Other Low-Frequency
Fluctuations in Electronic Devices” (P. H. Handel and A. L. Chung,
Eds.), Am. Inst. Phys. Conf. Proc. Vol. 466, p. 48, American Institute
of Physics, New York, 1999. © 1999, American Physical Society.
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at 1.8 K for a Cu point contact of 4 �. It has a maximum at
about 350 K, the better fit most probably due to the fact that
the point-contact resistance is closer to the nanobridge resis-
tance. Also shown in Figure 5 is the bulk phonon spectrum
of Cu calculated in Ref. [94]. The highest peak, correspond-
ing to the longitudinal phonons (30 meV), is located at the
noise maximum.

As for the type of defect causing two-level resistance
fluctuations, Ralls and Buhrman [87] did not get a defi-
nite answer. In any case, a single point defect is ruled out
because there is no reason why interstitials, vacancies, or
impurity atoms would jump between only two metastable
positions. Complex time traces were found and analyzed
by Ralls and Buhrman [85–87] in terms of the interactions
between defects. In fact, they found that defect interaction
dominates the fluctuation dynamics and it is the reason the
system samples all times, which is essential for 1/f noise.
They conclude that there is actually no “independent defect
even in crystalline films with elastic-scattering length of 200
nm” [87]. In this context, Ralls and Buhrman introduced
the concept of “defect glass” as an entity composed of the
defects involved, by their strong interaction, in the genera-
tion of 1/f noise.

At room temperature, in both copper [87] and gold [89]
nanobridges the resistance still switches but the noise spec-
trum changes from a Lorentzian, as it is at low tempera-
ture, to a 1/f -like spectrum. Since the gold constriction is in
the diffusion regime, Holweg et al. [89] calculated, from an
estimation of the diffusive resistance, the 1/f noise param-
eter (�). They obtained � = 5�6 × 10−3, which is well within
the domain found for other physical systems. The authors
consider that this is an additional argument that 1/f noise
is due to the Lorentzian superposition. However, the fre-
quency exponent of their spectrum is about 1.4, a value
slightly outside the usual domain of the 1/f -like frequency
exponent �0�7 < 	 < 1�3� and rather close to the specific
diffusion noise exponent (3/2). A similar situation was pre-
sented by Ralls and Buhrman [87] for a copper nanobridge.
In this case, the spectrum was also 1/f -like, with 	 ≈ 1�3.
It seems that in the presence of TLFs at room tempera-
ture, the frequency exponent is always larger than 1 whereas,
at low temperature, a pure TLF noise signal features a
Lorentzian spectrum, as demonstrated by Holweg et al. [89].
This transition from a Lorentz spectrum to a 1/f -like one
is associated with the activation of many fluctuators. How-
ever, for the same physical system, the frequency exponent
vs. temperature can be larger or smaller than 1, within the
widely accepted values: 0�7 ≤ 	 ≤ 1�3. At higher tempera-
ture, in the presence of TLFs, the frequency exponent tends
to 1 but is consistently larger than 1. It would be interest-
ing to see whether, in the presence of TLFs, the frequency
exponent could be slightly lower than 1.

The first noise measurement in a quantum point contact
(QPC) was done by Li et al. [95]. A 2D electron gas con-
fined at the GaAs/AlGaAs heterointerface was constricted
with two point-type gates (see the insert in Fig. 6). Figure
6 shows that the channel resistance (R) has plateaus which
are close (within 10%) to the theoretical quantized values
(h/2eN , with N = 2, 3, 4, and 5). Below 1 kHz, the current
noise spectrum SI�f � has a 1/f dependence and is described
by the relation SI�f � = A/f + SIO, where SIO is a white

Figure 6. Dependence of the point contact resistance R vs. Vg and of
the parameter A0 vs. Vg . The values of A0 were obtained at three
currents (I = 0�4/ 0�5/ and 0.6 �A) from the fitting relation SI �f � =
A0I

2/f + SIO. The approximate plateaus in R are assigned to the quan-
tized resistance h/2e2N , where N = 2/ 3/ 4, and 5. Device geometry is
shown in the inset. Reprinted with permission from [95], Y. P. Li et al.,
Appl. Phys. Lett. 57, 774 (1990). © 1990, American Physical Society.

noise background. In general, when the gate voltage �Vg�
is fixed, the coefficient A ∼ I�, with � = 2 ± 0�4 for −2�4
V < VG < −1�4 V and current I < 0�6 �A. A new coeffi-
cient A0 = A/I 2 was defined and represented in Figure 6
vs. Vg , for I = 0�4/ 0�5, and 0.6 �A. With some exceptions,
A0 is independent of current, increases as the channel width
goes down (by decreasing Vg�, and features peaks between
the R plateaus. In this case, the 1/f noise is correlated
with the resistance quantization. The authors consider that
1/f noise in the quantum point contact “may result from
some processes which are related to the 1D density of states
in the channel” [95]. The white noise component SIO was
attributed to the trapping and detrapping of the conduction
electrons at the GaAs/AlGaAs interface, its intensity being,
quite unexpectedly, below the full shot noise.

Low-frequency noise spectroscopy has been used to inves-
tigate the kinetics of charge transport in quantum point con-
tacts [96, 97]. Dekker et al. [96] observed that low-frequency
noise characteristics of quantum point contacts vary from
device to device. For instance, in a QPC the noise spectrum
was a Lorentzian, while in another one the spectrum was
1/f -like and “weaker by many orders of magnitude” [96].
Although the spectra are very different, in both QPCs the
normalized spectral density(SV /V 2�, at low temperature (1.4
K), exhibits strong universal quantum size effects. Figure 7
shows that SV /V 2 vs. G, where G is the conductance in units
of 2e2/h, features sharp minima at the quantized conduc-
tance plateaus, where the Fermi energy 1F is between the
bottom energies En of two 1D subbands. The maxima in
noise occur between the plateaus in G, where 1F = En+1.
Attributing the quantum size effects in noise “to fluctua-
tions in the transmission probability for the subband which
is closest to cutoff,” Dekker and co-workers [97] found that
SV /V

2 = 1/G2$3G/31F &
2SEF , where SEF is the spectral den-

sity of the fluctuations of Fermi energy.
The factor $3G/31F &

2/G2 vs. G is shown at the bot-
tom of Figure 7. It is evident that the universality of the
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Figure 7. Relative noise spectral density SV /V
2 vs. conductance (G), at

1.4 K, for two quantum point contacts: QPC1 with 1/f noise spectrum
(values measured at 100 Hz) and QPC2 with Lorentzian spectrum (val-
ues measured on the Lorentzian plateau). Arrows denote upper bounds.
Bottom figure: calculated factor [3G/31F &

2/G2 vs. G. Reprinted with
permission from [96], C. Dekker et al., Phys. Rev. Lett. 66, 2148 (1991).
© 1991, American Physical Society.

quantum size effect in noise comes from the dependence
of SV /V

2 on the 1/G2$3G/31F &
2. The difference between

the two noise spectra resides in the fact that the discrete
resistance switching (RTS noise) was observed in the QPC
featuring a Lorentz noise spectrum. At high temperature
(T > 15 K), the RTS signal disappears and the noise spec-
trum changes its shape from a Lorentzian to a 1/f -like one.
Dekker et al. [96] explained the occurrence of the RTS noise
by the presence of a single electron trap in the immediate
vicinity of the point contact. Random filling and emptying
of the trap modulate the electrostatic confining potential
and thus the conductance of the QPC. In the presence of
a strong external magnetic field, not only did the existing
noise minima sharpen but additional minima were found
[97]. It is an indication that a residual backscattering exists
in the constriction. As in the case of QWRs, the magnetic
field could be a possibility to engineer noise in QPC. The
observation of Dekker et al. [96] that the disappearance
of the RTS noise is accompanied by a transition from a
Lorentz spectrum to a less intense 1/f -like spectrum casts
some doubt on the idea that RTS noise is the fundamental
component of the 1/f noise. The suppression of the RTS
noise at the conductance plateaus has also been investigated
by Timp et al. [98] and Cobden et al. [99, 100] in a one-
dimensional wire (channel) using the same split-gate tech-
nique to constrict a highly conductive 2DEG. They found
that the transition between two adjacent plateaus in the
quantized conductance is accompanied by RTS noise. There
is no RTS noise on the plateaus which signifies that “RTS
is inhibited whenever an integral number of 1D subbands

are occupied” [98]. The absence of the noise on the conduc-
tance plateaus is due to the lack of scattering and this is the
expression “of the insensitivity of the quantized resistance
to the exact microscopic device parameters” [99]. Hence
the quantum constriction “feels” the potential fluctuations
induced by the presence of a defects only when the gate volt-
age value is between two consecutive plateaus. The defect
can be located by modifying the gate voltage as done in Refs.
[98, 100], but its nature is still not clear. Finally, we mention
that some of the issues briefly reviewed here have also been
discussed by Kogan [101].

7. BLINKING QUANTUM DOTS
Quantum dots (QDs) are the analogue of the real atoms
because they have atomiclike energy levels. Often called
“artificial atoms,” they stand as very attractive candidates for
optical memories and high performance zero-dimensional
devices such as optical switches, lasers, etc. At the same
time the silicon single-electron quantum dot transistor oper-
ating at room temperature looks very promising for single-
electron memory [102], while a quantum dot-based sensor
was proposed to measure the magnetic fields at micron scale
[103], to give just a few examples.

However, some of these possible applications could be
affected by the fact that the luminescence of the quan-
tum dots randomly switches between discrete levels. These
are the so-called blinking quantum dots. The effect is the
photoluminescence analog of the electrical RTS noise. This
blinking phenomenon manifests in a variety of QDs realized
from different materials [103–107]. To fully illustrate how a
QD blinks, Figure 8 shows the time trace of the photolu-
minescence of an InP quantum dot as registered by Pistol
et al. [113]. The photoluminescence switching between two
or more states was attributed by Nirmal et al. [104] to QD
photoionization.

Zhang et al. [106] reported the emission intermittences
from II–IV ZnCdSe QDs with a diameter of about 120 Å,
embedded in a ZnSe matrix. The intensity of the emission
lines of the photoluminescence spectra, registered at 40 K
and different time, featured sudden increases and decreases
from run to run. These fluctuations qualified as “on” and,

Figure 8. Discrete levels in the photoluminescence of an InP blinking
quantum dot observed by Pistol et al. [112]. Reprinted with permission
from [112], M.-E. Pistol et al., Phys. Rev. B 59, 10725 (1999). © 1999,
American Physical Society.
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respectively, “off” states “reflect the ionization and neutral-
ization of the QDs” [106]. By decreasing the temperature
the emission time became very long. This observation sug-
gests an explanation in terms of the thermal ionization of
QDs. Ionization, corresponding to the off state, can be pro-
duced either by thermal ionization or Auger scattering. In
a thermal ionization process, the carriers in QDs are ther-
mally excited over the confinement barrier into the matrix,
while in an Auger process, the recombination energy of an
electron–hole pair is transferred to a third particle which is
ejected to the matrix. The reverse processes correspond to
the “on” state. In the model proposed by Efros and Rosen
[109], in the “off” state the luminescence is quenched by
nonradiative Auger recombination, whereas “the durations
of the off periods depends on the ionization rate of the dot
via thermal or Auger autoionization” [109].

Temporal instabilities in both ground and first excited
state luminescence have been observed by Bertram et al.
[107] in a single strain-induced quantum dot realized in
a GaAs/(AlGa)As material system. The photoluminescence
spectra were extracted at 6.9 K. When registered at a given
time, the ground state line was dominant, while after a few
seconds, the spectral line of the first excited state took over.
The effect was called two color blinking (TCB). The TCB
appeared “as beating of the luminescence intensity between
the ground and the excited state” [107]. No physical expla-
nation was possible for this phenomenon. Aoki et al. [108]
observed that macroscopic InGaAs clusters blink even at
room temperature. The lifetimes spent by the blinking signal
in both on and the off states superlinearly decreased when
the excitation intensity went down. This is clear evidence
that RTS noise is a many-carrier effect generated by a pho-
toassisted process, not by a thermal one. It was suggested
that the off state could be caused by nonradiative centers
such as dislocations located in the InAlAs cluster. Only one
from 100–1000 clusters shows RTS noise. Because the esti-
mated average density of dislocations in a cluster was one,
it resulted that not all dislocations generated RTS. Another
possibility would be to have more than one dislocation in
a cluster. It might be of some relevance for the above con-
siderations to mention that burst noise, the equivalent of
the RTS noise in larger devices, was quantitatively corre-
lated with the presence of the dislocation clusters in the p–n
junctions [110, 111].

Detailed investigations on the photoluminescence RTS
noise in InP quantum dots were performed by Pistol et al.
[112, 113]. The samples were grown on a InGaP barrier,
which was lattice-matched to a GaAs substrate. The QDs
were fully strained for they have been capped with a 300 nm
InGaP layer. The dots were excited at 7 K with the 488 nm
line of an Ar+ laser or the 532 line of a YAG laser [112,
113]. Under these excitations, the QDs continuously emit-
ted light. However, in some of them the intensity switches
between two discrete levels [112] (see Fig. 8). One hundred
of more than 100,000 dots exhibited RTS noise in the emis-
sion intensity. Quantum dot switching between three or even
four levels have been found too [113]. Since no switching
was observed at zero excitation power, it was concluded that
the mechanism is induced by the excitation light. In the
on state, the emission intensity vs. excitation power density
is linear, while the switching rates scale superlinearly with

the power density. Hence, multiple particles are involved in
the switching. For power excitation of about 50 W/cm2, the
RTS disappears and the dot irreversibly remains in the on
state even at reduced excitation power. The switching rates
increase with both excitation power and temperature.

The results of Pistol et al. [112] for the emission spec-
tra of a quantum dot in the on state and the off state, at
different excitation power densities, are shown in Figure 9.
As can be seen, the spectra are similar in both on and off
state and there is no line energy shift. State filling is visi-
ble in the off state. Pistol et al. [112] observed that if the
carriers are generated only in the dot and not in the bar-
rier, RTS is still active; therefore the mechanism involved
seems to be the modulation of the radiative recombina-
tion instead of the modulation of the carrier capture in
the dot. Another interesting observation of Pistol [113] is
that in the off state the emission lines are slightly “thiny”
than in the on state, which is the signature of a lower elec-
tron concentration in the dot when in the off state. The
most probable candidate to explain the effect is a compet-
ing nonradiative channel associated with a native defect in
the neighborhood of the dot. The ways the dot “communi-
cates” with the defect can be different. For instance, electric-
field-assisted ionization of the dot due to a nearby charged
defect is excluded because, under the influence of an elec-
tric field, no Stark shift was found in the case of a switching
dot. The defect involved in the RTS noise has to be mobile;
otherwise switching turn off under strong illumination con-
ditions cannot be explained. A defect activated via phonon

Figure 9. Photoluminescence spectra of a switching InP quantum dot
registered by Pistol et al. [112] for different excitation power densities
(P = 0�5 W/cm2). Full lines correspond to the on state and dashed
lines correspond to the off state. Reprinted with permission from [112],
M.-E. Pistol et al., Phys. Rev. B 59, 10725 (1999). © 1999, American
Physical Society.
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emission (phonon-kick model) seems to fulfill this condition.
Phonons could be generated by carrier relaxation in the dot
[112]. Phonon-assisted recombination at the defect-induced
deep levels would be another possibility [113]. Although the
attempt of Pistol [113] to observe emitted infrared radiation
failed, Sugisaki et al. [114] found that the blinking rate of
a InP QD is sensitive to infrared radiation. In addition to a
band-to-band excitation (Ar-ion laser), Sugisaki et al. [114]
irradiated the dot with a near-infrared laser (Ti–sapphire)
and observed that the switching rate is very sensitive to an
infrared energy threshold of 1.5 eV. In addition, new blink-
ing dots were triggered when the surface was intentionally
scratched by a needle. They concluded that “deep defect lev-
els with an excitation threshold energy of 1.5 eV” [114] are
involved in the generation of InP QDs photoluminescence
RTS noise. We mention that the phonon-activated defect
model to explain RTS noise in QDs shows close resemblance
to the model proposed by Kozub and Rudin [91] for the
RTS noise in metallic nanobridges.

Also, fluorescence of 27 Å radius (ZnS overcoated) CdSe
QDs fluctuates between two distinct levels [115]. Neither the
quantum jump model nor the Auger ionization model are
able to explain experimental facts [115]. Instead, an expo-
nential distribution of traps within the semiconductor gap
reasonably accounts for the probability distribution of the
off state. However, for the on state this model fails to give an
adequate answer. This is one of the reasons the “observed
blinking kinetics is inconsistent with any static model and
instead requires fluctuations in the QD environment” [115].

Genuine electrical RTS noise was observed by Peters
et al. [116] in a silicon quantum dot of about 35 nm radius,
placed in the channel of a deep submicron MOSFET.
At liquid helium temperature and around the threshold,
roughly equidistant peaks occurred in the conductance vs.
gate voltage (Vg) dependence. These Coulomb blockade
oscillations are the signature of a quantum dot in the chan-
nel. Keeping the drain current constant and sweeping the
gate voltage (Vg�, Peters et al. [116] observed that the drain
voltage (VD� switches between two or more Coulomb oscil-
lation curves. Maxima and minima were observed in the
dependence of the amplitude of this RTS noise vs. gate volt-
age. The minima occur at the points where the two Coulomb
curves cross each other. To provide an explanation for this
result, the authors consider that the shift of the Coulomb
curves is due to a single fluctuator which produces a fixed
fluctuation, "7, of the dot potential 7, and, consequently,
fluctuations "G in the dot conductance G. Finally, "G ∼
3G/3VG; hence minima in "G should occur where the con-
ductance is zero. This is in good agreement with what has
been experimentally found.

However, RTS noise manifested only in some “specific
gate-voltage ranges.” Outside these voltage intervals, the
noise was weaker and featured a 1/f -like spectrum. In the
ohmic region, it is a resistance fluctuation effect because
its intensity has a quadratic dependence on drain current.
The dependence of both normalized drain voltage noise
fSVD/V

2
D and VD on gate voltage is shown in Figure 10a

and b, respectively. The period of the noise variation is half
that of the Coulomb oscillations. The noise is strongly sup-
pressed at the conductance peaks and valleys. To explain
this behavior, Peters et al. resorted again to the idea of

Figure 10. Coulomb oscillations in the drain voltage vs. gate voltage
(a) and dependence of fSVD/V

2
D vs. gate voltage (b) at two frequencies;

the measurements were done at T = 1�9 K and ID = 6 nA; the factor
�1/VD�

2�3VD/3VG�
2 (times a constant) is presented with the full line.

Reprinted with permission from [116], M. G. Peters et al., J. Appl. Phys.
86, 1523 (1999). © 1999, American Physical Society.

a “uniformly fluctuating potential created by a fixed dis-
tribution of fluctuators” [116]. Under this assumption, the
drain spectrum SVD is directly connected to the gate volt-
age fluctuation SVg8 SVD = �3VD/3VG�

2SVg . Finally, the
relative drain noise intensity fSVD/V

2
D is described by the

factor �1/VD�
2�3VD/3VG�

2, which is determined from time-
averaged characteristics (Fig. 10a). The authors concluded
that if noise is considered “as a result of a complex super-
position of an ensemble of fluctuators” its behavior can be
described by a model which relies on time-averaged transport
properties.

In summary, low-frequency noise phenomena in small
dimensional systems such as nanotriodes, MOS transistors,
single electron transistors, quantum wires, quantum dots,
and nanomaterials such as nanocrystalline gold and carbon
nanotubes were briefly presented. 1/f noise and RTS noise
are the dominating noise phenomena in nanodevices and
nanomaterials. However, in nanostructures and nanodevices
they could manifest in an unpredictable way, hence the dif-
ficulty to control. Small dimensional systems seem to be
very noisy while, on the other hand, there is much infor-
mation in the low-frequency noise. If properly interpreted,
the noise can be an invaluable tool to investigate nano-
materials and nanoscaled solid-state devices. Low-frequency
noise proves to be a noninvasive, inexpensive, very sensitive,
subtle, and fundamental tool to characterize nanomaterials
and nanostructures.

On the other side, some passages in this work brought
some arguments that nanoscience could answer some
longstanding questions in the field of low-frequency noise.
Some of them such as topology of the 1/f noise sources
were in passing discussed in the light of the new phenom-
ena observed in carbon nanotubes. Surface anharmonicity
was proposed as a fundamental ingredient in the generation
of 1/f noise in carbon nanotubes. Through the noise mea-
surements, the nanoscience and nanotechnology are already



664 Low-Frequency Noise in Nanomaterials and Nanostructures

paying a great tribute to the science from which they were
born. And all these seem to be only the beginning. Much
more is within reach.

GLOSSARY
Generation-recombination noise (g-r noise) Fluctuations
originating from the processes of generation and recombi-
nation in semiconductors.
Noise spectrum Frequency distribution function of a ran-
dom signal.
1/f noise Fluctuations with a spectrum inversely propor-
tional to the frequency (f).
Random telegraph signal (RTS) noise Fluctuation mim-
icking telegraph signal and consisting of random transitions
between two or more discrete levels.
Shot noise Fluctuations orginating from the granular
structure of the electrical charge.
Thermal noise Fluctuations orginating from the random
discontinuities in the motion (Brownian, m.n.) of the car-
riers due to their collisions with the atoms (R. E. Burgess,
British J. Appl. Phys. 6, 185 (1955).
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1. INTRODUCTION
Nearly half a century ago, on December 29, 1959, Richard
P. Feynman gave a visionary talk at the annual meeting of
the American Physical Society, entitled There is Plenty of
Room at the Bottom �1�. It was an invitation to enter a new
field of physics, the problem of manipulating and control-
ling things on a very small scale, the nanoscale. Feynman
was not afraid to consider the final question as to whether,
ultimately—in the great future—we can arrange the atoms the
way we want, the very atoms, all the way down! What would
happen if we could arrange the atoms one by one the way we
want them� � �The principles of physics do not speak against
the possibility of maneuvring things atom by atom. It is not an
attempt to violate any laws, it is something, in principle, that
can be done, but, in practice, it has not been done because we
are too big� � �

When we get to the very, very small world—circuits of seven
atoms—we have a lot of new things that would happen that
represent completely new opportunities for design. Atoms on
a small scale behave like nothing on a large scale, for they
satisfy the laws of quantum mechanics. So, as we go down and
fiddle around with the atoms down there, we are working with
different laws, and we can expect to do different things. We can
manufacture in different ways. We can use, not just circuits,
but some system involving the quantized energy levels, or the

interactions of quantized spins, etc� � � At the atomic level, we
have new kinds of forces and new kinds of possibilities, new
kind of effects� � �

But it is interesting that it would be, in principle, possible
for a physicist to synthesize any chemical substance that the
chemist writes down. Give the orders and the physicist synthe-
sizes it. How? Put the atoms down where the chemist says,
and so you make the substance. The problems of chemistry
and biology can be greatly helped if our ability to see what we
are doing, and to do things on an atomic level, is ultimately
developed—a development which cannot be avoided.
In 1981 the vision of Feynman became closer to real-

ity with the invention of the scanning tunneling microscope
(STM) by G. Binnig, H. Rohrer, Ch. Gerber, and E. Weibel
[2, 3]. They describe their invention as follows [3]. The prin-
ciple of the STM is straightforward. It consists essentially in
scanning a metal tip over a the surface at constant tunnel cur-
rent as shown in Figure 1. The displacements of the metal
tip given by the voltages applied to the piezodrives then yield
a topographic picture of the surface. The very high resolution
of the STM rests on the exponential dependence of the tunnel
current on the distance between the two tunnel electrodes, i.e.,
the metal tip and the scanned surface.
Subsequently the STM and its numerous descendents

have become the natural tool for investigations on the
atomic scale. This instrument has allowed us to perceive
individual atoms on surfaces and it was realized that the
tip of the STM is a very versatile instrument, not only for
imaging, but also for manipulation of individual atoms.
The first experiment to show a stunning realization of

the atom-by-atom construction of artificial, man-made nano-
structures in the spirit of Feynman was performed in 1990
by D. M. Eigler and E. K. Schweizer [4]. Using a scanning
tunneling microscope operated at a temperature of 4 K, they
were able to position Xe atoms on a single-crystal Ni sur-
face with atomic-scale precision. This capability allowed the
authors to fabricate structures of their own design, a linear
cluster of 7 Xe atoms and the letters IBM consisting of 35
Xe atoms, atom by atom.
The last sentence in their publication The prospect of

atomic scale logic circuits is a little less remote indicated
the research direction which led to the realization of an
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Figure 1. Principle of operation of the scanning tunneling microscope.
(Schematic: distances and sizes are not to scale.) The piezodrives Px and
Py scan the metal tipM over the surface. The control unit (CU) applies
the appropriate voltage Vp to the piezodrive Pz for constant tunnel
current JT at constant tunnel voltage VT . The broken line indicates the
z displacement in a y scan at (A) a surface step and (B) a contamination
spot, C, with lower work function. Reprinted with permission from [3],
G. Binnig et al., Phys. Rev. Lett. 49, 57 (1982). ©1982, American Physical
Society.

atomic switch realized with the STM [5] just one year later.
The authors report the operation of a bistable switch which
derives its function from the motion of a single Xe atom
which is moved by applying a voltage pulse of the appro-
priate sign reversibly between two stable positions on the
STM tip and on a Ni surface. The state of the switch was
identified by measuring the conductance across the leads.
Most recently, A. J. Heinrich et al. [6] made a break-

through in realizing atomic-scale circuits: nanometer-scale
computation by cascades of molecular motion. They present
a scheme in which all of the devices and interconnects
required for the one-time computation of an arbitrary logic
function are implemented by atomically precise arrange-
ments of CO molecules bound to a Cu(111) surface. The
motion of one molecule causes a nearby molecule to hop
to a new site, which in turn moves another molecule in a
cascade of motion similar to a row of toppling dominoes.
They used a low-temperature STM to assemble and demon-
strate a three-input sorter that uses several AND gates and
OR gates. The most exciting feature of these molecular cas-
cades is their size: a three-input sorter implemented in next
generation CMOS technology requires an area of 53 m2,
while the cascade implementation uses only 200 nm2, an
area 260,000 times smaller.
Feynman’s dream of put the atoms down where the chemist

says, and so you make the substance has also been realized
very recently. Hla et al. [7] write in their abstract: All elemen-
tary steps of a chemical reaction have been successfully induced
on individual molecules with an STM in a controlled step-by-
step manner utilizing a variety of manipulation techniques. The
reaction steps involve the separation of iodine from iodoben-
zene by using tunneling electrons, bringing together two resul-
tant phenyls mechanically by lateral manipulation and, finally,
their chemical association to form a biphenyl molecule medi-
ated by excitation with tunneling electrons. The procedures pre-
sented here constitute an important step towards the assembly

of individual molecules out of simple building blocks in-situ on
the atomic scale.
These few prominent examples from the nanoscale

research laboratory set the scene for the present chapter. We
have chosen to review recent advances in low-temperature
scanning tunneling spectroscopy and microscopy of atoms,
molecules, supermolecules, clusters, and islands on mostly
metallic surfaces which have provided new opportunities
for investigating locally and individually the geometric, elec-
tronic, optical, and magnetic properties of nanostructures on
surfaces, created by manipulation with the STM tip (artificial
nanostructures) or by self-assembly (diffusion and growth).
The emphasis is on the discovery of new phenomena char-
acteristic for the nano- and subnanometer scale. This choice
was motivated by the fascination emerging from different
aspects of local spectroscopies and microscopies documented
by recent research highlights, the observation of, for exam-
ple, light emission from single molecules and clusters [8–12],
surface electron standing wave patterns at steps, quantum
corrals, islands, and impurities [13–23], the Kondo effect of
single magnetic adatoms and clusters [24–26], the quantum
mirage [26], the observation of the Abrikosov flux lattice and
the density of states near and inside a fluxoid [27–29], the
local pair-breaking effects of magnetic impurities on super-
conductivity [30], the effect of individual impurity atoms on
the superconductivity in a high-temperature superconduc-
tor [31], self-assembly phenomena of adsorbed molecules
forming supramolecular structures [32–37], the formation
of surface-supported supramolecular structures whose size
and aggregation patterns are controlled by tuning the non-
covalent interactions between individual adsorbed molecules
[38], insulators at the ultrathin limit [39], spin-resolved tun-
neling determining magnetic properties of nanostructures
[40–43], single-molecule vibrational spectroscopy [44], single-
bond formation with an STM [45], chemical reactions on
the nanoscale [7], manipulation of single atoms, molecules
and clusters on surfaces including lateral movement, verti-
cal transfer, and dissociation [4, 33, 46–57], nanometer-scale
computation by cascades of molecular motion [6]. The cited
examples clearly demonstrate that we are now able to con-
struct, to image, to characterize, and, to some extent, to func-
tionalize artificial man-made nanoscale objects.
These and related achievements with other scanning

probe methods, for example, the atomic force microscope
(AFM) [58], made it possible to give a definition for the
emerging field of nanotechnology [59]. Nanotechnology is
the creation and utilization of materials, devices, and systems
through control of matter on the nanometer-length scale, that
is at the level of atoms, molecules, and supramolecular struc-
tures. The essence of nanotechnology is the ability to work
at these levels to generate larger structures with fundamentally
new molecular organisations. These nanostructures, made with
building blocks understood from first principles are the smallest
human-made objects, and they exhibit novel physical, chem-
ical, and biological properties and phenomena. The aim of
nanotechnology is to learn to exploit these properties and effi-
ciently manufacture and employ the structures.
As STM and STS have now become mature research

tools for the nanoworld, there exist already a selection of
books and review articles in the literature, treating both
technical aspects and scientific subjects [60–70]. Especially
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the proceedings of the series of International Conferences
on Scanning Tunneling Microscopy/Spectroscopy and Related
Techniques, which were organized in Santiago de Com-
postela (Spain) in 1986, Oxnard (USA) in 1987, Oxford
(UK) in 1988, Oarai (Japan) in 1989, Baltimore (USA) in
1990, Interlaken (Switzerland) in 1991, Beijing (China) in
1993, Snow Mass Valley (USA) in 1995, Hamburg (Ger-
many) in 1997, Seoul (South Korea) in 1999, Vancouver
(Canada) in 2001 give an excellent account on the progress
made in the field. The interested reader will find a wealth
of valuable information in these publications which provide
a good starting point to enter the field.
The present chapter is organized as follows. In Section 2,

typical state-of-the-art setups of a low-temperature STM in
ultrahigh vacuum and the different modes for scanning tun-
neling microscopy and spectroscopy including electrons and
photons as probes are outlined. Subsequently, in Section 3,
results on single, supported atoms concerning the Kondo
effect are presented. In Section 4, the lifetime of surface
state electrons is addressed and standing wave phenomena
due to the scattering of surface state electrons at islands,
steps, corrals, and other quantum well structures on the
(111) surfaces of noble metals are reviewed. Section 5 deals
with adsorbed molecules and two-dimensional supramolec-
ular self-assembly. Section 6 summarizes the knowledge
obtained on individual molecular and metal clusters. Sec-
tion 7 discusses the dielectric and magnetic properties of
nanostructures, with a brief account on vortices of magnetic
flux lattices in classic and high-temperature superconduc-
tors. Finally, Section 8 presents a short summary and an
outlook for the field.

2. EXPERIMENTAL
At low temperatures, due to the reduced broadening of the
Fermi level of the STM tip and the sample, an energy res-
olution from the meV down to the eV range in scanning
tunneling spectroscopy (STS) is achievable. Moreover, the
absence of surface diffusion together with the spatial resolu-
tion of the STM enables detailed studies of electronic states
on and near single adsorbed atoms, molecules, clusters, and
other nanoscale structures [69].
Typical low-temperature ultrahigh-vacuum (UHV) STMs

[4, 25, 41, 71–86] operate at a pressure of 10−11 mbar and
employ temperatures down to 4 K and 1.3 K. In some of
these low-temperature STMs, magnetic fields are applied
in the tip-sample region [85–87] and, in addition, lumines-
cence measurements are carried out [87]. More recently, a
few new instrumental developments towards the millikelvin
range using a dilution refrigerator [88] or a 3He refrigerator
[6, 89, 90] with magnetic fields up to 7 and 11 Tesla in the
tunnel junction have been reported. As STM tip material,
usually, electrochemically etched W, Pt, or Ir tips were pre-
pared in UHV by heating and rare-gas ion bombardment.
Information of the local density of states (LDOS) [91]

is generally obtained by measuring the differential conduc-
tance dI/dV versus the sample bias voltage V performed
under open feedback loop conditions with lock-in detec-
tion; see, for example, [13]. Constant-current topographs
very close to the Fermi level have been shown to corre-
spond to the LDOS of the sample surface[13]. Moreover,

simultaneously spectroscopic (dI/dV ) and constant-current
images are acquired [26]. For recording spectra on, for
example, semiconductors or ultrathin insulators, over wide
voltage intervals, the tip-sample separation is varied contin-
uously during the voltage sweep in different modes, (i) by a
linear ramp [92], (ii) by keeping constant either the tunnel
current or (iii) the tunnel resistance. In these modes, band
onsets naturally appear as peaks [93, 94].
The tip-surface region of an STM emits light when the

energy of the tunneling electrons is sufficient to excite lumi-
nescent processes [95]. Photons emitted from the tunneling
gap are collected by a lens [8, 10] or a parabolic mirror
[9] and transmitted through a sapphire viewport. Outside
the vacuum chamber these photons are refocused onto an
optical fiber leading to a cooled multi-alkali photomultiplier
which is operated in a pulse counting mode. The count-rate
is recorded by the STM electronics quasi-simultaneously
with the acquisition of constant-current topographs for each
image pixel [8, 11]. For spectroscopic measurements the
light is focused outside the vacuum chamber onto the slit of
a UV/visible-grating spectrograph and detected with a liquid
nitrogen cooled CCD camera [9, 11, 96, 97].

3. MAGNETIC ADATOMS
The STM has been used to perform local spectroscopy with
atomic-scale resolution in a study of Fe atoms on a clean
Pt(111) surface [98]. Resonances of 0.5 eV width were found
in the adatom local density of states above the Fermi level.
Characteristic circular standing wave patterns around sin-
gle adatoms have been detected in spatially resolved spec-
troscopic STM images [13, 14, 16, 18, 99]. Recently the
local pair-breaking effects of a single magnetic adatom on a
classical superconductor have been observed with scanning
tunneling spectroscopy [30]. In what follows, the effects of
magnetic and nonmagnetic adatoms on the LDOS of noble
metal surfaces are reviewed. In particular, a depletion of the
LDOS near the Fermi energy, which occurs for magnetic
adatoms only, is interpreted in terms of Kondo scattering.
The interaction of a single magnetic impurity with the

conduction electrons of its nonmagnetic metallic host gives
rise to unconventional phenomena in magnetism, trans-
port properties, and the specific heat. As the temperature
approaches T = 0 K, the local moment is gradually screened
by the conduction electrons of the metal host and a many-
body nonmagnetic singlet ground state is formed close to the
Fermi energy. These low-energy excitations with a charac-
teristic width of � = kTK (TK is the Kondo temperature and
k the Boltzmann constant) are known as Abrikosov–Suhl
[101, 102] or Kondo resonance [103–108]. High-resolution
photoelectron spectroscopy (PES) provided direct experi-
mental evidence of such a resonance [109–111]. However, a
direct observation of the Kondo effect from a single mag-
netic impurity on an atomic length scale was achieved only
recently in STM and STS experiments [24–26].
In the first experiment, magnetic Ce adatoms on a single-

crystal Ag(111) surface were chosen to represent a typical
Kondo system [24, 107, 110, 111]. Isolated Ce atoms and, for
comparison, isolated Ag atoms on Ag(111) were deposited
by evaporation from a tungsten filament onto the Ag sub-
strate at T = 5 K. The adatoms appear as protrusions with
≈0�9 Å and ≈1�2 Å height for Ag and Ce, respectively,
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with typical widths of ≈15 Å in constant-current topographs
taken at a tunneling resistance of a few hundred M�.
Figure 2b displays a dI/dV tunneling spectrum measured
on top of an isolated Ce adatom. A depression is observed
in dI/dV around the Fermi energy. When the tip is moved
laterally, the typical spectrum of the Ag(111) surface state
onset (for Au(111) and Cu(111) see [13, 113, 114]) at E �
−70 meV reappears (Fig. 2e) [19, 115]. At intermediate dis-
tances (Fig. 2c,d) the surface state edge broadens reflecting
a decreased hot-hole lifetime due to scattering of surface
state electrons at the impurity [134]. The weak spectral fea-
tures above the onset of the surface state are due to standing
wave patterns caused by scattering at the adatoms [15, 19,
99]. These energy-resolved Friedel oscillations [114] are also
visible in space [13–16] as weak circular waves around the
adatoms (see Section 4).
The tunneling spectra of a single adsorbed Ag atom

(Fig. 2a) are featureless throughout the range from
−200 mV to 200 mV which is attributed to quenching of
the Ag(111) surface state [19]. These data indicate that the
dip near the Fermi energy EF is indeed characteristic of the
magnetic Ce adatom.
The authors of [24] offered an explanation for the exis-

tence of an antiresonance in the tunneling spectra as
opposed to the resonance predicted by theory [116] and
measured by photoemission for similar systems [111, 117].
The probing of a localized state immersed in a continuum
by the tunneling microscope resembles the spectroscopy of a
discrete autoionized state, treated by Fano [118]. When the
transition matrix element for the localized state approaches
zero, the autoionization spectrum shows an antiresonanceas
a consequence of the interference effects at the site with the
localized state. At the usual tip-surface distances, the STM is
known to probe sp wave functions rather than the confined
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Figure 2. dI/dV spectra on (a) a single Ag adatom and (b)–(e) on and
near a single Ce adatom at T = 5 K. The lateral distance between the
tip position and the center of the adatom is indicated. Before opening
the feedback loop the tunnel parameters were V = 200 mV, I = 0�1 nA.
Reprinted with permission from [24], J. Li et al., Phys. Rev. Lett. 80,
2893 (1998). ©1998, American Physical Society.

4f core-levels [119]. Thus, the dI/dV spectrum should show
an antiresonance instead of a f -spectral peak as observed
experimentally. By approximating the Fano dip shape by
the inverse non-crossing-approximation (NCA) [117, 120]
resonance [24], the lineshape in Figure 3 (solid curve) is
obtained, in agreement with the experimental observations
(dots). The width of the Kondo antiresonance obtained from
the NCA calculation for the single isolated Ce impurity on
Ag(111) (Fig. 3 (solid curve)) is � = kTK = 25(5) meV
yielding a Kondo temperature of TK = 290(50) K which is
considerably lower than the value of 1000 K found for bulk
�-Ce [107, 111]. This result is consistent with the expected
decrease in hybridization with decreasing Ce coordination.
These findings and the interpretation within the Fano pic-

ture have been corroborated by related STS observations of
Co atoms on Au(111) [25, 121] (see Figs. 4 and 5) and on
Cu(111) [26]. Recent experiments [122] on Co adatoms on
Cu(111) and Cu(100) have detected a scaling of the Kondo
temperature with the host electron density at the magnetic
impurity. Furthermore, a quantitative analysis of the tunnel-
ing spectra revealed that the Kondo resonance is dominated
by the volume density of states. The same group observed
the scattering phase shift of isolated Co impurities at the
surfaces of Ag(111) [123].
A disappearance of the Kondo resonance for atomically

fabricated Co dimers (i.e., by manipulation with the STM
tip) on Au(111) has been reported and was explained as the
result of reduced exchange coupling between Au conduction
electrons and ferromagnetic cobalt dimers [124]. Recently,
this group investigated the temperature-dependent elec-
tronic structure of isolated Ti atoms on Ag(100) [125].
They find that the Kondo resonance is strongly broadened
when the temperature is increased, confirming the role of
electron-electron scattering as the main thermal broadening
mechanism.
The interaction of magnetic impurities with electrons con-

fined in one dimension has been studied recently by spatially
resolving the local electronic density of states of small Co
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Figure 3. dI/dV spectra of a Ce impurity on Ag(111) for an energy
range around the Fermi level. Squares: measurement (V = 100 mV,
I = 0�1 nA before opening the feedback loop). Solid line: calculation
using the Anderson single impurity model (see text). Reprinted with
permission from [24], J. Li et al., Phys. Rev. Lett. 80, 2893 (1998). ©1998,
American Physical Society.
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Figure 4. dI/dV of a Co impurity on Au(111) and over the nearby
bare Au surface for an energy range around the Fermi level. Dashed
line: fit to the data with a modified Fano theory. Reprinted with per-
mission from [25], V. Madhavan et al., Science 280, 569 (1998). ©1998,
American Association for the Advancement of Science.

clusters on metallic single-walled nanotubes. The spectro-
scopic measurements performed on and near these clusters
exhibit a narrow peak near the Fermi level which had been
identified as a Kondo resonance [126].
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Figure 5. A series of dI/dV spectra with the tip held at various lateral
spacings from the center of a single Co atom on Au(111). Reprinted
with permission from [25], V. Madhavan et al., Science 280, 569 (1998).
©1998, American Association for the Advancement of Science.

Evidence for an orbital Kondo resonance on a transition-
metal surface has been reported recently on an atomically
clean Cr(001) surface. STS revealed a narrow resonance
26 meV above the Fermi level which was attributed to the
manifestation of an orbital Kondo resonance formed by two
degenerate dx� z, dy� z surface states [127].
A Fano lineshape has been also obtained in recent theo-

retical treatments of the Kondo effect of a single magnetic
adatom [128–131]. A beautiful experiment of a “quantum
mirage” has been performed recently, where the Kondo res-
onance is seen in both foci of an ellipitical quantum corral
while the magnetic Co adatom is placed only at one focal
position [26]. Evidently, detection and spectroscopy of indi-
vidual magnetic adatoms open new perspectives for probing
magnetic nanostructures.
The controlled modification of the electronic structure of

a single Mn adsorbate placed within a geometrical array
of adatoms on Ag(111) added a new aspect to the spec-
troscopy of single adatoms [22]. The spectral changes result
from coupling between the adsorbate level and surface elec-
tronic states of the substrate. The surface state electrons
are scattered coherently within the adatom array, influenc-
ing the local electronic structure of the single adatom within
the array. The dimension and geometry of the adatom array
provide a degree of control over the induced changes.

4. SURFACE STATES

4.1. Lifetimes

Noble-metal surface states have been the focus of substan-
tial experimental and theoretical attention [13–16, 18, 19,
99, 114, 132, 135–143]. Accurate values are known for their
binding energies, effective masses, and Fermi wavevectors,
including the temperature dependence and their response to
various changes in surface conditions [144]. Overall, there
is good agreement of theoretical predictions with exper-
imental results, mainly with angle-resolved photoemission
spectroscopy (ARPES). However, measured values of the
ARPES linewidth � of a surface state hole [145] which is
linked to its lifetime � = h/� , despite prolonged investiga-
tion by ARPES [115, 146–148], deviated significantly from
theoretical predictions. Surface imperfections have been
invoked to explain the failure in observing theoretically pre-
dicted linewidths [144, 146, 148]. In the case of Ag(111),
the experimental linewidth surpassed theoretical values by
∼300%.
STM with its ability to characterize surface topology

and to identify minute amounts of contamination is ide-
ally suited to address this issue. Defect-free surface areas
can be selected for experimentation to avoid scattering from
defects. Spectroscopy of the differential tunneling conduc-
tance dI/dV versus the sample voltage V , which is related
to the local density of states above the surface [91, 119],
can be used to probe the surface state on Ag(111). In typi-
cal conductance spectra (dI/dV ) measured at low temper-
atures, the surface state gives rise to a sharp rise in the
conductance near −70 meV which reflects the onset of tun-
neling from the surface state band. In the experiments, the
overall slope of the spectra varies to some extent. The vari-
ations are presumably caused by differences in tip structure



672 Low-Temperature Scanning Tunneling Microscopy

or chemical composition. In more detailed measurements
the width of the onset denoted � is resolved. This width
reflects the lifetime of the surface state hole left behind by
a tunneling electron [134].
An alternative approach to measuring lifetimes, first indi-

cated by Hasegawa and Avouris [14], is to analyze the spatial
decay of electron standing wave patterns near defects [150].
An analytical relation between the experimental width �

and the ARPES linewidth � = 2�, where � is the imaginary
part of the electron self-energy, is obtained, using approxi-
mations which have shown to be very acceptable in the con-
text of surface state spectroscopy [13, 16, 18, 19, 99, 132].
The surface state is modeled by a two-dimensional electron
gas with effective mass m∗ and binding energy ES . Lifetime
effects are included via a constant self-energy �. The density
of states at the surface, n!E", then is [151]

n!E" = NB +m∗�% − &!E − ES"�/2%
2 (1)

where

cos&!E" = E/
√
E2 + �2 (2)

NB represents a constant background of bulk states at the
surface.
A simple expression for the tunneling current can be used

if the tip is electronically featureless, the coupling between
the tip and the sample is weak, and the energy and momen-
tum dependence of the tunneling matrix elements can be
neglected. This yields

I!V " = C
∫ �

−�
n!( + V " �f !("− f !( + V "� d( (3)

where C is a constant and f the Fermi function. From
Eq. (3), the differential conductance is

dI

dV
= CNB + Cm∗

2%2

∫ �

−�
�

E2 + �2
f !E − V + ES" dE (4)

Equation (4) describes a sharp increase near ES , with a
width determined by � as observed experimentally. A Som-
merfeld expansion of Eq. (4)—which is reasonable since in
the experiment at 5 K thermal broadening of the Fermi edge
is small compared to �— yields

� 	 %�
[
1+O !T /�"2

]
(5)

Equation (5) shows that the self-energy can be directly
obtained from the experimental width of the onset �. Ther-
mal broadening can safely be neglected. More detailed cal-
culations outlined below corroborate this result although the
factor % is slightly modified to 	0�9% in the case of Ag(111).
This smaller value results from the part of the electronic
wavefunction in the tunneling barrier region where � = 0.
For more realistic calculations of the conductance,

multiple-scattering techniques were employed to obtain the
sample Green function [152]. Lifetime effects were taken
into account via an imaginary self-energy which is constant
and restricted to the sample. For a tip modelled by a single
atom, using a 4-eV optical potential to give a realistic spec-
tral density [153], conductance spectra are obtained within

the many-body tunnelling theory of Zawadowski and Appel-
baum and Brinkman [154]. � affects the broadening of the
onset of the surface state band. In addition, one observes
that � also modifies the relative contribution of the surface
state to the conductance above the onset. A comparison of
low-temperature STM spectra with these calculations leads
to an estimated imaginary self-energy of � ∼ 5 meV. For this
value there is, in addition, an approximate agreement of the
relative contribution of the surface state to the total conduc-
tance for voltages above the onset. The surface state doubles
the total conductance in both experiment and calculation.
In ARPES, after eliminating experimental factors, �

causes the full width at half maximum of the Lorentzian
lineshape of the peak associated with the surface state
� = 2�. McDougall et al. [147] have evaluated the tem-
perature dependence of the width of the Cu(111) surface
state. They observed � varying linearly between 75 meV at
625 K and 30 meV at 30 K and compared these data to
a perturbative treatment of the electron-phonon coupling
[155] with the Debye model and Fermi liquid theory for the
electron-electron scattering [156]. Their model provides a
quantitative explanation of the observed linear temperature
dependence which is attributed to a dominant phonon con-
tribution [147]. Nevertheless, the predicted absolute value
� ∼ 14 meV at T = 30 K lies well below the observa-
tions. Surface roughness has been invoked to explain this
difference [147]. In agreement with this proposal, Theil-
mann et al. [148] observed a correlation between the pho-
toemission linewidth and the width of LEED spots from
the same surface. However, extrapolation to perfect surface
order yields � = 43± 5 meV at room temperature, leaving a
considerable gap to the theoretical estimate of � = 30 meV.
For Ag(111), the situation was comparable. Using the

ARPES data of Paniago et al. [115]—� = 20 meV at T = 56
K—and repeating the calculations of [147] with an electron-
phonon mass enhancement parameter of 0.13 [155] and
Debye energy of 18 meV, one finds � = 5 meV at T = 0 K
for states at the surface state binding energy. The phonon
contribution increases � at T = 56 K to ∼6 meV. Again, a
sizeable difference exists to the ARPES value.
The value for � (=�/2) of 5 meV represents a signif-

icantly lower experimental estimate of � than previously
available. New experimental data obtained under improved
experimental conditions by Kliewer et al. [157] indicate a
yet smaller value of � ∼ 3 meV (see Fig. 6). Along with
new, similar STM results for Au(111) and Cu(111), these
data are explained by calculations which go beyond previ-
ous quasi-free electron gas models and take band-structure
effects into account [157]. These calculations show that the
contribution of electron-hole scattering for occupied surface
states has previously been underestimated and remove the
remaining discrepancy between experimental and calculated
self-energies of noble-metal surface states.
On the other hand, new high-resolution photoemission

data [158, 159] achieved now an instrumental resolution
comparable to the one of STS, of � = 2� of 6 meV and
23 meV for the surface states on Ag(111) and on Cu(111),
respectively. In view of the much larger surface area seen
in photoemission, this is a bit surprising. In a recent STS
investigation with still improved experimental conditions a
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Figure 6. dI/dV spectra for Ag(111), Au(111), and Cu(111). All spec-
tra were taken at least 200 Å away from impurities and are aver-
ages of different single spectra from varying sample locations and tips.
Reprinted with permission from [157], J. Kliewer et al., Science 288,
1399 (2000). © 2000, American Association for the Advancement of
Science.

value of � = 4.9±0.2 meV has been obtained on Ag(111)
which is in the direction of the above argument [160].
An interesting method to determine the energy depen-

dence of surface state lifetimes has been developed recently.
This method may be termed lifetime engineering [22, 23], as
it is based again on the atom manipulation capabilities of
the STM. Both groups arranged artificial arrays of atoms
in the form of rectangles (Mn on Ag(111) [22]) or trian-
gles (Ag on Ag(111) [23]). The scattering of the surface
state electrons at these adatoms results in complex inter-
ference patterns (see next section) which were observed in
spectroscopic images and local dI/dV spectroscopy. From
a lineshape analysis of dI/dV spectra and multiple scatter-
ing calculations, quasiparticles lifetimes near the Fermi level
were derived. The experimental results indicated that the
electron lifetimes deviate from a !E − EF )−2 dependence
and reflect the electronic band structure at the surface as
well as the local influence of the adatom array.

4.2. Standing Wave Phenomena

On the close-packed faces of the noble metals some elec-
trons occupy surface states, quasi-two-dimensional states
localized at the metal surface and which have nearly free-
electron-like dispersion [161]. In recent years there has been
a renaissance of interest in the physics of these electrons,
which it is argued play an important role in a variety of
physical processes, including epitaxial growth [162], in deter-
mining equilibrium crystal shapes [163], in surface catalysis
[164], in molecular ordering [165], and in atom sticking
[166]. This attention may be largely attributed to the advent
of the scanning tunneling microscope (STM), which has
enabled direct imaging in real space of electrons in sur-
face states, and their interactions with single adsorbates
[13, 17], steps [14, 16], and other structures [15, 16] (see
Figs. 7 and 8).
Probably the most striking observation has been of the

confinement of surface state electrons within artificial nano-
scale structures [15], geometrical arrays of Fe atoms posi-
tioned with atomic-scale precision using the STM (see
Fig. 9), and which have also received theoretical attention
[167–171]. Scattering at natural structures such as steps has
also been seen to result in lateral localization [16].
Confinement is important as it raises the energies of the

surface state electrons, resulting in a depopulation of the

Figure 7. Constant current 13 × 13 nm image of a single Fe adatom
on the Cu(111) surface. The concentric rings surrounding the Fe atoms
are standing waves due to the scattering of surface state electrons with
the Fe adatom. Reprinted with permission from [15], M. F. Crommie
et al., Science 262, 218 (1993). © 1993, American Association for the
Advancement of Science.

surface state band and a concomitant modification of sur-
face properties associated with the surface state electrons
[162–164]. However, to date there has been little attention
paid to the systematics of the confinement, especially in the
limit of smaller-scale structures. Can one still talk of surface
state electrons supported on a structure just three or four
atoms wide? These structures are the ones most likely to
result in significant depopulation, and exist naturally on sur-
faces especially during epitaxial growth. In contrast to the
corral studies of [15], a recent angle-resolved photoemis-
sion study [172] on vicinal Cu(111) surfaces with monatomic

Figure 8. Constant current 50 × 50 nm image of the Cu(111) surface
at 5 K. Standing waves in the LDOS with a periodicity of ∼1.5 nm
can be seen emanating from monatomic step edges. Reprinted with
permission from [13], M. F. Crommie et al., Nature 363, 524 (1993).
© 1993, Macmillan Magazines Ltd.
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Figure 9. Circular quantum corral built from 48 Fe atoms on the
Cu(111) surface. Average diameter of ring (atom center to atom center)
is 14, 26 nm. An electronic interference pattern can be seen inside of
the Fe ring. Reprinted with permission from [15, 168], M. F. Crommie
et al., Science 262, 218 (1993). © 1993, American Association for the
Advancement of Science, and M. F. Crommie et al., Surf. Rev. Lett. 2,
127 (1995). © 1995, World Scientific Publishing Company.

steps spaced ∼1�5 nm apart has found shifts in surface state
energies only a fraction of those expected on the basis of
ideal confinement, suggesting the step edges only act as
weak and permeable barriers. Thus the validity of confine-
ment as a mechanism of surface state depopulation seemed
to be in question.
Standing waves on an Ag island at room temperature,

identified as resulting from surface state confinement, have
been first observed in [16]. Li et al. [19] report on a low-
temperature study of surface state electrons confined to
small Ag islands on Ag(111). In contrast to adatom corrals,
these are stable structures even at elevated bias voltages in
the STM, enabling the observation of standing waves over a
wide range of voltages. Complementary electronic structure
calculations enabled the authors to extend the investigation
down to the smallest island sizes, quantifying the nature of
surface state confinement.
Differential conductance maps taken above individ-

ual islands exhibit strongly voltage-dependent features.
Figure 10 shows a typical series of scans taken above an
island. For voltages around −65 mV and lower (negative
voltage corresponds to tunneling from the sample), the
image of the interior of the island is featureless. At higher
voltages standing wave patterns of increasing complexity are
observed, beginning with a single peak near the center of the
island and gradually evolving to multiple rings with sixfold
azimuthal modulations, which are partially distorted by devi-
ations of the island shape from hexagonal symmetry. STM
measurements of dI/dV are related to the local density
of states above the surface [91], and the standing waves
may be identified as originating from surface state elec-
trons, confined by the rapidly rising potential at the edges of
the island. On the clean surface the surface state disperses
upwards from E0 = −67 meV, with an effective mass m∗ =
0.42 [18, 115].

–52 mV 69 mV 140 mV 239 mV 321 mV

–50 mV 70 mV 140 mV 240 mV 320 mV

Figure 10. Upper row: topographic image of an approximately hexago-
nal Ag island on Ag(111) (area ∼94 nm2), and a series of dI/dV maps
recorded at various bias voltages (at T = 50 K). Lower: geometry of a
hexagonal box confining a two-dimensional electron gas, and the result-
ing local density of states. Experimental values have been used for the
surface state onset E0, electron effective mass m∗, and the island size.
The calculations include a self-energy of � = 0�2!E − E0". Reprinted
with permission from [19], J. Li et al., Phys. Rev. Lett. 80, 3332 (1998).
© 1998, American Physical Society.

Positioning the STM tip above the center of a particu-
lar island and recording dI/dV spectra, a series of peaks
is observed, reminiscent of those measured at the center of
adatom corrals [15]. The peaks correspond to energy lev-
els of the confined surface state electrons, broadened into
resonances by single-particle scattering processes [167, 169],
many-body interactions [170], and instrumental effects such
as thermal broadening. Electronic structure calculations on
small Ag islands on Ag(111), using the multiple-scattering
approach described in [170, 173], were performed to model
the experimental observations [19]. The potentials were
taken from ab initio calculations of the clean surface, which
give the binding energy and effective mass of the surface
state band as E0 = −72 meV and m∗ = 0�37.
Regular hexagonal islands with sizes up to 631 atoms were

considered. As the island size decreases, the calculated levels
rise markedly, consistent with a high degree of confinement.
To quantify the nature of the confinement the energy levels
were analyzed in terms of two-dimensional “particle-in-a-
box” eigenstates, corresponding to electrons with effective
mass m∗ confined within a hexagonal domain of potential
E0 by infinitely high barriers [133].
The eigenvalues scale with the inverse of the area of the

hexagon, �. In atomic units (� = me = e2 = 1)

En = E0 +
+n
m∗�

n = 1� 2� 3 � � � (6)

Only eigenstates which transform according the A1 repre-
sentation of the group C6 (6 mm) of the hexagon [175] have
a nonzero amplitude at the origin, and for these the low-
est few are +1 = 9�296� +4 = 48�70, and +10 = 117�0 [133].
In comparing with the experimental dI/dV data and/or
the multiple-scattering calculations, it is not clear a priori
what the relevant size of an island is. The confinement is
effected by the rapid rise in the potential beyond the edges
of the island. However, a sizeable fraction of the surface
state extends into the first few layers of atoms and so will
not be directly influenced by the island edge. The effective
location of the boundary confining the surface state elec-
trons is uncertain, relative to either the measured topologi-
cal linescan of the island or the actual positions of the edge
atoms. To circumvent this difficulty a fit of the results from
the scattering calculations with the energies from Eq. (6)
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was carried out, assuming the effective boundary lies a con-
stant distance (independent of island size) beyond the posi-
tions of the edge atoms. This distance was the only fitting
parameter. The scattering calculations were then used to
simulate constant-current topographs by evaluating the inte-
grated LDOS above the surface, enabling an identification
theoretically of the effective boundary on the topographical
cross section.
The location identified as the effective boundary of the

surface state electrons lies close to the midpoint of the rise
in the topological linescan, ∼0�5 nm beyond the edge atoms.
The precise value depends upon the potential in the vicinity
of the island edge, for which only an approximate descrip-
tion is available, but which always coincides closely with
the midpoint of the rise in the simulated topological lines-
can. With this definition, remarkable agreement between the
energies of the surface state electrons as derived from both
experimental dI/dV spectra and the theoretical LDOS was
found, compared to the scaling behavior expected of two-
dimensional electrons. The smallest island contains just 19
atoms, and the smallest measured island is � ∼ 16 nm2 con-
taining ∼100 atoms. These results indicate that as far as the
energy levels are concerned, it is valid to talk of surface
states confined to nanoscale islands, right down to the small-
est island sizes. The confinement corresponds to an infinite
barrier, and the area to which the electrons are confined
corresponds to a boundary lying a fixed distance beyond
the outermost atoms, independent of both energy and the
island size.
There are deviations from this interpretation of the elec-

tron behavior, as witnessed by the finite width of the con-
fined energy levels. The levels should be infinitely sharp for
ideal confinement. The width of each energy level stripped
of instrumental contributions, �En, implies a finite lifetime
for the confined electrons, �tn 	 �/�En, dominated by scat-
tering into other electron states at the island edges [167, 169,
170]. While these processes do not influence the energies
of the levels, one potential consequence is that depopula-
tion of the surface state only becomes significant for island
sizes smaller than those derived from a two-dimensional
analysis. Even at T = 0 each energy level will have a finite
width, resulting in partial occupation after the level has risen
above the Fermi energy. Assuming a Lorentzian lineshape,
the state will be 1/4 full when En lies �En above the Fermi
level. For an estimate of the significance of this effect, the
experimental spectra yield

�En 	 0�2 !En − E0" (7)

Using this relation, the island area at which the lowest
level is 3/4 depopulated is 10% smaller than that which
yields complete depopulation assuming perfect confinement.
Hence the influence of the finite widths is marginal. A more
detailed analysis of the level widths is given in [133, 134],
incorporating them into the two-dimensional description as
a self-energy provides a good model of the confined states.
Allowing for the clear deviations in shape of the exper-
imental island from the ideal hexagon assumed theoreti-
cally, which (alongside the finite resolution of the STM)
results in the more rounded features, there is good agree-
ment between the theoretical and experimental images. The

largest differences arise at the island edges, when experi-
mental dI/dV data are influenced by tip-height variations
[18] and because theoretically the background of bulk states
is not included.
This quantitative study of electron confinement to nano-

scale Ag islands on Ag(111) using low-temperature STM
and electronic structure calculations confirmed the validity
of the “particle-in-a-box” model for confined surface state
electrons. The energies conform to the expected scaling
behavior down to the smallest of island sizes, and the width
of the confined levels has only a marginal effect on the sur-
face state depopulation. For larger island sizes the island
edges have the same atomic structure as low-energy steps
oriented along �11̄0 directions on the (111) surface, and
so these conclusions should hold also for confinement to
raised terraces and to finger-like structures characteristic of
the dendritic formations which occur in the low-temperature
growth of Ag/Ag(111) [176]. In addition, these conclusions
should also hold for confinement on Cu(111) and Au(111)
surfaces, due to the similarities in the band structures of the
noble metals. The failure to observe these effects in angle-
resolved photoemission [172], apart from limits in the instru-
mental resolution, most likely results from the presence of
a sizeable distribution of terrace widths within the spot area
of the incident radiation.
Subsequently, confinement of Ag(111) surface state elec-

trons had been studied in symmetric and asymmetric res-
onators formed by two atomically parallel step edges. The
local density of states in the resonator was measured by
dI/dV spectroscopy and spectroscopic imaging and was
analyzed within a simple Fabry–Pérot model. The energy-
dependent reflection amplitudes and scattering phase shifts
of the different step edges were determined [20].
A recent investigation of the surface state depopulation

on such small Ag(111) terraces showed [177] that with
decreasing terrace width, the electronic density in the occu-
pied surface state shifts monotonically towards the Fermi
level, leading to a depopulation at 3.2 nm terrace width in
quantitative agreement with the above Fabry–Pérot model.
These observations also confirm the earlier results obtained
on small silver islands [19, 133].
It was shown later that a simple “particle-in-a-box” model

is already sufficient to identify all major features in the
observed dI/dV maps and in constant-current topographic
images of a similar quantum box [160]. These authors
obtained atomically resolved constant-current images of a
Ag(111) single-crystal surface at a temperature of 5 K, which
simultaneously display standing wave patterns arising from
electron confinement of surface state electrons to nanoscale
terraces. It was shown how the energy-dependent patterns
develop from the superposition of allowed wavefunctions in
the quantum box. This experiment constitutes a direct verifi-
cation of the Tersoff–Hamann model for arbitrarily localized
tip wavefunctions [160].
It has been predicted [178] and found recently that the

standing waves mediate long-range oscillatory interactions
between adatoms [179–181]. In the case of Cu on Cu(111),
the interaction potential was determined by evaluating the
distance distribution of two adatoms from a series of STM
images taken at temperatures of 9–21 K [180]. The long-
range interaction had a period of half the Fermi wavelength
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and decayed for larger distances as 1/d2. A comparison of
three adsorbate/substrate systems, Cu/Cu(111), Co/Cu(111),
and Co/Ag(111), essentially confirmed the earlier obser-
vations and demonstrated that the long-range interactions
depend crucially on the Fermi wavelength of the surface
state electrons [181].
The realization of two-dimensional imaging of electronic

wavefunctions in metallic single-walled carbon nanotubes
represents another highlight in low-temperature STS [182].
The measurements reveal spatial patterns, which can be
directly understood from the electronic structure of a single
graphite sheet. The authors observed also energy-dependent
interference patterns in the wavefunctions and exploit these
to directly measure the linear electronic dispersion relation
of the nanotube.
In the context of standing wave patterns, the observa-

tion of the development of one-dimensional band structure
in artificial gold chains marks the beginning of manipula-
tion and spectroscopy of local one-dimensional structures on
surfaces [183]. The authors used the ability of the STM to
manipulate single atoms to build well-defined gold chains on
NiAl(110). The electronic properties of the one-dimensional
chains are dominated by an unoccupied electron band, grad-
ually developing from a single atomic orbital present in
a gold atom. Spatially resolved conductance measurements
along a 20-atom chain provided the dispersion relation,
effective mass, and density of states of the free electron-like
band.

5. SUPRAMOLECULAR SELF-ASSEMBLY
Self-assembly of regular arrays of thermodynamically stable
nanostructures from appropriately functionalized molecules
is a promising approach to future mass-fabrication of nano-
scale structures [184, 185]. Molecules adsorbed on sur-
faces are particularly appealing because their arrangement
is directly observable with the scanning tunneling micro-
scope [186–190]. Understanding supramolecular aggrega-
tion starting from the basic interactions of the constituent
molecules is a prerequisite to eventually control the self-
assembly process.
The aromatic molecule 1-nitronaphthalene (NN, structure

Fig. 11, inset) adsorbed on the reconstructed Au(111) sur-
face [191] was chosen in a recent experiment as structural
unit for self-assembly. The confinement of NN to two dimen-
sions introduces a chirality not present in the gas phase. On
the surface both enantiomers are present in equal amounts,
thus forming a racemic mixture. The Au(111) sample was
held at room temperature during the deposition and below
50 K during the measurements. In order to minimize tip-
induced motion of the molecules at submonolayer cover-
ages [192, 194, 195], small tunneling currents (I = 10 pA)
were used.
At coverages between 0.05 and 0.15 ML self-assembled

quasi-0D clusters of distinct size and structure appear at the
fcc elbows of the reconstruction (Fig.11b). At slightly higher
coverage (0.2 ML) identical clusters are observed within fcc
domains (Fig. 11c) and, sporadically, within hcp domains
and on domain walls. All decamers appear identical in the
STM images, except for a mirror symmetry (clusters 1 and 2
in Fig. 11c). They consist of an 8-molecule ring surrounding
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Figure 11. STM images at 50 K of a reconstructed Au(111) surface with
adsorbed NN; (a) 0.7 ML NN. Inset: Structural formula of NN. The
dashed line encloses the “exclusion” area resulting from steric repul-
sion. The distance of the full line from the dashed line indicates the
strength of a negative electrostatic potential computed on the dashed
line. (b) 0.1 ML NN at 65 K. (c) 0.2 ML NN at 50 K. Inset: 0.2 ML
NN at 10 K. Reprinted with permission from [32], M. Böhringer et al.,
Phys. Rev. Lett. 83, 324 (1999). © 1999, American Physical Society.

a 2-molecule core. Manipulation experiments at decreased
tunneling resistance show that the decamers behave like
stable “supermolecules” [33]. Therefore, the structure and
stability of the decamers is determined by highly specific
intermolecular forces while the interaction of these “super-
molecules” with the reconstructed substrate and a mutual
repulsion at small distances determine their lateral spacing.
At medium coverage (0.3–0.75 ML) the growth mode

changes to the formation of 1D molecular double chains
(Fig. 11a at 0.7 ML) guided by the reconstruction domains
or by step edges. At full monolayer coverage 1D and 2D
periodic molecular structures coexist on the surface [193].
At a tunneling voltage V = −2�3 V, intramolecular struc-

ture is resolved and the contrast pattern shows the expected
handedness [32]. The charge density calculated for the high-
est occupied molecular orbital (HOMO) of the free NN
molecule closely resembles the observed submolecular struc-
ture [32]. At lower bias voltage hybridization with Au-
substrate states results in a nearly symmetric appearance of
the molecules [196] where the long axis of the ellipsoids
coincides with the long axis of the naphthalene core.
Molecular-dynamics simulations rationalize the observed

supramolecular arrangements [32]. Within each single strand
the molecules are arranged in a “head-to-tail” configuration
via hydrogen bonds between a negatively charged oxygen
atom and the “backside” hydrogen atom at a carbon atom of
a neighboring NN molecule. The second strand is rotated by
180� and shifted by half a period such that opposite charges
are close to each other. The double chains are positively
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charged outside and therefore mutually repel as observed
experimentally. Straight, defect-free segments of the double
chains consist of exclusively one NN enantiomer and thus
represent a 1D conglomerate [32]. Below a critical den-
sity of molecules quasi-0D decamers are energetically more
favorable than linear double chains with unsaturated hydro-
gen bonds at their ends [32]. In the decamers a homochiral
molecular ring along the periphery is stabilized by a core
composed of two molecules with opposite chirality.
STM observations and theoretical modeling led to a

detailed understanding of the stability and the internal
geometry of self-assembled supramolecular structures of
the 2D chiral molecule 1-nitronaphthalene on Au(111).
Recently, these tools were extended to obtain an under-
standing of the supramolecular self-assembly and selective
step decoration of these molecules on the Au(111) surface
[197]. Furthermore, a coverage-driven chiral phase transi-
tion from a conglomerate to a racemate was followed in real
space [34, 198, 199].
Subsequently, other supramolecular nanostructures have

been built by self-assembly on surfaces taking advantage
of hydrogen bonding [35–37]. These range from one-
dimensional supramolecular nanogratings on Ag(111) [35]
made of chains of benzoic acid to the mesoscopic correlation
of supramolecular chirality in one-dimensional hydrogen-
bonded assemblies [36] (see Fig. 12). The stereochemical
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Figure 12. (a) Chirality of PVBA upon confinement to two dimensions.
The mirror symmetry is reflected by a dashed line. (b) STM topographs
of the two possible supramolecular chiral twin chains from self-assembly
of PVBA on Ag(111) (image size 4×13�5 nm). The corresponding mod-
els for the energetically favored configurations reveal the underlying
chiral resolution (hydrogen bonds indicated by dashes). Reprinted with
permission from [36], J. Weckesser et al., Phys. Rev. Lett. 87, 096101
(2001). © 2001, American Physical Society.

effects in supramolecular self-assembly on surfaces, that is,
the 1D versus 2D enantiomorphic ordering of these organic
molecules, were reported in [37].
In the meantime, a promising new approach towards

a controlled self-assembly had been developed for substi-
tuted porphyrin molecules adsorbed on a gold surface: the
formation of surface-supported supramolecular structures
whose size and aggregation pattern were rationally con-
trolled by tuning the non-covalent interactions between indi-
vidual absorbed molecules [38].

6. CLUSTERS

6.1. Electronic Properties

Whereas the electronic structure of atoms, molecules, and
extended solids is quite well explored from both an exper-
imental and a theoretical viewpoint, very little is known
about the systematic development of the electronic struc-
ture as single atoms are combined to form a solid. There
are fundamental questions to be answered about the onset
of metallic behavior in small metal clusters or the influence
of quantum size effects on the electronic structure of small
particles. Therefore, it is of primordial interest to study indi-
vidually, that is, locally, these objects of “embryonic” con-
densed matter [200].
An ideal tool for this type of investigation is again offered

by scanning probe methods which have been used in three
pioneering studies of nanometer-size clusters of Au on
GaAs(110) [201], Fe clusters on the same surface [202], and
of size-selected Si10 clusters on a reconstructed Au(001) sur-
face [203], which all have been published already in 1989.
In the first investigation [201] a characteristic spectrum of
bandgap states was observed for the Au particles grown on
GaAs. Both donor and acceptor states have been observed
and they have been identified with the first and second elec-
tron states of the Au-Ga bond, respectively. In the second
study, the formation of a local Schottky barrier has been
realized by deposition and growth of Fe clusters (9–127
atoms per cluster) on GaAs surfaces in ultrahigh vacuum.
STS revealed the onset of the metallic character of the Fe
clusters above about 35 atoms per cluster by the observa-
tion of a continuum of occupied cluster-induced states at the
Fermi energy in the bandgap of the semiconductor [202].
The third experiment [203] represents the first STM/STS
study of supported size-selected clusters on a solid surface.
The Si clusters were generated by pulsed laser vaporization
of a silicon rod in a continuous flow of He buffer gas. The
quadrupole mass spectrometer was set to transmit only Si10
clusters and after mass analysis the ions were focused into
a low-energy ion beam and deposited on the sample with
an energy of approximately 5 eV, well below the threshold
for cluster fragmentation. After cluster deposition the sam-
ple was transferred to the STM chamber. During deposi-
tion, transfer, and measurement, the sample was maintained
under UHV conditions. The cluster images were found to
depend on the sample bias voltage, and from STS mea-
surements the clusters were found to have a bandgap of
about 1 eV. A wide variety of cluster images were observed
even though size-selected clusters were deposited. When
only Si atoms were deposited on the surface flat islands
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were formed. Surprisingly, in spite of these first promising
results, up to the present time experiments on size-selected
supported clusters with local probes have been scarce.
One interesting experiment used the fact that the tip-

surface region of an STM emits light when the energy
of the tunneling electrons is sufficient to excite lumi-
nescent processes [95]. These processes provide access
to dynamic aspects of the local electronic structure that
are not directly amenable to conventional STM experi-
ments. In order to explore the lateral resolution obtain-
able in the photon signal, adsorbed C60 molecules on a
reconstructed Au(110)(1× 2) surface were chosen [8]. At
sub-monolayer coverage C60 islands with monomolecular
height were observed. In the STM image of Figure 13a indi-

A

B

Figure 13. Au(110) surface covered with an annealed monolayer of
C60. Topograph (a) and photon map (b) are represented as gray-scale
images. Area: 6.5 nm by 6.5 nm, tip voltage Vt = −2�8 V, tunneling
current It = 4�4 nA, intensity scale: 800 cps, temperature of tip and
sample: 50 K. Reprinted with permission [8], R. Berndt et al., Science
262, 1425 (1993). © 1993, American Association for the Advancement
of Science.

vidual C60 molecules are resolved as protrusions. They form
an approximately hexagonal array with a corrugation ampli-
tude of 0.1 nm. A comparison of this STM image with the
photon emission map measured simultaneously (Fig. 13b)
shows that the individual C60 molecules give rise to bright
spots in photon emission. The photon emission is maximal
when the tip, acting as an electron source, is placed above a
molecule. The emitted intensity from intermolecular regions
is significantly lower. The lateral extent of the emission spots
(0.4 nm full width at half maximum) is smaller than that of
the topographic features (0.6 nm). For a few molecules no
enhanced emission is observed, indicating that the photon
emission channel contains some additional information on
C60 not apparent in the topographic image. It was suggested
[8] that the molecules interact strongly with the electromag-
netic modes of the cavity between tip and sample. In analogy
to the case of surface-enhanced Raman scattering (SERS)
from molecules in pores of Ag films [100], such a confine-
ment effect may also affect molecular photon emission.
The above experiment [8] was the first photon emission

measurement where individual molecules self-assembled in
nanometer separation were clearly resolved. This technique
has again been used recently to measure photon emis-
sion spectra of individual alumina-supported silver clusters
obtained by evaporation and growth [9]. The light emis-
sion] was attributed to the excitation and the decay of local
plasmon modes (Mie-plasmon resonances) in these parti-
cles [9]. As the cluster size decreases, the resonance shifts
to higher energies and the linewidth increases. In the 1.5-
to 12-nm size-range of the clusters studied, intrinsic size
effects are proposed to be at the origin for the observed size
dependence of the Mie resonance [9]. Similar investigations
were carried out on Ag clusters on Si single-crystal surfaces,
where the light emission enhancement was also ascribed
to the excitation of plasmon modes [11]. Moreover, cou-
pled plasmon modes were detected in an ordered hexagonal
monolayer of silver nanospheres on Au(111) [10]. A very
recent finding was the observation of luminescence from
metallic quantum wells, a new phenomenon in STM-induced
photon emission [96] from metal surfaces. Another recent
highlight in STM-induced light emission was the observation
of luminescence from individual supported molecules on an
ultrathin alumina film [12].
The energy gap of pristine silicon clusters supported on

HOPG has been studied recently by STM and STS [204].
The clusters have been obtained by magnetron sputtering of
a Si target and deposition on HOPG at room temperature;
that is, they were not size-selected but have been individually
addressed by the tip of the STM. Clusters with sizes between
0.25 and 4 nm were studied and the size dependence of the
bandgap was determined. For clusters below 1.5 nm, gaps
up to 450 meV were found, while for larger particles no
gaps were recorded. The results were explained in terms of a
transformation from diamond to a compact structure occur-
ring at 1.5 nm (about 44 atoms per cluster). For clusters with
diamond structure the surface dangling bond density is high,
leading to electronic states filling the energy gap. On the
other hand, the compact arrangement of the smaller clus-
ters tends to eliminate dangling bonds. Therefore, finite gap
values are observed for clusters with less than 44 Si atoms
[204]. Interesting STS results on individual non-size-selected
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Pt and Ag clusters produced by a PACIS cluster source and
deposited onto HOPG have been obtained recently [205].
The observed spectral structures for Pt have been inter-
preted in terms of a Fano resonance and those of Ag clus-
ters in terms of three-dimensional electron confinement in
analogy to recent spectroscopic findings and interpretations
for Kondo systems (Ce atoms and Ce clusters on Ag(111)
[24], Co atoms on Au(111) [25], and on Cu(111) [26]), and
for two-dimensional electron confinement found in quantum
corrals [15, 22, 26] and on islands [16, 19]. Effects of elec-
tron confinement have also been observed recently with STS
for silver-islands grown in nanopits on HOPG [206].
Recently, STS and STM have been applied to study the

onset of the catalytic activity of Au particles grown on tita-
nia [207], which appeared to be correlated with the layer
thickness of the particles on the surface. In this context, the
recent investigations of the catalytic activity of small sup-
ported Au clusters on MgO are interesting [208] where the
challenge of local investigations with the STM still remains.
While inert as bulk material, nanoscale gold particles dis-
persed on oxide supports exhibit a remarkable catalytic
activity. Temperature-programmed reaction studies of the
catalyzed combustion of CO on size-selected small monodis-
persed Aun !n ≤ 20" clusters supported on magnesia, and
first-principles calculations, reveal the microscopic origins of
the observed unusual catalytic activity, with Au8 found to be
the smallest catalytically active size. Partial electron trans-
fer from the surface to the gold cluster and oxygen-vacancy
F-center defects are shown to play an essential role in the
activation of nanosize gold clusters as catalysts for the com-
bustion reaction.
The above presentation of the spectroscopic results on

deposited clusters clearly shows that valuable information
on these nanosystems can now be obtained by the appli-
cation of an arsenal of local and nonlocal surface science
analysis methods. Therefore, in the near future a much more
intense employment of scanning probe techniques such as
STM, STS, AFM, and others will beyond any doubt improve
considerably the assembly, characterization, and functional-
ization of size-selected clusters on solid surfaces.

6.2. Geometric Structure

The microscopic structure is of primordial interest as it influ-
ences most physical and chemical properties of the cluster.
The determination of the exact microscopic arrangement of
the atoms in a cluster on a surface is an enormous experi-
mental challenge. Diffraction methods, which are perfectly
adapted to obtain the positions of the atoms in a material,
have been applied for the study of free clusters [209–212].
Two other experimental techniques were employed so far to
obtain the geometric structure of clusters on surfaces, STM
and infrared spectroscopy (IRS). In principle, STM is able to
reveal the exact arrangement of all atoms in a planar cluster.
For three-dimensional clusters the positions of the topmost
layer of surface atoms can be imaged. In favorable cases, the
atomic arrangement on the lateral facets was also obtained.
In both cases a minimal cluster size seems to be necessary
in order to obtain atomic resolution of the individual atoms
of the cluster [213].

Infrared spectroscopy can in principle give a more com-
plete picture if all the normal modes in the cluster are
obtained. An example for measuring vibrational modes of
ligand molecules in a nonlocal mode is given below [214].
When used on the local scale, inelastic electron tunneling
spectroscopy (IETS) is especially promising [44].
First attempts for mapping metal clusters on surfaces with

atomic resolution were performed in the late 1980s, sum-
marized in [215]. Small two-dimensional platinum and alu-
minum clusters were imaged on highly oriented pyrolytic
graphite (HOPG) with an STM at room temperature. The
interpretation of this pioneering work is, however, uncon-
firmed, as pinning of clusters or contaminations on defects
might have influenced the images. Mo et al. [216] showed
in a beautiful measurement that the Stranski–Krastanov
growth of Ge on Si(001) resulted in a metastable 3D phase
consisting of small well-defined hut clusters. These were
imaged with atomic resolution and shown to consist of
prisms or four-sided pyramids with four [103] facets (see
Fig. 14).
The group of Henry achieved a complete characteri-

zation of the morphology of a 27-atom palladium clus-
ter supported on a cleaved MoS2 single crystal [217]. The
three-dimensional shape, azimuthal orientation on the sub-
strate, and arrangement of atoms on lateral facets were
determined from atomically resolved images of a palladium
cluster grown in UHV on the MoS2 (0001) facet. The result-
ing in-situ STM image is shown in Figure 15. The cluster
clearly consists of two monolayers. The first layer is a regular
hexagon with a three-atom wide side and an additional atom
attached to the left hexagon side. This layer is composed of
20 atoms. The top layer has a regular hexagonal shape and
the sides are composed of two atoms, resulting in a top layer
of 7 atoms. This Pd27 cluster is schematically shown also in
Figure 15. The observed atomic arrangement is identical to
the structure of bulk palladium with a (111) basal plane.
From this atomically resolved STM image, in particular from
the two-dimensional representation, the relative orientation
between cluster and the substrate is obtained in real space,
showing that the azimuthal orientation of the particle dense-
Pd-atom rows are parallel to the rows of sulfur atoms of
the MoS2 surface. So far, this is the only experiment where
the number of atoms is directly obtained from the STM
image and it seems that the system was well chosen, as for

Figure 14. STM image of a single Ge hut cluster. Perspective plot: scan
area 40 × 40 nm. The height of the hut is 2.8 nm. Reprint with per-
mission from [216], Y.-W. Mo et al., Phys. Rev. Lett. 65, 1020 (1990).
© 1990, American Physical Society.
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(a)

(b)

Figure 15. (a) STM image of an isolated Pd cluster of small size
(∼1.5 nm) supported on the (0001) surface of MoS2. A single atom and
a trimer are seen on the top and on the bottom of the figure, respec-
tively. (b) Schematic representation of the cluster containing 27 atoms.
Reprinted with permission from [217], A. Piednoir et al., Surf. Sci. 391,
19 (1997). © 1997, Elsevier Science B. V.

other systems atomic resolution of such small clusters was
not obtained.
Imaging large particles on oxide surfaces with atomic

resolution is less system-restricted. Hojrup Hansen et al.
[213] reported atomic resolution on Pd particles hundreds to
thousands of atoms large. The authors believe that obtain-
ing atomic resolution is also possible for other systems as
long as the particle diameter is larger than ∼4 nm and
higher than about four layers (≥500 atoms/particle). The Pd
particles were grown on a 0.5-nm-thick Al2O3 film. Figure 16
shows STM images of a Pd particle with atomic resolu-
tion. It reveals a (111) layer for the top facet. The mea-
sured nearest-neighbor distance is 2.76± 0.07 Å, indicating
the absence of any strain in the cluster (d = 2�75 Å; for

(111) facet
(100) facet

(a)

(b)

Figure 16. Atomic-resolution images of crystalline nanosize Pd clusters.
(a) 9�5×9�5 nm image size. The resolution is kept a few layers down the
sides, allowing identification of the side facets. The dots in (b) indicate
the atomic positions consistent with a (111) facet. Reprinted with per-
mission from [213], K. Hojrup Hansen et al., Phys. Rev. Lett. 83, 4120
(1999). © 1999, American Physical Society.

Pd(111)). In addition, these results show that for such large
particles supported on oxide surfaces it is possible to obtain
atomic resolution across the entire cluster surface, although
the tunneling conditions at the edge of the cluster change.
As the tip-apex moves away from the top layer of the par-
ticle when approaching the edge, tunneling occurs between
the top layer of the particle and the atoms on the side of the
tip. In some cases the authors even report atomic resolution
on the largest side facets of the particles and observed a
(111) crystallographic orientation. In addition, the particle
morphology was characterized by three parameters, which
are the height of the particles, the width of the top facets,
and the ratio between the side lengths of the top facets.
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The smallest observed particle with a crystalline structure
had a top facet of 2–3 nm widths and a height of 0.5–1 nm,
corresponding to a thickness of 2–4 layers. Furthermore,
these measurements revealed quantitative information on
the work of adhesion. The observed shapes of the particles
were compared with the ones resulting from a Wulff con-
struction based on calculated surface energies. For Pd on
Al2O3 a value of Wadh = 2.8 ± 0.2 J/m2 was reported.
In another example [218] the same group synthesized on

a Au(111) template single-layer MoS2 nanocrystals with a
width of ∼3 nm. The MoS2 nanocrystals were obtained by
first growing ∼3-nm-wide Mo particles on the Au(111) tem-
plate and by subsequent sulfidation in an H2S atmosphere.
Atom-resolved STM images reveal that the small nano-
crystals exhibit triangular morphology in contrast to bulk
MoS2. Figure 17 depicts an atomically resolved STM image
of such a triangular nanocrystal. The observed protrusions
are arranged with hexagonal symmetry and an average inter-
atomic spacing of 3.15 ± 0.05 Å. This is consistent with the
interatomic spacing of S atoms in the (0001) basal plane
of MoS2. From the apparent height of only 2.0 ± 0.3 Å
the authors conclude that the MoS2 nanocrystals are present
as single layers on the Au surface. The triangular shape of
the monolayer crystals is in contrast to the expected hexago-
nal morphology of multilayer MoS2. This implies that one of
the edge terminations is considerably more stable. To answer
which edge structure is more stable, high-spatial-resolution
images of the edge structures of the triangles were taken.
These atomic-resolution images showed that the S atoms at
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Figure 17. An atom-resolved STM image (4�1 × 4�1 nm) of a MoS2
nanocluster. The grids show the registry of the edge atoms relative to
those in the basal plane of the MoS2 triangle. The yellow triangle is
the manifestation of a one-dimensional electronic edge state. The inset
shows a Wulff construction of the MoS2 crystal. Reprinted with permis-
sion from [218], S. Helveg et al., Phys. Rev. Lett. 84, 951 (2000). © 2000,
American Physical Society.

the edges are out of registry with the S atoms in the hexago-
nal lattice of the basal plane and that they are shifted by half
a lattice constant along the edge. A comparison with DFT
calculations revealed that the observed edge structure is only
obtained when the stoichiometry on the edges is changed;
for example, only one S atom is bound to a Mo edge atom.
Thus these atomic-resolution STM images provided insights
into the morphology (shape) and edge structure of the MoS2
nanocrystals.
The same group observed directly by STM that a single

layer of these MoS2 nanoparticles supports one-dimensional
electronic edge states (see Fig. 17), which were viewed as
one-dimensional conducting wires [219].
For small metal clusters composed of up to a few tens

of atoms and supported on metal surfaces, no atomically
resolved STM images exist; different cluster sizes can often
be distinguished only by small variations in their heights and
not by different contrasts in the measured electron density.
An interesting method was introduced by Schaub et al. [220]
where size-selected Ag19 clusters on a Pt(111) surface were
decorated with rare-gas atoms. This leads to a pronounced
corrugation in the rare-gas necklace around the cluster, mak-
ing the rare-gas atoms a sensitive probe to determine cluster
size. Figure 18 shows a high-resolution STM image and a
linescan across the cluster of a gas phase deposited Ag19 clus-
ter on Pt(111) surrounded by 12 Kr atoms. This situation can
easily be obtained as the binding energy of Kr to step edges
and around the cluster is enhanced. From the observed num-
ber of Kr atoms around the silver cluster and the shape of the
ring, the cluster size is deduced. By assuming a silver atom
diameter of 2.77 Å, and knowing the Pt(111) lattice constant,
and by determining the height of the cluster to be of only one
monolayer, the authors showed that a regular hexagon con-
taining 19 atoms fits perfectly the topographic image seen in
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Figure 18. Ag19 cluster on Pd(111) surrounded by 12 Kr atoms. (a) The
image has been filtered to increase the contrast. (b) Linescan across the
cluster. (c) Model superimposed to the image. (d) Model. Reprinted
with permission from [220], R. Schaub et al., Phys. Rev. Lett. 86, 3590
(2001). © 2001, American Physical Society.
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Figure 18c. Figure 18d shows that the Kr necklace is sensi-
tive to the form of the cluster and the exact number of silver
atoms in the cluster. This is the first experiment where after
cluster deposition a one-to-one correspondence between the
cluster size in the beam and on the surface was obtained.

7. SPECIFIC NANOSTRUCTURES

7.1. Insulators

Metal oxides play a crucial role as insulators in many elec-
tronic and magnetic devices. As these devices become ever
smaller, it becomes more and more important to understand
the behavior of ultrathin insulating layers. Recently, the
growth of ultrathin insulating NaCl layers on Al(111) [221]
and of CoO and NiO layers on Ag(001) [222] has been stud-
ied by STM and atomic resolution has been obtained. From
the change in image contrast a maximum thickness of three
layers for successful imaging was inferred [221]. Based on
image contrast as well as on tunneling current versus volt-
age curves taken on both NiO islands and Ag substrate, the
existence of a bandgap has been deduced [222]. For nano-
structures of CaF1 and CaF2 on Si(111), chemical imaging of
insulators has been demonstrated using STS in combination
with a simple model for tunneling across two barriers, the
vacuum gap and the insulating film [94]. However, no atomic
resolution has been obtained in this case and, for CaF2, it
was only assumed that the full gap is already formed for the
first CaF layer on Si(111) [94].
As model system for a metal oxide, Schintke et al. [39]

have chosen MgO on silver. The films were grown on a
Ag(001) substrate at 500 K by evaporating Mg in an O2
partial pressure of 1 · 10−6 mbar [223]. After deposition of
0.3 ML MgO (Fig. 19a), two-dimensional square islands
of 10–15 nm size have nucleated homogeneously on the
Ag(001) surface. Some islands are embedded in the sil-
ver layer of the upper terrace, due to Ag adatom diffu-
sion [224]. Two different island contrasts (i, ii) near a terrace
step (Fig. 19a) are indicative of the position and orientation
of the terrace step prior to nucleation. After deposition of
about 2 ML MgO (Fig. 19d), the Ag surface is completely
covered with MgO, forming terraces of typically 50 nm width
and 3D pyramidic islands.
Figure 20a shows representative dI/dU spectra measured

with the tip positioned above a 1-ML-thick MgO island. At
negative sample bias (occupied sample states), the LDOS
increases at −4 V, whereas at positive sample bias (unoc-
cupied states), two structures are detected around 1.7 V
and 2.5 V. Between −4 V and +1�7 V, the tunnel current
remains finite and the dI/dU spectrum is essentially flat.
The intensity of the LDOS peak around 1.7 V observed in
STS for 1 ML MgO diminishes for 2 ML and is no more
detectable for a MgO film of 3 ML (Fig. 20b). This feature
is attributed to MgO-Ag interface states [225]. In contrast,
the high local density of unoccupied states around 2.5 eV
does not decrease with film thickness and is identified with
MgO states [226, 227]. Consequently the onset of the 2.5-eV
peak observed in STS (Fig. 20a,b) corresponds to the onset
of the MgO(001) empty surface state band [228–231].
Combining the local dI/dU observations of the occupied

and unoccupied LDOS on the ultrathin MgO films (Fig. 20)
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[110]
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Figure 19. Morphology of MgO thin films: STM images at 50 K. (a) 0.3
ML MgO/Ag(001), U = 5�0 V, I = 1�0 nA; (b) Ag(001) atomic resolu-
tion through an MgO island, U = 30 mV, I = 2 pA (left bottom corner:
bare Ag substrate); (c) atomic resolution of the MgO layer (one type
of ion is resolved), U = 2�5 V, I = 50 pA; (d) 2.0 ML MgO/Ag(001),
U = 3�0 V, I = 1�0 nA. Reprinted with permission from [39], S. Schin-
tke et al., Phys. Rev. Lett. 87, 276801 (2001). © 2001, American Physical
Society.

with the conventional surface science measurements on
thick MgO films [232], implies that the electronic structure
of a MgO(001) single-crystal surface develops already within
the first three monolayers.
First-principles calculations based on DFT yielded the

layer-resolved LDOS as a function of the number n of
adsorbed MgO layers (0 ≤ n ≤ 3) [39]. The states at � deter-
mine the minimum gap width, in agreement with the elec-
tronic structure of MgO [226, 231, 233]. In the gap, the
average surface LDOS decays exponentially with the number
of adsorbed MgO layers. Increasing the MgO film thickness
up to three layers produces a surface bandgap corresponding
to that of the five-layer pure MgO slab, which is represen-
tative for the MgO(001) surface.
Field resonance states influence the STM image contrast

[234]. Their modified energetic positions when tunneling
through the oxide are used to distinguish between the oxide
and the metal. For STM images taken at, for example, 5 V
(Fig. 19a), which corresponds to the energetic position of
the second Ag(001) field resonance state when tunneling
through 1 ML MgO [39], the 1 ML MgO islands appear
higher than the Ag-Ag steps. At higher coverage, the appar-
ent MgO-MgO step heights (e.g., Fig. 19d) are found to
correspond to their geometric heights when tunneling into
MgO states.
At a bias voltage of 2.5 V, atomic resolution of the MgO

layer is obtained. (Fig. 19c). The observed surface lattice
constant has twice the value of the one of MgO; thus only
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determined by STS-dI/dU spectra on defect-free regions (U—sweep
interval, tunneling parameters before opening the feedback loop, linear
tip-sample distance variation): (a) tip placed above a 1 ML MgO island:
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= −0�16 nm/V; (b) film thickness depen-
dent dI/dU spectra: 3.0 V to 1.0 V, U0 = 3�0 V, I0 = 1�0 nA, dz

dU
=

−0�25 nm/V. Reprinted with permission from [39], S. Schintke et al.,
Phys. Rev. Lett. 87, 276801 (2001). © 2001, American Physical Society.

one type of ion is imaged. According to theory, the observed
protrusions are due to accumulated charge density above the
Mg atoms. Within the gap (−4V to +2�5V), MgO reduces
exponentially the probability of tunneling into the substrate.
The remaining finite density of Ag states within the gap
leads to atomic resolution of the Ag(001) substrate imaged

through a 1 ML MgO island (Fig. 19b). For bias voltages out-
side the gap, the islands appear always with bright contrast.
Thus, within the first three atomic layers of MgO, a

bandgap of about 6 eV develops corresponding to the value
found for MgO(001) single crystals. These results do not just
constrain the minimum usable thickness for layers of insu-
lating MgO (and, by inference, other wide-bandgap mate-
rials). They also suggest that, by carefully controlling the
number of dielectric monolayers deposited on a metal sub-
strate, the electronic, magnetic, and chemical properties of
the resulting surface could be tuned in a controlled manner.
This opens new perspectives for the development of oxide
heterostructure-based nanodevices [235].

7.2. Vortices

One of the more remarkable states of a superconductor,
the Abrikosov flux lattice, is also accessible to STM. New
insights into the nature of type-II superconductivity have
been achieved by this local probe of the electronic density
of states both inside and outside the flux cores [27–29].
The Abrikosov flux lattice was imaged in NbSe2 by tunnel-

ing into the superconducting gap edge. The tunneling con-
ductance into a single vortex core was found to be strongly
peaked at the Fermi energy, suggesting the existence of core
states or core excitations. Moving laterally away from the
core, this peak evolves into a density of states which is con-
sistent with a BCS superconducting gap [27]. Subsequent
investigations of the same group [28] revealed a zero-bias
peak in the superconducting-vortex-core spectra which splits
within a coherence length of the core. Further away from
the core these split peaks merge gradually with the gap edge
and give a direct local measure of the superfluid velocity.
Images of the vortex core states showed an anisotropy which
was interpreted as a consequence of the crystalline band
structure and the interaction with neighboring vortices of
the Abrikosov flux lattice.
The local density of states of a superconducting vortex

core has also been measured as a function of disorder in the
alloy system Nb1−xTaxSe2 [29]. Here the peak observed in
the zero-bias conductance at a vortex center was found to be
very sensitive to disorder. The peak gradually disappeared
with substitutional alloying and at x = 0�2 the density in the
vortex center was found to be equal to that in the normal
state. It was suggested that the vortex-core spectra provide
a sensitive measure of the quasi-particle scattering time.

7.3. Impurities and Superconductors

The competition between magnetism and superconductivity
manifests itself in the dramatic reduction of the supercon-
ducting transition temperature when magnetic impurities are
introduced into a superconductor [236]. Macroscopic planar
tunnel junctions doped with magnetic impurities have shown
sub-gap features in the density of states [237]. The first
direct measurement on the structure of a magnetically
induced quasi-particle excitation on the atomic length scale
around a single magnetic impurity has only been achieved
recently with a low-temperature STM [30].
Tunneling spectra obtained near magnetic adsorbates

revealed the presence of excitations within the supercon-
ductor’s energy gap which were detected over a few atomic
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diameters around the impurity at the surface. The details
of the local tunneling spectra were rationalized within a
model calculation based on the Bogoliubov–de Gennes
equations [30].
In the copper oxide high-temperature superconductors

the superconductivity is believed to originate from strongly
interacting electrons in the CuO2 planes. Substitution of a
single impurity atom for a copper atom strongly perturbs the
surrounding electronic environment and therefore was used
to probe high-temperature superconductivity at the atomic
scale.
In a very interesting recent experiment [31], a low-

temperature STM had been employed to investigate
the effects of individual zinc impurity atoms in the
high-temperature superconductor Bi2Sr2CaCu2O8+�. Intense
quasi-particle scattering resonances [238] were found at the
Zn sites, coincident with a strong suppression of super-
conductivity within ∼15Å of the scattering sites. Imaging
of the spatial dependence of the quasi-particle density of
states in the vicinity of the impurity atoms revealed the
long-sought fourfold symmetric quasi-particle cloud aligned
with the nodes of the d-wave superconducting gap which is
believed to characterize superconductivity in these materials.

7.4. Nanoscale Magnetism

A long-standing challenge in magnetism was to correlate the
structural and electronic properties on the local scale with
the magnetic properties. Two different concepts have been
used to achieve spin-polarized vacuum tunneling. (i) With
magnetic STM probe tips the spin-valve effect [239] is
exploited, which relies on the fact that the tunneling con-
ductance between two ferromagnetic electrodes separated
by an insulating barrier depends on whether the magnetic
moments are directed parallel or antiparallel. This effect has
been studied before in planar tunnel junctions [240–242] and
has been applied in STM to probe the topological antiferro-
magnetic order of a Cr(001) surface with a CrO2 tip [243].
(ii) Optically pumped GaAs tips enable spin-polarized vac-
uum tunneling [244], a technique which had been applied
to image the magnetic domain structure of thin Co films
[245]. (Most recently, electron spin resonance techniques
have been combined with STM to detect radio-frequency
spin signals from clusters of a few organic molecules [250].)
These experiments were limited by the need to separate

topographic, electronic, and magnetic information in the
case of magnetic probe tips, and to eliminate thermal or
film thickness induced effects in the case of semiconducting
tips. These difficulties were overcome by tunneling into the
surface state of Gd(0001) [40] which is exchange-split into
a filled majority and an empty minority spin-contribution
[246, 247]. In analogy to the low-temperature experiments
performed with ferromagnet-insulator-superconductor pla-
nar tunneling junctions [248, 249], where the quasi-particle
density of states of superconducting aluminum is split by a
magnetic field into spin-up and spin-down part, Bode et al.
[40] used two spin-polarized electronic states with opposite
polarization to probe the magnetic orientation of the sample
relative to the tip. The authors demonstrated spin-polarized
tunneling by measuring the asymmetry of the differential
tunneling conductance with magnetically (Fe) coated W-tips

at bias voltages corresponding to the energetic positions of
the two spin-contributions of the exchange-split surface state
in an external magnetic field. This method enabled the sepa-
ration of the electronic and magnetic structure information.
By mapping the spatial variation of the asymmetry param-
eter, they were able to observe the nanomagnetic domain
structure of Gd(0001) ultrathin films with a spatial resolu-
tion below 20 nm [40].
This group achieved atomic resolution in spin-polarized

STM at 16 K by imaging a two-dimensional antiferro-
magnetic structure within a pseudomorphic monolayer film
of chemically identical Mn atoms on W(110) [41]. They
show, with the aid of first-principles calculations, that the
spin-polarized tunneling electrons give rise to an image
corresponding to the magnetic superstructure and not to
the chemical unit cell. Subsequently, this group observed
a magnetic hysteresis on a nanometer scale in an ultra-
thin ferromagnetic film, consisting of an array of iron
nanowires grown on a stepped W(110) substrate. The micro-
scopic sources of hysteresis, domain wall motion, domain
creation, and annihilation were observed with nanometer
resolution [42].
Recently, Kubetzka et al. [43] performed low-temperature

spin-polarized STM of two monolayers Fe on W(110) using
tungsten tips coated with different magnetic materials. With
Cr as a coating material, they recorded images with an anti-
ferromagnetic tip. The advantage of its vanishing dipole field
was most apparent in external fields. This approach appears
to resolve the problem of the disturbing influence of a ferro-
magnetic tip in the investigation of soft magnetic materials
and superparamagnetic particles.

8. CONCLUSION
In this review STM and STS experiments at the scale of
atoms, molecules, supermolecules, clusters, and other nano-
structures have been presented which reveal new and excit-
ing physical and chemical phenomena. The common link is
the characterization of the structural and electronic proper-
ties of supported nanostructures at atomic-scale spatial and
meV-scale spectral resolution. The opportunities of this con-
cept in the emerging field of nanotechnology, where size
matters, are evident. For example, a reduction in size often
provides an increase in speed for electronic or magnetic
devices. Any further advancement towards a future nano-
technology will depend crucially on the precise control, char-
acterization, and ultimately, functionalization, of matter at
the atomic and molecular level. This prospect remains an
inciting scientific and technological challenge. To cite again
R. P. Feynman, there is plenty of room at the bottom � � � .

GLOSSARY
Adatom An atom adsorbed at the surface.
Catalytic activity The capacity of a substance to take part
in a chemical reaction.
Chemical imaging The possibility to obtain a chemical
(elemental) contrast in STM images.
Cluster Aggregate formed by atoms.
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Confined electronic state An electronic state which is con-
fined in one, two or three dimensions. The confinement
gives rise to quantum size effects.
Fano resonance Interference between two competing elec-
tronic transitions leading to the same final state.
Field resonance state A two-dimensional unoccupied elec-
tronic state which is localized outside the surface.
High-temperature superconductor Superconductor with a
high critical temperature, typically a ceramic.
Impurity An atom (or adatom) of a species different from
the one of the medium.
Kondo effect Screening of the magnetic moment of an
impurity by the conduction electrons of the medium.
Lifetime Laps of time during which an excited state exists,
before it decays.
Photon emission Inelastic process in which photons are
emitted during electron tunneling between tip and sample
of an STM.
Standing waves Stationary electronic waves, due to con-
structive interference between waves travelling backward
and forward.
Superconductor Material for which the following proper-
ties are verified below the critical temperature: it is perfect
diamagnet, it has no measurable DC electrical resistivity, it
presents a gap centered around the Fermi level.
Supramolecular self-assembly Self-organization of mole-
cule, giving rise to molecular aggregates.
Surface diffusion The capacity of an adatom or a molecule
to diffuse at surfaces. It depends on both, the adatom and
the surface, as well as on the temperature.
Surface state Electronic state existing only at the surface,
decaying exponentially into bulk and into vacuum.
Ultrathin insulator Insulator film grown on a substrate
with a thickness of only few atomic layers.
Vortices In superconductors, regions of the material that
remain in the normal state, through which the lines of the
magnetic field pass.
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1. INTRODUCTION

1.1. Quantum Size Confinement

There has been much recent interest in low dimensional
systems such as quantum wells, quantum wires, and quan-
tum dots. The interest of this subject stems from two main
desires. The first is the desire to understand the transition
from molecular to bulk electronic properties, while the other
is the prospect of practical application of these materials to
optoelectronic devices, photocatalysts, and chemical sensors.
Perhaps the most striking property of nanoscale semiconduc-
tors is the massive change in optical properties as a function
of size due to quantum confinement. This is most readily
manifest as a blueshift in the absorption spectra with the
decrease of the particle size. The variation of the energy gap
in semiconductors with size may also result in different emis-
sion wavelengths for different sizes of nanoparticles. One
example is shown in Figure 1 [1] for ZnS-capped CdSe nano-
particles with different sizes which display a fluorescence
rainbow of blue–green–orange–yellow–red with the emission
maxima at 443, 473, 481, 500, 518, 543, 565, 587, 610, and
655 nm, respectively.
The exciton Bohr radius is a useful parameter in quan-

tifying the quantum confinement effects in semiconductor
physics. The Bohr radius (aB) of an exciton in semiconduc-
tors may be calculated by [2]

aB = �
2�

e2

[
1
me

+ 1
mh

]
(1)

where � is the dielectric constant, � is the Planck constant,
and me and mh are the electron and hole effective mass
respectively. As the particle size is reduced to approach
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Figure 1. Ten different emission colors of different size ZnS-coated
CdSe nanoparticles excited with a near-UV lamp. From left to right
(blue to red), the emission maxima are 443, 473, 481, 500, 518, 543, 565,
587, 610, and 655 nm, respectively. Reprinted with permission from [1],
M. Y. Han et al., Nature Biotechnol. 19, 631 (2001). © 2001, Macmillan
Magazines Ltd.

the exciton Bohr radius, there are drastic changes in the
electronic structure and physical properties. These changes
include shifts of the energy levels to higher energy, the
development of discrete features in the spectra, and the con-
centration of the oscillator strength into just a few transi-
tions (Fig. 2) [2].
A straightforward theoretical model based on the

effective-mass approximation [2] can be applied to explain
most observations. This model has established two limit-
ing regimes: the weak and the strong confinement regimes.
The weak confinement regime occurs when the particle
radius is larger than the exciton radius. In this regime,
the exciton translational motion is confined and the size
dependence of the energy of the exciton can be expressed as

Enl = Eg −
R∗
y

n2
+ �

22nl
2MR2

(2)

LUMO

HOMO

conduction band

bandgap

valence band

molecules nanoparticles bulk solids

en
er

gy

Figure 2. A schematic model for the energy structures of bulk solids,
nanoparticles, and isolated molecules.

where Eg is the bulk bandgap, R∗
y is the exciton Rydberg

energy, � is the Planck constant, R is the particle size, M =
me +mh, and me and mh are the effective mass of the elec-
tron and hole respectively. Xnl are the roots of Bessel func-
tions describing the energy states with n being the number
of the root and l being the order of the function (�1S =
3�14, �1P = 4�49, and �1D = 5�76) [2]. The strong confine-
ment regime occurs when the particle radius is smaller than
the exciton radius. In this regime, the individual motions
of electrons and holes are independently quantized. In this
case, the size dependence of the exciton energy can be
expressed by

Enl = Eg +
�
2

2�R2
2nl (3)

where � is the reduced mass of the electron and hole pair,
1/� = 1/me + 1/mh.
In both regimes the main experimental effects of confine-

ment are the appearance of a structured absorption spec-
trum due to the presence of discrete energy levels and the
blueshift of the absorption edge, which is roughly propor-
tional to the inverse of the square of the particle radius.
However, some electronic properties such as electron–hole
interactions are expected to be modified only in the strong
confinement regime. This is due to the increase of the spatial
overlap of the electron and hole wavefunctions with decreas-
ing size. As a consequence, the splitting between the radia-
tive and nonradiative exciton states is enhanced largely in
the strong confinement regime.
Quantum confinement not only causes an increase of the

energy gap (blueshift of the absorption edge) and the split-
ting of the electronic states but also changes the density of
states (DOS). Many novel physical properties and potential
applications of low-dimensional semiconductors and many
of the differences between the electronic behavior of the
bulk and of quantum-confined low-dimensional semiconduc-
tors are due to their differences in the density of states [3].
Figure 3 shows the variation of the DOS with dimension-
ality [3]. The dimensionality of the system describes the
number of dimensions of free transport of an electron gas;
thus boxes are two-dimensional structures, quantum wires
are one-dimensional, and quantum dots are considered zero-
dimensional because electrons are confined in all spatial
dimensions. Passing from three dimensions to two dimen-
sions the density of states N�E� changes from a continuous
dependence, where N�E� ∼ E1/2, to a steplike dependence.
Thus the optical absorption features are different for the
bulk and for the quantum well structure. The optical absorp-
tion edge for a quantum well is at higher photon energy
than for the bulk semiconductor and, above the absorption
edge, the spectrum is stepped rather than smooth, the steps
corresponding to allowed transitions between valence-band
states and conduction-band states. In addition, at each step
sharp peaks appear corresponding to confined electron–hole
(exciton) pair states. In the case of lower dimensional sys-
tems (quantum dots, nanocrystallites, clusters, nanoparticles,
colloids, etc.), the DOS becomes more discrete as the
dimensionality decreases, and large optical absorption coef-
ficients are observed [4]. The low-dimensional structure has
proven to be very promising in applications to semiconduc-
tor lasers, due mainly to the quantum confinement of the
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Figure 3. Profiles of the density of states of three-dimensional bulk
semiconductors, a two-dimensional quantum well, a one-dimensional
quantum wire, and zero-dimensional quantum dots. Reprinted with per-
mission from [3], A. P. Alivisatos, J. Phys. Chem. 100, 13226 (1996).
©1996, American Chemical Society.

carriers and the variation of the density of states with dimen-
sionality [5]. The changes in the DOS lead to a change in the
gain profile, a reduction of threshold current density, and a
reduction of the temperature dependence of the threshold
current. Owing to the steplike density of states, high gain
with a lower spontaneous emission rate has been realized
in a GaAs/AlGaAs GRIN-SCH SQW laser [6]. Thus low-
dimensional structured materials are interesting, for both
basic research and practical applications.

1.2. Quantum Size Confinement
and Quantum Efficiency
of Nanoparticles

From these arguments, it is clear that nanoparticles may
have tunable absorption and emission spectra. In addition,
luminescent nanoparticles may have higher quantum effi-
ciency than conventional phosphors, making it possible to
design and fabricate more sensitive sensors or more effi-
cient devices. The oscillator strength, f , is an important opti-
cal parameter that underlies the absorption cross-section,

recombination rate, luminescence efficiency, and the radia-
tive lifetime in materials. The oscillator strength of the free
exciton is given by [7]:

fex =
2m
�
�E���2�U�0��2 (4)

where m is the electron mass, �E is the transition energy,
� is the transition dipole moment, and �U�0��2 represents
the probability of finding the electron and hole at the same
site (the overlap factor). In nanostructured materials, the
electron–hole overlap factor increases largely due to quan-
tum size confinement, thus yielding an increase in the oscil-
lator strength. The oscillator strength is also related to the
electron–hole exchange interaction that plays a key role in
determining the exciton recombination rate. In bulk semi-
conductors, due to the extreme dislocation of the electron
or hole, the electron–hole exchange interaction term is very
small, while in molecular-size nanoparticles, due to confine-
ment, the exchange term should be very large. Therefore,
there may be a large enhancement of the oscillator strength
from bulk to nanostructured materials. The radiative decay
lifetime (�) is closely related to the oscillator strength of a
transition by [8]

� = 4�5(�2A/nf ) (5)

where n is the refractive index and �A is the emission wave-
length. Thus, the lifetime may be shortened with decreasing
size due to the increase of the oscillator strength, f . Higher
efficiencies with concomitant shorter decay times thereby
make nanoparticles a promising new type of luminescent
material.

2. FLUORESCENCE OF
SEMICONDUCTOR NANOPARTICLES

Typical absorption and fluorescence spectra of CdS nano-
particles are shown in Figure 4 [9]. The sizes of the two
samples estimated from the absorption edge are 3.4 nm
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Figure 4. Absorption and emission spectra of CdS nanoparticles.
Sample I is 3.4 nm in size and sample II is 4.3 nm. Reprinted with
permission from [9], A. Hasselbarth et al., Phys. Lett. 203, 271 (1993).
© 1993, Elsevier Science.
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(sample I) and 4.3 nm (sample II) respectively. Both of
the samples exhibit a sharp excitonic fluorescence band
(at 435 nm for the 3.4 nm sample and 480 nm for the
4.3 nm sample), as well as a broad fluorescence band
at longer wavelengths arising from the recombination of
trapped charge carriers at surface or defect states.
Optical excitation of semiconductor nanoparticles often

leads to both band-edge and deep trap luminescence. The
size dependence of the excitonic or band edge fluores-
cence has been studied extensively and can be reasonably
explained by the effective-mass approximation. The fluores-
cence process in semiconductor nanoparticles is very com-
plex and most nanoparticles exhibit broad and Stokes-shifted
luminescence arising from the deep traps of surface states
[10]. Only clusters with good surface passivation show high
band-edge emission. The absence of band-edge emission has
been previously attributed to the large nonradiative decay
rate of the free electrons trapped in these deep-trapped
states. As the particles become smaller, the surface/volume
ratio and hence the number of surface states increases
rapidly, reducing the excitonic emission [11]. Thus, surface
states often determine the physical properties, especially the
optical properties, of nanoparticles. Often, however, little is
known about the physical properties of the surface states.
For particles in such a small size regime, a large percent-

age of the atoms are on or near the surface. Surface states
near the bandgap can mix with interior levels to a substan-
tial degree, and these effects may also influence the spacing
of the energy levels. Thus, in many cases it is the surface of
the particles rather than the particle size that determines the
properties. It is, therefore, a major goal to characterize the
surface states and to control them through chemical modifi-
cation. For example, 99% of the atoms are on the surface for
a 1 nm sized Si particle [3]. The existence of this vast inter-
face between the nanoparticles and the surrounding medium
can have a profound effect on the particle properties. The
imperfect surface of the nanoparticles may act as electron
and/or hole traps following optical excitation. Thus the pres-
ence of trapped electrons and holes can in turn modify the
optical properties of the particles.
Although there are many reports on the luminescence

of nanoparticles, only a small number are dedicated to the
size dependence of the fluorescence from surface states.
By examining the size dependence of the two main emis-
sion features (i.e., the excitonic and the trapped emissions),
it is possible to determine to what extent the carriers are
confined in the emitting state. If the luminescence and the
absorption of the surface states are dependent on size, it
indicates that not only the excitons but also the trapped car-
riers at the surface states are confined by the quantum size
effect. If the luminescence of the surface states is not depen-
dent on size, then the trapped carriers are not likely confined
by the quantum size effect. Thus knowledge of the surface
and defect states response to quantum confinement may be
important when attempting to adjust the energy levels of the
surface states relative to the intrinsic levels through quan-
tum confinement.
The emission spectra of ZnS nanoparticles of different

sizes are shown in Figure 5 [12]. No excitonic emission is
observed in the ZnS nanoparticles. The luminescence clearly
arises from trap states, indicating that the surfaces of the
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Figure 5. Luminescence spectra of ZnS nanoparticles with average
sizes of 1.24, 1.65, and 2.28 nm, respectively. The luminescence exhibits
almost exclusively trap state emission, likely because of poor surface
passivation. Reprinted with permission from [12], W. Chen et al., J.
Appl. Phys. 82, 3111 (1997). © 1997, American Institute of Physics.

particles are not well passivated. The luminescence inten-
sity increases as the size decreases, as the increase in the
trapped states results in more luminescence. The trap state
emission also shifts to the blue as the size decreases demon-
strating that the trap states exhibit quantum confinement
behavior. Similarly, the results reported by Hoheisel et al.
[13] show that both the excitonic and the trap state emission
peaks shift in energy as a function of size in CdSe nano-
particles (Fig. 6), demonstrating that the emission energy of
the surface states in these particles is also correlated to the
quantum-size effects.

3. LUMINESCENCE DYNAMICS
Absorption of a photon places an atom or molecule in a nat-
urally meta-stable excited state. This meta-stable state must
ultimately re-emit the energy in one or more of three pos-
sible relaxation pathways. The first is radiative, via either
fluorescence or phosphorescence. The second pathway is
through nonradiative processes such as internal conversion
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Figure 6. Absorption and emission spectra of CdSe nanoparticles with
average sizes of 9, 11, 13, 16, and 21 Å. Quantum confinement results in
both the excitonic and trap state emissions clear blueshift with decreas-
ing particle size. Reprinted with permission from [13], V. Hoheisel et al.,
J. Chem. Phys. 101, 8455 (1994). © 1994, American Institute of Physics.
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or energy transfer. The third possibility is chemical change,
such as the breaking of bonds to form a new chemical
species.
In a typical experiment, a photon is absorbed taking the

atom or molecule from the ground state to an excited state,
where the excited state may be a rotationally and/or vibra-
tionally excited molecule in the electronic excited state.
Internal conversion is the process where ro-vibrational
energy is lost to the surroundings as the molecule cascades
down the ro-vibrational ladder. In solids, promotion of an
electron from the valence band to the conduction band pro-
duces an excited state which may then relax by phonon
relaxation to the conduction band edge. This energy is ulti-
mately lost as heat to the surroundings. Internal conversion
in excited states is very rapid relative to radiative rates and
therefore the system may be assumed to radiate from the
lowest energy level of the lowest excited state of like mul-
tiplicity. This is known as “Kasha’s rule” and is obeyed a
majority of the time [14].
Once in the lowest excited state, there are many possi-

ble forms of relaxation, both radiative and nonradiative. The
total rate of relaxation is the sum of all rates. In this chap-
ter we will assume that there is no chemical change and
that all luminescence originates from the lowest excited state
(Kasha’s rule) [14]. Therefore the total relaxation rate (kt)
out of the lowest excited state is given by

kt = krad + knon (6)

where krad and knon are the radiative and nonradiative rates
respectively. The observed luminescence therefore decays
exponentially with time,

I�t� = I�0� exp�−t/�obs� (7)

with the observed lifetime �obs proportional to 1/kt . Thus,
in a purely radiative system such as an isolated atom, the
observed lifetime is proportional to the inverse of the radia-
tive rate. In this case, the lifetime is termed the natural
radiative lifetime. The natural lifetime may be related to the
absorption strength or oscillator strength f by Eq. (5). Thus,
a strong transition has a large radiative rate and therefore a
short natural lifetime.
Most photochemical systems are not purely radiative;

therefore the influence of nonradiative transitions must be
taken into account. Nonradiative transitions in general serve
to deplete the excited state, thus increasing kt . This results in
a shortened observed lifetime tobs, which is shorter than the
natural radiative lifetime. In some cases, nonradiative energy
transfer from a nearby excited molecule or atom results in
promotion of a ground state atom or molecule to its excited
state. If the energy transfer is fast relative to the sponta-
neous luminescence rate, the luminescence does not display
a single exponential decay but exhibits a rise followed by a
decay as the population of the excited level initially increases
due to the energy transfer. The rise time of the luminescence
may then be related to the energy transfer rate, while the
fall time can be related to kt in a straightforward manner.
It is important to realize that in the absence of this energy

transfer, all excited state luminescence from a single species
should display a single exponential decay. In practice, often

biexponential or higher order lifetime decays are observed.
The existence of a biexponential decay does not, however,
imply two different rate processes for a single species but
rather the existence of two distinct subsets of species, each
with its own unique lifetime. Higher order, multiexponential
decays then represent larger numbers of distinct species and
often can be modeled as a distribution of species, each with
its own decay constant.
It is clear that the longer the natural lifetime, the higher

the probability for nonradiative processes to deplete the
excited state. Nonradiative processes also result in a short-
ened lifetime; however, the luminescence efficiency sim-
ilarly decreases. Thus, the goal in luminescent systems
is to increase the luminescence efficiency either through
increasing the radiative rate (decreasing the natural life-
time) or decreasing the nonradiative rate (increasing the
observed lifetime). Nanoparticles may have an increased
natural radiative rate and thus enhanced quantum effi-
ciency due to the effects of quantum confinement on the
electron–phonon coupling and DOS. However, in nano-
particles, perhaps the single most important contribution
to the nonradiative rate is trapping to surface states. Trap-
ping to surface states usually occurs on the subnanosecond
timescale [15]. Figure 7 shows luminescence decays from
Eu2O3 nanoparticles encapsulated in the porous host MCM-
41 [16]. The existence of multiple time regimes is apparent
as subnanosecond to millisecond timescale decays are rep-
resented. The subnanosecond decays shown in the inset of
Figure 7 have been attributed to either species exhibiting
surface state trapping of carriers or else to energy trans-
fer to defect states within the MCM-41. Passivation of sur-
face states is therefore a key requirement in increasing the
luminescence efficiencies of nanoparticles relative to bulk
materials [16].
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Figure 7. Lifetime decay curves of the 5D0 → 7F2 emission following
excitation at 525 nm of Eu2O3 bulk powder, an Eu2O3/MCM-41 mix-
ture, and Eu2O3 particles in MCM-41 prepared by heat treatment at
140, 600, 700, and 900 �C. The inset shows an expanded view of the
short-time (<1 microsecond) time regime for the bulk powder and
the sample prepared at 600 �C. Reprinted with permission from [16],
W. Chen et al., J. Phys. Chem. B 106, 7034 (2002). © 2002, American
Chemical Society.
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4. PHOTOLUMINESCENCE OF DOPED
SEMICONDUCTOR NANOPARTICLES

Semiconductor nanoparticles may also be doped with impu-
rities that have a strong luminescence of their own. Quan-
tum size confinement affects not only the excitonic emission
in the host but also the luminescence from the dopants.
Figure 8 shows the luminescence spectra of both nano-
crystalline and bulk ZnS:Eu2+ at different temperatures
[17, 18]. Two differences can be observed between the bulk
and the nanoparticles. One is that the emission of the nano-
particles is shifted to shorter wavelengths; the second is
that strong luminescence is observed from the nanoparticles,
while the luminescence from bulk ZnS:Eu2+ is only observed
at low temperature [18]. In order to understand the emis-
sion shift, the energy structure of the ZnS:Eu2+ system must
be considered. The ground state of Eu2+ is 2.25 eV below
the edge of the conduction band, and its first excited state
is ∼0.35 eV above the edge of the conduction band in bulk
ZnS [18]. The excited states of Eu2+ are degenerate with the
continuum of the conduction band (CB). Photoionization
occurs very easily, and no intraion transition is observed,
because the intraion excitation process requires a larger
energy than that for the photoionization transition. In order
to observe the intraion transition of Eu2+ in the ZnS:Eu2+

system, the edge of the CB needs to be raised above the first
excited state of Eu2+. This may be realized via quantum size
confinement. If the diameter of ZnS:Eu2+ nanoparticles is
smaller than 3.5 nm, the edge of the ZnS conduction band
moves to higher energy than the first excited state level of
Eu2+ and thus enables the intraion transition of Eu2+ ions
(see Fig. 9) [17].
The Eu2+-bound exciton luminescence in bulk ZnS

decreases rapidly with increasing temperature from 4.2 to
80 K and is barely visible at 200 K [18]. However, in
ZnS:Eu2+ nanoparticles, the Eu2+ bound exciton lumines-
cence is observed at room temperature. This indicates that
the bound exciton in nanostructured semiconductors may
be more stable with respect to multiphonon relaxation, and
its luminescence efficiency is higher compared to that of
the bulk. This is attributed to quantum size confinement.
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Figure 8. The traces on the left are the emission spectra of the 3 nm
sized ZnS:Eu2+ nanoparticle at room temperature excited at 260, 340,
and 390 nm, respectively [17], and the traces on the right are the 488
nm excited emission spectra of bulk ZnS:Eu2+ at 4.2, 100, and 200 K.
Reprinted with permission from [18], W. Chen et al., Phys. Rev. B 61,
11021 (2000). © 2000, American Physical Society.
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Figure 9. Energy levels of bulk ZnS:Eu2+ and ZnS:Eu2+ nanoparticles.
The energy levels of Eu2+ are in black, while the energy levels of the
ZnS host are in gray. In bulk ZnS:Eu2+, the lowest excited state of Eu2+

is within the conduction band of ZnS; no emission is observed from
the intraion transition of Eu2+. In nanoparticles, due to the increase
of the energy gap of ZnS, the lowest excited state of Eu2+ is moved into
the energy gap, and therefore strong luminescence from the intraion
transition of Eu2+ is observed at room temperature. Reprinted with
permission from [18], W. Chen et al., Phys. Rev. B 61, 11021 (2000).
© 2000, American Physical Society.

Quantum confinement increases the exciton binding energy
and recombination rate, due to the increase of the over-
lap between electron and hole wavefunctions. In doped
semiconductors, the excitons are bound to impurity centers.
Thus, the oscillator strength is given by [19]

f = fex

∣∣∣
∫
dx F �x�

∣∣∣2/'mol (8)

where fex is the oscillator strength of the free exciton, 'mol is
the volume of one molecule, and F �X� is the envelope func-
tion. The oscillator strength of a bound exciton is actually
given by f multiplied by the number of molecules covered
by the overlap of the electron and hole wavefunctions. The
absorbance and luminescence efficiency are proportional
to the exciton oscillator strength; therefore, they can be
enhanced via quantum size confinement. Strong evidence for
this theory comes from our observations of ZnS:Mn2+ [20]
and EuS [21] nanoparticles, since the luminescence intensity
of the 1 nm sized ZnS:Mn2+ nanoparticles in zeolite-Y is
much stronger than other sizes of ZnS nanoparticles [20].
More interesting is that bulk EuS at room temperature is
not luminescent but strong luminescence is observed when
EuS nanoparticles are formed in zeolites [21].

5. ELECTROLUMINESCENCE
OF NANOPARTICLE LIGHT
EMITTING DIODES

Light-emitting diodes (LEDs) from organic polymers and
II–VI semiconductor nanocrystals have attracted consid-
erable attention because polymer nanoparticle composites
combine key properties required for flat-panel displays
(FPDs) including low weight, low power, low voltage, and
compact size [22]. FPDs are gradually replacing many of
the traditional cathode ray tube (CRT) displays in military
applications and in civilian technologies, such as information
processing. However, FPDs do have limitations that pre-
vent their wholesale adoption. Most notably they lack the
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brightness and resolution of CRTs. This restricts their over-
all readability, particularly in bright light. Flat-panel displays
also face area limitations because the complexity increases
with size.
Technology based on highly luminescent semiconductors

holds the potential to overcome these shortcomings. Nano-
particle LEDs (NLEDs) can provide improved brightness
and multicolor capabilities compared to many of the exist-
ing flat-panel technologies. In addition, the extremely small
size of nanoparticles creates the prospect of displays with
unprecedented resolution. Besides their low cost and color
availability, thin-film displays made from NLEDs offer addi-
tional competitive advantages over other display technolo-
gies. Importantly, NLEDs display turn-on voltages (Eon) in
the range of 5–10 V [22–24] which are significantly lower than
in liquid crystal FPDs. One of the most appealing advantages
is that a thin film formed either by spin coating or by layer-
by-layer (LBL) assembly can be laid over virtually any solid
substrate and will contour to the shape of the substrate.
Formation of a LBL assembled LED may be performed

as follows: For deposition of poly(p-phenylenevinylene)
(PPV) hole transport layers, indium tin oxide (ITO) glass
is immersed in a poly-acrylic acid solution (1%, pH = 8)
for 15 minutes then the ITO glass is rinsed with deionized
water and immersed in a p-PPV solution for 15 minutes and
rinsed with water. This step is repeated nine times, so that
10 bilayers of PPV with a total thickness of ∼70 nm are
deposited on the ITO slide.
Next, the nanoparticle emitting layers of CdTe/poly-

diallyldimethylammonium (PDDA) are deposited on the
PPV-coated ITO slide. In order to accomplish this, the PPV-
coated ITO is immersed in PDDA solution (1%, pH = 8–9)
for 30 minutes, rinsed with deionized water, immersed in a
CdTe nanoparticle solution for 30 minutes, and then rinsed
again with deionized water. These steps are repeated to
obtain a desired thickness, though the immersion time for
subsequent cycles may be reduced to as short as 5 minutes.
Next, a cathode (Al) of about 0.97 cm2 is deposited on the

nanoparticle side by a thermal evaporator and contact leads
are attached to the anode (ITO) and cathode (Al) for elec-
troluminescence and current–voltage measurements. The
structure of the nanoparticle LED is schematically shown
in Figure 10. By applying voltage, electroluminescence (EL)
is observed from the LED. Figure 11 shows electrolumines-
cence spectra of a CdTe/PPV nanoparticle LED at different
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Figure 10. A schematic model for the structure of a semiconductor
nanoparticle light-emitting diode.
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Figure 11. Electroluminescence spectra of a CdTe nanoparticle light-
emitting diode at different applied voltages. Reprinted with permission
from [24], W. Chen et al., J. Nanosci. Nanotechnol. 1, 47 (2002). © 2002,
American Scientific Publishers.

applied voltages [24]. The electroluminescence of the LED
is visible to the naked eye. At 4 V, the electroluminescence
is detectable, and its intensity increases with applied volt-
age up to 9.21 V. At voltages greater than 9.21 V, the EL
decreases in intensity. The color (emission wavelength) also
changes at different voltages. At higher voltages, the emis-
sion wavelength shifts toward the red.
Figure 12 shows the absorption, photoluminescence,

and electroluminescence spectra of the LED, CdTe nano-
particles, and pPPV/PPV solution [24]. The absorption of
the pPPV/PPV solution occurs between 300 and 400 nm,
while the absorption of CdTe nanoparticles is at around
550 nm. The fluorescence bands of pPPV/PPV are at 460
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Figure 12. Absorption (ABS) and fluorescence (FL) of a pPPV/PPV
solution (pPPV/PPV), a CdTe nanoparticle solution (CdTe), and
CdTe/pPPV layer-by-layer thin film before (LBL1) and after (LBL2)
curing. EL is the electroluminescence of the CdTe/pPPV device.
Reprinted with permission from [24], W. Chen et al., J. Nanosci. Nano-
technol. 1, 47 (2002). © 2002, American Scientific Publishers.
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and 510 nm, while the CdTe nanoparticles have emission
at 600 nm. After curing, the absorption and luminescence
of pPPV/PPV and CdTe particles both increase in intensity,
and the luminescence emission of pPPV/PPV is stronger
than that of CdTe nanoparticles. However, in the EL spec-
tra, only the emission of CdTe nanoparticles is observed,
due to the confinement of carriers (electrons and holes) in
the particle layers. In addition, the EL emission spectrum is
shifted to longer wavelengths compared to the PL spectra
of the thin film and of the particle solution.
The redshift of EL from photoluminescence (PL) is

a common phenomenon observed in nanoparticle light-
emitting diodes [25]. This redshift has been attributed to
the effect of reabsorption of a portion of the EL within the
nanoparticle layer or to the Förster energy transfer from
small to large nanoparticles [25]. However, these two pro-
cesses cannot reasonably explain the redshift of the EL from
PL, because reabsorption or Förster energy transfer from
small to large particles occurs in both EL and PL, provided
the emission of the small particles overlaps partially with the
absorption of the larger particles.
This redshift may also be the result of size selection due

to charge injection. For smaller nanoparticles, the carrier
injection barriers are larger due to stronger quantum con-
finement (with larger energy gaps). Thus, at lower applied
voltages, carrier injection occurs preferentially in larger par-
ticles while at higher voltages, injection occurs in both large
and small particles. If this is the case, the EL should shift
to the blue (shorter wavelengths) from low to high applied
voltages. However, no shift has been observed in CdSe(CdS)
nanoparticle LEDs reported in [25]. On the contrary, it has
been observed here that the EL shifts to the red (longer
wavelengths) at higher applied voltages. Thus, size selection
does not reasonably explain the observed redshift of the EL
from PL.
Heating and oxidation of the nanoparticles may cause

a redshift of the emission energy. However, based on our
observations, heating is not likely a major problem. If the
device undergoes significant heating, spot lines longer than
700 nm should be observed, and the device should lose its
emission quickly. The device continues working at 28 V and
no spot line is detected until the device stops working, indi-
cating little heating. On the other hand, oxidation cannot
be avoided when the device operates in air. Oxidation may
create some defects in the energy gap of the nanoparticles
and may shift the emission to longer wavelengths [26].
In nanoparticles or clusters, most of the atoms or ions at

the surface are not coordinatively saturated. Excited elec-
trons or holes may be trapped at surface states located in
the forbidden gaps. Thus in nanoparticles both excitonic
and surface emissions are usually observed. It is known that
the exciton luminescence from nanoparticles involves some
contribution from the surface carriers, and this can shift
the excitonic emission to lower energies. This may provide
another explanation for the redshift of electroluminescence
compared to photoluminescence. The excitation energy for
electroluminescence is much less than the energy gap of
the emitting materials. When the excitation energy is com-
parable to or higher than the barrier energy, which is 1
to 2 eV, carrier injection occurs and electroluminescence
follows. Excitation at such low energies cannot produce a

transition from the ground state to the excited states as in
photoluminescence; however, it can excite the surface trap
states in the nanoparticles, which have energy depths of 0.5
to 2 eV [12, 27, 28, 31]. Similar ideas are used to explain the
anti-Stokes luminescence of CdTe nanoparticles.
The quantum confined Stark effect (Franz–Keldysh

effect) [26] is another factor that may lead to a redshift of
the electroluminescence from the photoluminescence. The
electric field may push electrons and holes in opposite direc-
tions making the energy separations smaller, inducing a red-
shift. If the redshift is induced by only the quantum confined
Stark effect, the shift should be linear or monotonic to the
red upon increasing applied voltage. However, this is not the
case as observed in Figure 11. Therefore other factors such
as the involvement of surface states must be considered in
order to explain the observations.

6. THERMOLUMINESCENCE
Thermoluminescence (TL) is luminescence generated fol-
lowing excitation with heat instead of visible or near-infrared
photons. Obviously the TL process is different from the
PL process, as the energy of thermostimulation is not suffi-
ciently high to excite the electrons from their ground states
to their excited states. Thus, TL arises from defect or trap
states within the bandgap. The energy corresponding to the
peak of the TL spectrum, called a glow curve, is equal to
the trap depth. In TL, trapped carriers may be formed dur-
ing sample processing, because the small particles have large
numbers of ions at the surface, and most ions at the sur-
face are not coordinatively saturated. Carriers trapped at
the surface states or defect sites may be released by heating
to recombine to give thermoluminescence. Since trapping is
a very fast process [15], spontaneous luminescence cannot
effectively compete with it. Therefore, TL is a good method
for studying the trapped carriers and the surface states.
Figure 13 shows the glow curves of capped ZnS nano-

particles recorded without prior irradiation. Equal amounts
of sample were used for each measurement. The sizes of
the particles are 1.24, 1.65, and 2.28 nm, respectively [12].
An obvious glow peak around 380 K is exhibited from the
nanoparticles. All three samples show the glow peaks at
almost the same position and the TL intensity increases as
the particle size decreases. The intensity change of the TL
is consistent with that of surface luminescence. The glow
peaks in Figure 13 are caused by the trapped carriers which
are produced during sample processing, because these sam-
ples had not been previously exposed to radiation. TL from
semiconductor nanoparticles without any prior irradiation
has been observed in CdS [30] and ZnS nanoparticles as
well [12, 31]. Preexisting carriers or occupation of localized
states has been proposed by Chenstnoy et al. [32] to explain
the very weak dependence of the fluorescence decay lifetime
upon CdS cluster size and by Klimov et al. [33] to explain the
extremely fast buildup dynamics of the low-energy emission
bands of CdS nanocrystals.
According to the theories of thermoluminescence [34], the

TL intensity of clusters is given by

I = −dm

dt
= mnA (9)
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Figure 13. Thermoluminescence glow curves of ZnS nanoparticles with
average sizes of 1.24, 1.65, and 2.28 nm, respectively. Reprinted with
permission from [12], W. Chen et al., J. Appl. Phys. 82, 3111 (1997).
© 1997, American Institute of Physics.

where m and n represent the density of holes and electrons
for recombination, and A is the carrier recombination prob-
ability. Decreases in the particle size may enhance the sur-
face ions and states rapidly. As the content of the surface
states increases, the particles may provide more accessible
carriers (holes and electrons) for the TL recombination [i.e.,
m and n in Eq. (9) are proportional to the surface states].
Furthermore, in nanoparticles the overlap of the electron
and hole wavefunctions is stronger, which may result in
the increase of their recombination probability or rate(A).
These two effects may make the TL of small particles much
stronger than that of the bulk and increase the intensity of
the luminescence as the size decreases.

7. CATHODOLUMINESCENCE
Cathodoluminescence is luminescence excited by an electron
beam such as that observed in traditional cathode ray tech-
nologies. The excitation mechanism under electron beam
excitation consists of electron transitions from the valence
to conduction band of the lattice followed by transfer of the
electron–hole (e–h) recombination energy to luminescent
ions that may be doped into the phosphor. The efficiency of
the process ()cr) can be written as [35]

)cr = �1− rb��h,m/��)1) (10)

where rb is the primary backscattering coefficient, h,m is the
mean energy of the luminescent photons, � is the average
energy required to generate one e–h pair, )t is the efficiency
for transfer of the e–h recombination energy to lumines-
cent ions, and ) is the quantum efficiency of the activator

emission. In general, rb increases with the average atomic
number of the material atoms [35].
Within the material the incident electron loses its energy

either by generating e–h pairs or by creation of opti-
cal phonons. The energy required to create e–h pairs (�)
increases with increasing bandgap. For high efficiency the
bandgap must be slightly larger than the energy of the pho-
tons emitted; therefore ZnS with a bandgap of 3.8 eV is an
appropriate material for emission in the visible range. � also
increases with the phonon energy; thus sulfides are more
favorable than oxides regarding this characteristic because
sulfides in general have lower energy phonon spectra relative
to their oxide counterparts. The highest efficiency cathodo-
luminescence materials include ZnS:Cu, Al, ZnS:Ag, Cl,
CaS:Pb, and CaS:Ce, with energy efficiencies between 15
and 20%. Other materials such as Y2O2S:Eu, Gd2O2S:Tb,
and LaOBr:Tb have efficiencies between 8 and 14%, while
Y2O3:Eu, Y3(Al, Ga)5O12:Tb, YVO4:Eu, Zn2SiO4:Mn, and
Y2Si2O7:Ce show relatively low 4–7% efficiencies [35].
The development of flat-panel field-emitting displays

requires phosphors with high cathodoluminescence effi-
ciency at electron acceleration voltages near 1 kV, and high-
definition displays require submicrometer particle sizes to
maximize screen resolution and screen efficiency [36, 37].
Semiconductor nanoparticles, particularly Mn-doped ZnS
nanoparticles, have been shown to have the required
cathodoluminescence properties and suitable size range
[37, 38].
Recent studies have shown that the cathodoluminescence

spectra of annealed ZnS:Mn/ZnO nanoparticles resemble
the spectra of the bulk phosphor (Fig. 14) [38]. The inor-
ganic ZnO cap layer is essential for bright cathodolumi-
nescence, which is 4 times brighter than MgO capped
nanoparticles. The annealed nanoparticles are about 200
times brighter than the unannealed particles and 40% as
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Figure 14. Cathodoluminescence spectra of ZnS:Mn/ZnO samples.
The unannealed nanoparticles (solid curve), annealed nanophosphors
(dashed curve), and the Sarnoff phosphor (dotted curve) are shown.
The electron acceleration voltage was 650 V and the current was 24 �A
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Reprinted with permission from [38], A. D. Dinsmore et al., J. Appl.
Phys. 88, 4985 (2000). © 2000, American Institute of Physics.



698 Luminescence of Semiconductor Nanoparticles

bright as the bulk material. In addition, the annealed
nanoparticles exhibit 50% less saturation with increas-
ing electron-beam current. Futhermore, the nanoparticle
annealing temperature (535 �C) is much lower than the
firing temperatures used in commercial bulk ZnS:Mn pro-
cesses [37, 38].
In addition, the Mn doping concentration in ZnS:Mn

material also affects the cathodoluminescence efficiency as
for photoluminescence, and it has been found that ∼2 wt%
is the optimal concentration for bulk material [36] and may
be similar in nanoparticles [38]. In short, small size, high
quantum efficiency, reduced current saturation, and lower
processing temperature make nanoparticles attractive for
use in new high-resolution display technologies.

8. MAGNETOLUMINESCENCE
Recent advances in producing zero-dimensional semicon-
ductor quantum well structures such as InGaAs/GaAs [39–
41], InAs/GaAs [42–44], CdMnTe [45–48], CdSe/ZnSe [49,
50], and CdTe [47, 51] by use of epitaxial or other growth
techniques has allowed the study of both excitonic structure
and dilute magnetic systems (DMS) by using magnetolumi-
nescence (ML). The quantum dots are prepared such that
the vertical confinement is provided by the well potential
and the lateral confinement is usually provided by a strain
field due to lattice mismatch during growth. Thus quan-
tum dots represent a zero-dimensional structure with few
carriers within the well potential. The shallow well depth
of the potential means that with magnetic fields of a few
tens of Tesla, the cyclotron energy can be made larger than
the binding energy, thus allowing the study of the transition
from bound well states to bulklike Landau levels.
In a typical magnetoluminescence experiment in a semi-

conductor, the luminescence from either exciton recombi-
nation or dilute magnetic spin dopants such as Mn2+ is
recorded as a function of an applied external magnetic
field. One traditional problem with ML experiments is
that the luminescence spectra from quantum dots (QDs) is
often quite broad due to size and shape dispersion. The
broad peaks tend to limit the shifts and splitting observed
in a ML experiment. While the inhomogeneous nature
of the luminescence usually results in broad lineshapes,
early work on InGaAs/GaAs self-organized quantum wells
was able to resolve the discrete states that exist in these
unique structures [39]. Since then, most magnetolumines-
cence experiments have utilized various techniques to limit
the luminescence viewing area to single or small numbers
of QDs, in order to observe the underlying sharp excitonic
structure in the inhomogeneously broadened spectra. Tech-
niques such as near-field microscopy [52] and the use of
small apertures or masks [46, 47, 49–51, 53] have allowed
the observation of single or near single QDs with narrow
emission linewidths.
Recently much work has been focused on the magnetolu-

minescence from semiconductor quantum dots, mostly using
GaAs and InPGaAs structures. The magnetic length, given
by (�/eB)1/2, of commonly used magnetic fields is on the
order of 10 nm, making ML a good way to study interac-
tions in small quantum dot systems. The application of a
magnetic field has two effects on QDs. First it induces a

Zeeman splitting of the magnetic sublevels within an angu-
lar momentum state. Second, it induces a diamagnetic shift
of the levels which, under high fields, resort to traditional
bulklike Landau levels.
Most work has centered on excitonic luminescence in

these systems. Due to the axial symmetry resulting from
the strain field, the exciton in many QD systems may be
characterized by a radial quantum number and an angular
momentum quantum number m. In zero field, the m states
are degenerate and form a single level. In an applied field,
states with m 	= 0 split linearly with the field strength, analo-
gous to the Zeeman effect in molecular spectroscopy. Infor-
mation about the exciton state may be obtained as S-like
orbital states with m = 0 do not split while p-like states
split into two components and d-like orbitals split into 3.
There is an additional shift of the energy levels, called the
diamagnetic shift, which is proportional to the square of the
applied field although it saturates to linear at high fields.
Figure 15 displays the ML spectrum from QDs composed
of self-organized InP islands atop an InGaAs/GaAs quan-
tum well with the magnetic field oriented parallel (Fig. 15a)
and perpendicular (Fig. 15b) to the growth direction [39].
No aperture was used to collect this spectrum so the lumi-
nescence bands are relatively broad. The dashed lines serve
to connect the transitions split by the interaction with the
magnetic field. The lowest energy transition clearly shows
no splitting while the next higher lying transitions split into
two and three states respectively (Fig. 15a).
Early ML work on InGaAs/GaAs QDs observed a split-

ting of the electronic levels of upper excited states due to
the Zeeman effect while the ground state for which m = 0
showed no Zeeman splitting and only a weak diagmagnetic
shift [39]. These effects were quantitatively modeled using
a potential that consisted of a vertical quantum well and
lateral, parabolic confinement due to strain [39]. Similar
work distinguished three bound electron and hole states
in 20–40 nm dots at zero magnetic field [40]. From the
magnetic field dependences, the angular momentum quan-
tum number of the states could be assigned and the states
were seen to converge toward Landau levels at higher field
strengths, consistent with calculations [40]. More recently,
ML experiments utilizing high spatial resolution have been
used to study biexcitons in CdSe/ZnSe QDs [49], to deter-
mine the effective mass of confined carriers [43, 44], and
to study the effects of defects on excitonic states [53]. ML
experiments on CdTe/ZnTe nanostructures have observed
a doublet at zero field attributed to the splitting of exci-
tonic states split by local asymmetries in the potential
[51]. Increasing the magnetic field strength allows mixing
of bright and dark exciton states and allows an estimate
of the electron and hole g-factors and isotropic exchange
energy [51].
While there have been ample studies of excitonic struc-

ture in zero-dimensional quantum dots using ML, there have
also been numerous magnetoluminescence studies of dilute
magnetic systems. II–VI semiconductor systems lend them-
selves to the incorporation of transition metals as dopants,
particularly Mn2+. The incorporation of Mn spins in the sys-
tem gives rise to an sp–d exchange interaction determined
by the overlap of the Mn spins with the spins of charge
carriers. Quantum confinement is expected to be smaller in
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Figure 15. Magnetoluminescence spectra of InGaAs/GaAs quantum
dots with the magnetic field oriented parallel (a) and perpendicular
(b) to the growth axis. The dashed lines connect transitions split by the
magnetic field. Reprinted with permission from [39], R. Rinaldi et al.,
Phys. Rev. Lett. 77, 342 (1996). © 1996, American Physical Society.

DMS of small sizes [54, 55] and has been confirmed exper-
imentally [48, 55]. As carrier wavefunctions overlap more
strongly with the Mn2+ spins, the effective g-factor becomes
larger. For instance, g-factors of between 6 and 7 have been
observed in II–IV magnetic quantum dots [50].
Recentexperiments comparingsemimagneticCd0�93Mn0�07 ·

Te/Cd0�60Mg0�40Te quantum dots with the nonmagnetic Cd0�93·
Mg0�07Te/Cd0�60Mg0�40Te counterpart show increased line
broadening in the semimagnetic QDs due to this exchange
interaction [46]. At higher magnetic fields, however, this
broadening decreases significantly, becoming comparable
to the nonmagnetic counterpart. This decrease has been
explained by the suppression of magnetic fluctuations and
the destruction of exciton magnetic polarons at high fields
[46]. Other experiments on CdMnTe quantum dots also
show increased broadening of the emission lines but the

linewidths did not decrease in width at higher fields presum-
ably due to the relatively small size of the quantum dots
used in that study [47].

9. UPCONVERSION LUMINESCENCE
AND ANTI-STOKES LUMINESCENCE

Upconversion luminescence is a phenomenon in which the
excitation energy (wavelength) is lower (longer) than the
emission energy (wavelength). The mechanism responsible
for upconversion is a popular issue that has attracted much
attention. Sequential two-photon absorption can lead to
upconversion excitation with a first photon populating an
intermediate state and a second photon, which in the most
general case would be of different energy, causing a tran-
sition from this intermediate state to a higher level. As an
alternative, energy transfer between excited ions can result
in efficient upconversion when a sufficiently large number
of ions have been excited to an intermediate state [56].
A third type of efficient upconversion excitation is the

photon avalanche process that involves excited state absorp-
tion of the pump light as well as interionic cross-relaxation.
In addition, two-photon absorption and cooperative sen-
sitization of luminescence [57] are two other channels
for upconversion. Two-photon absorption processes via vir-
tual states usually occur only at high excitation densities
(≥103 Wcm−2� [58].
Cooperative luminescence is a special energy transfer pro-

cess with energy transfer from one excited ion to another
excited ion [56] resulting in one ground state ion and
another “doubly excited” ion. Upconversion by cooperative
energy transfer has the important advantage of requiring
a single pump wavelength, obviating the problems related
to beam alignment and pump efficiency that are associated
with sequential two-photon absorption using two different
pump lasers [56]. This is very favorable for practical appli-
cations like displays, infrared detection, optical storage, and
communications.
In our recent research, we have investigated II–VI semi-

conductor nanoparticles doped or co-doped with transition
or rare earth ions as a new type of upconversion mate-
rial. The most common upconversion mechanisms for these
systems are via two-photon absorption and energy trans-
fer. For sequential two-photon absorption upconversion,
the efficiency is mainly determined by the excited state
absorbance and the emission efficiency, while for upconver-
sion via energy transfer, the energy transfer rate and the
intermediate state lifetime are the key parameters deter-
mining upconversion efficiency. A few basic principles serve
to show how the quantum size effect can lead to improved
upconversion efficiency.
First of all, quantum size confinement may enhance

absorbance and luminescence efficiency and shorten decay
lifetime, as discussed in Section 1.2. Second, for upconver-
sion luminescence other than two-photon absorption, the
energy transfer mechanism is very important. Many ions
that demonstrate efficient sequential two-photon absorp-
tion upconversion pumping also exhibit cooperative energy
transfer. In some ions the cooperative process is substan-
tially more efficient than sequential two-photon absorption
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upconversion. Thus, the enhancement of the energy transfer
rate is very important.
For electric multipolar interactions the energy transfer

probability -PSA�R�. can be generally written as [59]

PSA�R� =
�R0/R�

s

�s
(11)

where �S is the actual lifetime of the donor excited state, R0
is the critical transfer distance for which excitation transfer
and spontaneous deactivation of the donor have equal prob-
ability, and R is the separation between the donor and the
acceptor. S is a positive integer taking the following values:

s = 6 for dipole–dipole interactions

s = 8 for dipole–quadrupole interactions

s = 6 for quadrupole–quadrupole interactions

Equation (11) indicates that donor–acceptor separation is
a key parameter in determining the energy transfer rate.
The separation between ions is affected by dopant con-
centrations. The separation is smaller when the concentra-
tion is higher, which is favorable for energy transfer. The
energy transfer rate and luminescence efficiency can also
be enhanced by encapsulating nanoparticles in small cavi-
ties such as cavities in zeolite-Y [20, 21] and MCM-41 [16];
however, the enhancement mechanism is not yet clear.
The excited state luminescence may suffer quenching due

to relaxation by phonons serving to decrease the upconver-
sion yield. In bulk materials, the phonon density of states
forms a continuous band that near the zone center can
be described by the Debye model. Energy relaxation from
high levels to low levels occurs by cascade emission of LO
phonons and this process is controlled by the energy gap law
[60]. The dependence of the multiphonon relaxation rate
constant (Kmp) across an energy gap (�E) on the phonon
energy is well described by [60]

Kmp = Ce−p2 (12)

where C and 2 are positive constants characteristic of the
material. p is defined as [60]

p = �E

�3max
(13)

such that p is the number of highest energy phonon quanta
required to bridge the energy gap and �3max is the high-
est lattice phonon energy. As a rule of thumb for multi-
phonon relaxation processes, the relaxation rate is smaller
if p is larger. In other words, the lower the highest lat-
tice phonon energy, the smaller the relaxation rate and the
higher the upconversion efficiency. Similarly, the electron–
phonon coupling determines the efficiency of energy transfer
from the excited state to the phonons. The electron–phonon
coupling strength in nanoparticles is determined by both the
quantum confinement and the surface characteristics [61].
First, in nanocrystalline materials, the density of states is
modified due to the size effect and, for an isolated nano-
particle, both the electronic energy and the phonon spectra
become discrete. Thus, both the density of electron energy

and phonon energy levels decrease with decreasing size,
which is likely to result in a weaker electron–phonon cou-
pling. Similarly, the increased overlap between the electron
and hole wavefunctions also decreases the electron–phonon
coupling [61]. However, the overlap between the electron
and hole wavefunctions may decrease due to the trapping
of electrons or holes to the surface states. These factors
indicate that electron–phonon interactions can be weaker in
nanoparticles with good surface passivation.
Generally, it is not necessary to consider the host energy

structure in order to understand multiphonon relaxation in
insulating phosphors such as BaF2:Eu3+ and BaTiO3:Er3+

because the host energy gap is large (>8 eV) [62] and the
energy levels of the dopant are contained within the energy
gap of the host. However, for semiconductor phosphors such
as ZnS:Tb3+ or CdS:Eu3+, the host energy structure must
be considered because the host energy gap is less than 5 eV
and the dopant energy levels intercept the host energy levels.
Thus the energy relaxation from an excited state to a lower
state of the dopant is possible via energy levels of the semi-
conductor host. This is particularly true for nanoparticles in
which the energy levels are split. It is well known that the
energy splitting between two levels increases with decreasing
size [2]. According to Eq. (13), p increases with decreasing
size. Therefore multiphonon relaxation from higher levels
to lower levels may decrease in nanoparticles. This is actu-
ally the famous “photon bottleneck” [63]. According to the
energy gap law, this is quite favorable for improving the
upconversion efficiency.
Summarizing these arguments, in nanoparticles, due to

size confinement, the increase of electron–hole wavefunc-
tion overlap may enhance the absorbance and luminescence
efficiency as well as shorten the emitting state lifetime. Due
to the decrease of both the phonon and electric state den-
sities, the electron–phonon interaction is weaker. These are
strong reasons to consider doped nanoparticles as a new
type of upconversion material with good efficiency and faster
response, whether the upconversion is due to energy transfer
or two-photon absorption. For these reasons, upconversion
luminescence of nanoparticles is becoming a topic under
much investigation.
The study of nanoparticle upconversion luminescence is

relatively new and not much work has been reported; yet
strong upconversion luminescence of Mn2+ in ZnS:Mn2+

nanoparticles has been observed [64]. The upconversion
emission band excited at 767 nm is redshifted from the
photoluminescence emission excited at 300 nm (Fig. 16)
[64]. In the nanoparticles, the decay lifetimes of the upcon-
version emission excited at 767 nm are shorter than the
300 nm excited luminescence lifetimes, while in bulk the
two decays are almost identical. When the photolumines-
cence is obtained by excitation at 383.5 nm, which is the
sum energy of two photons at 767 nm, the emission spec-
tra and the lifetimes of the two types of luminescence are
almost identical [64]. The power dependence of the photolu-
minescence is linear, while that of the upconversion emission
is quadratic [64]. Based on these observations, two-photon
excitation has been identified as the excitation mechanism
responsible for the upconversion luminescence of Mn2+ in
ZnS:Mn2+ nanoparticles.
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Figure 16. The photoluminescence spectra after excitation at 300 nm
(solid), at 383.5 nm (dash), and the upconversion luminescence spectra
resulting from 767 nm excitation (dot) of ZnS:Mn2+ bulk and nano-
particles. Reprinted with permission from [64], W. Chen et al., Phys.
Rev. B 64, 041202(R) (2001). © 2001, American Physical Society.

Upconversion luminescence is visible to the naked eye in
these systems. This reveals that upconversion luminescence
of ZnS:Mn2+ can be realized at relatively low power den-
sities. Our recent tests demonstrate that an 808-nm semi-
conductor quantum well laser module with 40 microwatts
(power density of 1 mW/cm2) can stimulate upconver-
sion luminescence of ZnS:Mn2+ nanoparticles visible to the
unaided eye. Similar upconversion luminescence is observed
in ZnS:Mn2+, Eu3+ nanoparticles. Emissions of both Mn2+

and Eu3+ are observed in the upconversion emission spec-
tra and the upconversion is due to two-photon absorption
of Mn2+ and the emission of Eu3+ is due to energy transfer
from Mn2+ [65].
Upconversion luminescence has also been reported in

undoped semiconductor nanoparticles such as CdS and
CdTe nanoparticles [66]. The term anti-Stokes luminescence
is frequently used to describe the upconversion lumines-
cence in undoped semiconductor nanoparticles. In general,
any luminescence that occurs at frequencies larger than
that of the excitation frequency is called anti-Stokes lumi-
nescence. Therefore, in this case, upconversion is just one
variety of anti-Stokes luminescence. Figure 17a displays
the optical absorption spectra of three CdTe nanoparticle
samples [67]. The absorption edges of these nanoparticles
are blueshifted from the 827 nm bulk CdTe bandgap as
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Figure 17. The absorption spectra (a), the photoluminescence emission
spectra (b, excited at 350 nm), and the anti-Stokes luminescence spectra
(c, excited at 750 nm) of CdTe nanoparticles with average sizes of 3 (I),
5 (II), and 6 nm (III), respectively [67].

a consequence of quantum size confinement. According to
the shift and based on the effective-mass approximation [2],
the estimated particle sizes are around 3, 5, and 6 nm,
respectively. Their photoluminescence spectra are shown
in Figure 17b. The nanoparticles show a pronounced exci-
tonic luminescence band, which shifts to higher energies for
smaller sizes. Strong anti-Stokes luminescence is observed
from these nanoparticles as shown in Figure 17c with excita-
tion at 750 nm. As in the photoluminescence, the anti-Stokes
luminescence is also size dependent, shifting to higher ener-
gies for smaller nanoparticles. These results may be reason-
ably explained by a two-step absorption process via surface
states [24, 67], which is actually upconversion luminescence
through a two-step absorption.

10. PHOTOSTIMULATED LUMINESCENCE
AND MEDICAL IMAGING
OF NANOPARTICLES

Photostimulated luminescence (PSL) describes the phe-
nomenon in which phosphors release trapped charge car-
riers when stimulated by infrared or visible light [68]. The
trapped carriers recombine with luminescent centers to gen-
erate the PSL. Thus, in photostimulated luminescence the
stimulation (excitation) wavelength is longer than the emis-
sion wavelength in contrast to photoluminescence. Because
photostimulable phosphors have the ability to store energy,
they are also called storage phosphors. X-ray storage phos-
phors such as BaFBr:Eu2+ have been widely discussed [68].
The PSL mechanism of BaFBr:Eu2+ involving X-ray irradi-
ation proposed by Takahashi et al. [69] assumes that during
X-ray irradiation, the Eu2+ ions are partly ionized into their
trivalent charge state (Eu3+) and the liberated electrons drift
via the conduction band to form F centers. Upon subse-
quent photostimulation, the electrons are released from the



702 Luminescence of Semiconductor Nanoparticles

F centers into the conduction band and they recombine with
Eu3+ ions to produce the photostimulated luminescence of
Eu2+ at 390 nm (Fig. 18) [69]. Other recent results indicate
that tunneling may be the mechanism of recombination in
BaFBr:Eu2+ phosphors [70].
In nanoparticles, the energy scheme can be modified via

quantum size confinement. This offers a new way of design-
ing PSL phosphors. When electrons and holes are pro-
duced in nanoparticles by photoexcitation, the electrons and
holes may de-excite or relax to the lowest excited states and
recombine to give luminescence. They also may be trapped
by electron or hole traps at the surfaces, interfaces, and/or in
a surrounding host. The electrons or holes at traps are in a
metastable state. When stimulated by light or by heat, some
may be released and recombine to give luminescence (i.e.,
photostimulated luminescence or thermoluminescence).
Controlled charge separation and trapping in nano-

particles are key to the processes of erasable optical stor-
age, sensors, and digital imaging. The PSL of nanoparticles
requires not only charge separation and trapping but also
the return of the carriers to the nanoparticles. Evidence
for charge separation, trapping, and subsequent return
has been obtained from pump–probe measurements and
photon-gated hole burning (PHB) of nanoparticles [71]. For
example, in BaFCl:Sm2+, the hole-burning process can be
described as the photoionization reaction

Sm2+ + (trap)→ Sm3+ + (trap)− (14)

If the electrons release from the traps and return to the
Sm2+, the hole will be erased, a process termed hole filling
[72]. The hole burning corresponds to the photoionization
process in PSL and the hole filling is similar to the photo-
stimulation. Thus, the occurrence of PHB in a system is an
indication of PSL, and vice versa.
In most systems, hole burning is only observable and

stable at low temperatures. Only in a few materials is
hole burning at room temperature possible. However, PSL
is not as dependent on temperature. For example, in a
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Figure 18. A schematic model for excitation and photostimulated lumi-
nescence processes in a BaFBr:Eu2+ phosphor. Reprinted with permis-
sion from [69], K. Takahashi et al., J. Lumin 31–32, 266 (1984). © 1984,
Elsevier Science.

BaFClxBr1−x:Sm2+ system, low temperature is necessary to
observe PHB, while strong PSL is observed at room temper-
ature [72]. The hole-burning efficiency or the storage density
increases by a factor of 5I /5H , where 5I is the inhomoge-
neous linewidth and 5H is the homogeneous linewidth. This
ratio is highly temperature dependent. Phonon-broadening
causes 5H to increase with temperature and makes hole
burning difficult at high temperature. Phonon broadening
has little effect in the PSL process; thus it is unnecessary
to work at low temperature. This is one of the advantages
of PSL and forms the basic premise for the construction of
a doped nanoparticle that exhibits PSL for use in storage
devices, sensors, and optical image display systems.
Two new and intriguing upconversion materials are Ag

and AgI nanoclusters encapsulated in zeolite-Y (Ag/Y and
AgI/Y). AgI nanoclusters encapsulated in zeolite-Y show
strong luminescence and photostimulated luminescence at
room temperature. Figure 19a shows the PL spectra of
AgI/Y following excitation at 305 nm [73]. The broad emis-
sion band actually consists of two subbands. The first band
results from AgI nanoparticle emission peaking at 474 nm
and appears as a small but discernable shoulder on the blue
energy edge of the broad emission peak in Figure 19a. The
second band results from Ag nanocluster emission centered
at 510 nm. Ag is known to coexist with AgI nanoparticles
and efficient energy transfer is known to occur among them.
The luminescence decreases in intensity when the sample is
irradiated by ultraviolet light at 254 nm (Figure 19b). This
decrease can be partially recovered by exposing the sample
to visible light (Figure 19c).
After ultraviolet (UV) irradiation for a few minutes,

strong PSL can be detected from AgI nanoparticles in
zeolite-Y as shown in Figure 20 [73]. PSL excitation is eas-
ily stimulated using near-infrared wavelengths. Figure 20
shows that the emission consists almost exclusively of Ag
nanoclusters resulting in a narrower band than the PL
emission band [48]. Similarly, Ag nanoclusters in zeolite-Y
(Ag/Y) are photosensitive and exhibit strong photostimu-
lated luminescence. Similar to AgI/Y, Ag/Y particles show a
marked decrease in PL after UV irradiation. This decrease
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Figure 19. Photoluminescence spectra of AgI/Y before (a) and after
(b) UV irradiation at 254 nm for 5 minutes. After exposure to a visible
lamp for 5 minutes (c). Reprinted with permission from [73], W. Chen
et al., Phys. Rev. B 65, 24554041 (2002). © 2002, American Physical
Society.
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Figure 20. Photostimulated luminescence spectrum of AgI/Y after UV
irradiation at 254 nm for 10 minutes. Excited at 840 nm. Reprinted with
permission from [73], W. Chen et al., Phys. Rev. B 65, 24554041 (2002).
© 2002, American Physical Society.

is almost completely reversible following irradiation by pho-
tons between 650 and 900 nm. Thus both materials may
be considered for use as reusable image or digital stor-
age media.
Figure 21a displays the PL lifetime decays at 500 nm

from AgI/Y following excitation at 305 nm [73]. The inset
shows the existence of a short (<15 nanosecond) component
present in addition to the microsecond decays. The longest
PL lifetime of Ag/Y particles at 500 nm is about 65 microsec-
onds compared to AgI/Y particles which show about a 185
microsecond decay. In contrast to the PL decays, PSL mea-
surements show only the fast (<15 nanosecond) component.
Figure 21b shows PSL lifetime decays from both samples on
a picosecond timescale following excitation at 800 nm. At
500 nm, the PSL decay from AgI/Y particles is 125 ps, which
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Figure 21. Lifetime decays of (a) photoluminescence (excitation at
305 nm) and (b) photostimulated luminescence (excitation at 800 nm)
in AgI/Y nanoparticles. The inset in (a) displays the PL lifetime at
higher time resolution showing the fast (<15 ns) time component.
Reprinted with permission from [73], W. Chen et al., Phys. Rev. B 65,
24554041 (2002). © 2002, American Physical Society.

is almost a factor of 3 faster than the PSL decay from Ag/Y
particles [73]. Even though in both cases the PSL derives
from the silver particles, there is a noticeable difference in
the PL and PSL lifetimes. This may reflect the differences in
energetics between the two samples, given that Ag is metal-
lic while AgI is a direct bandgap semiconductor.
In either sample, excitation by UV photons likely ionizes

Ag to Ag+ leading to both a luminescent center, Ag+, and
a source of electrons. The electrons are then trapped in the
zeolite framework, most likely at regions with a missing oxy-
gen link, which serve as Lewis acid sites. Upon near-infrared
(IR) excitation, this trapped electron is released and trans-
fers to the nearby Ag+ site which is on the surface of the
nanoparticles and at the zeolite–nanoparticle interface. This
results in the characteristic emission of Ag as

e +Ag+ → Ago7 → Ago + h, (15)

where e represents an electron released from the color cen-
ter, Ago7 is the excited state of Ag, and Ago is the ground
electronic state after emitting a photon, h,. This model
explains the decrease in PL intensity following UV irradia-
tion as the Ago is ionized and the electron becomes trapped
in the zeolite. Following near-IR excitation, the electron is
transferred to the nearby Ag+. Therefore, the PSL is dom-
inated by interfacial Ag clusters leading to exclusively Ag
luminescence. The interfacial nature allows access to trap
sites both at the surface and in the zeolite framework leading
to extremely short lifetimes. The short lifetimes and strong
PSL make these materials good candidates for new phos-
phor screens or digital storage applications.
The photostimulable phosphor used in commercial X-ray

imaging system is BaFBr:Eu2+; yet the BaFBr:Eu2+ system
suffers from poor resolution due to the long decay lifetime
of Eu2+ emission (0.8 �s) as well as scattering of the stimu-
lating laser light from the platelike polycrystals. In addition,
the hygroscopic nature of this phosphor limits the stabil-
ity of the system. Thus, a new type of PSL phosphor with
improved characteristics is desireable and the subject of
extensive investigation.
Most light detection systems suffer from low resolution

due to the scattering of both the reading laser light and
the emission light. The light scattering is due to the phos-
phor grain size, shape, and the grain boundary, as well as
surface roughness [74]. Raleigh’s approximation describing
the interaction of light with matter indicates that for par-
ticles that are isotropic, the intensity of scattered light is
approximately equal to the particle diameter to the sixth
power [75]. Therefore, a 50-nm particle will scatter one
million times more light than a 5-nm particle. Therefore,
compared to the scattering in traditional micrometer-sized
phosphors, the scattering of light in nanoparticles is negli-
gable. This suggests that much higher resolution is possible
using upconversion in nanoparticles and nanothin films for
infrared detection and imaging.
Quantum size confinement of nanoparticles overcomes

some of these problems. The higher luminescence efficiency,
faster decay, and lower light-scattering for smaller parti-
cles results in higher spatial resolution and faster response.
Nanosized BaFBr:Eu2+ phosphors show strong PSL [76].
The PSL from BaFBr:Eu2+ nanoparticles decays with a life-
time of 390 ns and provides a good example demonstrating
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that the PSL imaging performance and temporal resolution
may be improved via quantum size confinement.
Figure 22 shows the emission spectra of BaFBr:Eu2+

nanoparticles having an average size of ∼40 nm, as mea-
sured by X-ray diffraction [76]. The emission band is due to
the 4f 6 5d1 �t2g� → 4f 7 transition of Eu2+. In BaFBr:Eu2+

nanoparticles, the emission band of Eu2+ is at 407 nm, which
is ∼17 nm redshifted compared to that in bulk BaFBr:Eu2+
at 390 nm. This is due to the change in crystal field or site
symmetry of the nanoparticles.
The fluorescence of BaFBr:Eu2+ nanoparticles is very sen-

sitive to light. Under UV irradiation, the luminescence of
Eu2+ decreases in intensity. The luminescence is recovered
by exposure to red light at approximately 600 nm (Fig. 22).
Strong PSL is observed following stimulation at 600 nm,
which is shown in Figure 23 [76]. The PSL spectrum is con-
sistent with the PL spectrum. This indicates that the PSL is
from the recombination of electrons with Eu2+ centers as in
bulk BaFBr:Eu2+ phosphors.
Figure 24 shows the PL and PSL decays of BaFBr:Eu2+

nanoparticles [76]. The results demonstrate that the PL
decay lifetime of BaFBr:Eu2+ nanoparticles is almost the
same as that of bulk BaFBr:Eu2+, around 800 ns. How-
ever, the PSL decay lifetime of BaFBr:Eu2+ nanoparticles is
much shorter than that of bulk BaFBr:Eu2+. The PSL decay
of BaFBr:Eu2+ nanoparticles has two components. One is
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Figure 22. Emission spectra of BaFBr:Eu2+ nanoparticles before (blue)
and after UV irradiation at 254 nm for 5 min (orange), and then pho-
tostimulation at 560 nm for 5 min (magenta), respectively (excitation at
304 nm) [76].
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Figure 23. Photostimulated luminescence spectra (excited at 600 nm)
of BaFBr:Eu2+ nanoparticles and bulk after UV irradiation for
10 minutes.

shorter than 20 ns; the other is 340 ns. The short decay
of less than 20 ns is likely due to surface states and the
shortened decay of 340 ns is likely due to quantum con-
finement. The difference in the PSL decay behavior of the
nanoparticles and the bulk material indicates that the PSL
energetics in the bulk and the nanoparticles are different.
The faster decay in the nanoparticles demonstrates that it
is possible to improve the storage and imaging performance
by the size effect.
Biological and biomedical applications of nanoparticles

represent a new direction in nanoscience and nano-
technology [1, 77, 78]. This includes biological labeling,
biomedical imaging, and diagnostics. The nanoparticle pho-
tostimulable phosphors described may be used in medical
imaging devices such as a computerized radiography system.
One of the most important parts of the computerized

radiography system is the imaging plate (IP) with its layer
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Figure 24. Photoluminescence (PL) and photostimulated luminescence
(PSL) lifetime decays of BaFBr:Eu2+ nanoparticles.
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of photostimulable phosphor. During X-ray exposure, part
of the energy of the absorbed X-rays is stored in the
phosphors as trapped electrons and holes. The stored energy
is released by a focused He–Ne laser which empties the traps
by optical stimulation to give luminescence due to electron–
hole recombination [68, 69]. The photostimulated lumines-
cence intensity, which is proportional to the X-ray dose, is
measured for each spot on the imaging plate, using a pho-
tomultiplier tube, and stored in a computer. It has been
demonstrated in the laboratory that using this PSL system
the X-ray dosage can be reduced to one-tenth of the con-
ventional screen-film method while the radiograph remains
of the same quality. This indicates that the photostimulable
phosphor IP is an excellent detector for digital radiogra-
phy, which may replace some of the conventional screen-film
methods. When the IP is placed in a cassette, it can be used
with conventional machines, and the digital imaging radio-
graphs can be shared among hospitals through the Internet.
In addition, large area IPs are conveniently produced, are
reusable, have linear response over a wide range of X-ray
dosage, and are erased simply by exposure to a uniform
stimulating light or by thermal clearance. Thus, as compared
to the conventional radiation image sensors, the IP method
not only visualizes the latent radiation image with a high
sensitivity through the digital process of conventional radia-
tion image sensors but also makes it possible to quantify the
position and intensity of the radiation image [68, 69].
Nanoparticles exhibit strong photostimulated lumines-

cence, and therefore nanoparticle thin films display excellent
potential for medical imaging applications. The advantages
of using nanoparticle thin films for medical imaging may be
summarized as follows:

(1) high emission quantum efficiency resulting in higher
sensitivity

(2) low scattering resulting in better resolution
(3) shortened decay lifetime leading to faster response
(4) particles with desired size and shape
(5) thin films with desired uniformity, area, thickness, and

flexibility

These advantages may make nanoparticles a potentially
more cost effective alternative to traditional medical imag-
ing technologies.

11. X-RAY EXCITED
OPTICAL LUMINESCENCE

X-ray excited optical luminescence (XEOL) refers to the
measurement of the optical luminescence spectrum follow-
ing excitation with X-ray photons. XEOL involves energy
transfer from the initially absorbed X-ray photons and may
be represented as the sequence of the following steps [79]:

(1) absorption of the ionizing radiation (X-ray photons)
and creation of primary electrons and holes

(2) relaxation of primary electrons and holes which may
produce secondary electrons, holes, photons, plas-
mons, and other electronic excitations

(3) thermalization of the low-energy secondary electrons
(holes) resulting in a number of electron–hole pairs
(excitons) with energy roughly equal to the bandgap
energy Eg

(4) energy transfer from the electron–hole pairs to
the luminescence centers thereby inducing their
excitation

(5) emission from the luminescence centers

XEOL uses tunable soft X-ray sources such as synchotron
radiation and therefore can achieve state and site selec-
tive excitation [80], and thus XEOL is closely related to
X-ray absorption near edge structures (XANES). XANES
may be measured in terms of total electron yield (TEY), flu-
orescence yield (FLY), and photoluminescence yield (PLY)
[80–82]. Generally, there is no obvious distinction made
between “fluorescence” and “photoluminescence” yields.
However, here the distinction is made that photolumines-
cence yield refers to the emission of optical photons and
fluorescence yield typically refers to the emission of X-ray
fluorescence photons. Thus, PLY typically deals with emis-
sion photons of the order of a few eV whereas FLY deals
with emission photons that could be as much as several
keV. The TEY measurement is sensitive to the surface and
near-surface regions of the sample, while FLY is more sen-
sitive to the bulk, and PLY is sensitive only to the sites
where the photoluminescence originates [80–82]. By tuning
the excitation photon to energies of a specific absorption
band (valence region) or edge (core levels) of an element or
its compounds, one can achieve some degree of site selec-
tivity [80]. Table 1 lists the attenuation length of the inci-
dent photons for the four regions of interest for both silicon
and SiO2 [80]. Table 1 demonstrates that the incoming pho-
tons are completely absorbed within a couple of microme-
ters from the surface with the photons below the Si K-edge
as an exception. Thus, tuning the photon energy from just
below to just above the edge allows for a sudden increase of
the absorption of the incident photons (energy) into a select
excitation channel [80]. By using a combination of XEOL,
TEY, FLY, and PLY information on the emitting states, the
chemical environment, sites, coordination number, chemi-
cal bond length, and the sampling depth may be obtained.
Recently, XEOL technology has successfully been applied
to investigate the luminescence mechanism of porous silicon
[83] and CdS nanoparticles [84].

Table 1. Attenuation length (one absorption) of incident photons in Si
and SiO2 below and above the relevant edge.

Attenuation
length (�m)

Photon energy (eV) Si SiO2

Inner valence 20–40 0�23–0�26 0�020–0�026
Si L39 2-edge below 100 (Si), 0�122 0�113

105 (SiO2)
above 100 (Si), 0�063 0�067
105 (SiO2)

O K-edge below 538 0�51 1�04
above 538 0�51 0�30

Si K-edge below 1840 (Si), 14 7�4
1847 (SiO2)

above 1840 (Si), 1�26 2�2
1847 (SiO2)

Source: Reprinted with permission from [80], S. J. Naftel et al., Phys. Stat. Sol.
A 182, 373 (2000). © 2000, Wiley-VCH.
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The discovery of luminescence from nanostructured por-
ous silicon in 1990 is a breakthrough event in silicon opto-
electronics [85]. However, there has been some debate as
to the origin of the luminescence. Different models have
been proposed to explain the luminescence from porous
silicon, such as the quantum size confinement model [85],
formation of siloxene [86], and the production of hydro-
genated amorphous silicon [87]. Using XEOL, Sham et al.
[83] have shown that porous silicon is essentially crystalline
silicon locally, the surface silicon oxide components are
not responsible for the luminescence, and, more impor-
tantly, the luminescence does not originate from siloxene.
This result strongly supports the model of quantum size
confinement [85].
The argument and controversy over the luminescence

mechanism from porous silicon are due to the fact that
porous silicon is very complex. Silicon oxides, siloxene,
oxygen- and hydrogen-related defects, and surface states
may exist in porous silicon produced by HF chemical etching
[85]. In most cases, porous silicon is covered with a layer of
amorphous SiO2 which may contain defects that also exhibit
luminescence. To distinguish these two luminescence mech-
anisms, the XEOL excited at and above the L39 2 edge of Si
and SiO2, respectively, are shown in Figure 25. The atten-
uation length of photons at the Si L39 2 edge (∼100 eV)
is ∼60 nm, which is significantly less than the thickness of
porous silicon. An intense peak at around 650 nm and two
satellites at 480 and 380 nm are observed in the XEOL
spectrum [81]. The 650 nm peak is the most intense at
100 eV excitation; however, upon excitation into the SiO2
absorption edge, the intensity decreases greatly while the
two satellites increase in intensity. In addition, the two satel-
lite peaks disappear upon HF treatment (a′ in Figure 25)
which removes the SiO2 overlayer. These results strongly
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Figure 25. XEOL spectra excited at (a) 100 and (b) 110 eV from an as-
prepared porous silicon sample. Luminescence of the HF treated sample
excited at 100 eV is shown as (a′). XANES of the HF refreshed sample
in TEY and PLY and of the Si(100) in TEY are shown in the inset.
Reprinted with permission from [81], Y. F. Hu et al., Rev. Sci. Inst. 73,
1379 (2002). © 2002, American Institute of Physics.

imply that the emission at 650 nm is from the nanocrystalline
silicon and that the two satellite peaks are from the surface
oxide [80–82].
The particle size and porosity in porous silicon are deter-

mined by the preparation conditions which include the wafer
resistance, HF concentration, current density, and etching
time [4, 88]. Therefore, the luminescence energy (wave-
length) and efficiency are determined by the preparation
conditions [82]. One example is shown in Figure 26 for the
XEOL of porous silicon samples prepared from c-Si wafers
with two different resistances, 10 (a, b) and 16–20 ' cm (A,
B), at different current densities but the same HF concentra-
tion [88]. Figure 27 displays the XANES, recorded in TEY
and PLY modes at the Si K edge of a typical porous sili-
con sample before (top) and after HF treatment [88]. The
XANES spectra recorded by TEY and PLY for an aged sam-
ple (top) are very different in the region just above the edge,
while they are nearly identical for the fresh sample (bottom).
The peak at 1847 eV present in the TEY spectrum of the
aged sample is a consequence of Si–O bonding due to the
presence of SiO2 on the surface. Because the TEY spectrum
is surface sensitive, this peak is greatly enhanced relative to
the PLY spectrum. This peak disappears after HF treatment
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Figure 26. X-ray excited optical luminescence of a porous silicon fresh
sample with wafer resistance of 10 (top) and 16–20 'm (bottom) at dif-
ferent current densities (A—28, B—65, a—40, b—90 mA/cm2) but the
same HF concentration. Reprinted with permission from [88], G. Dalba
et al., J. Non-Crystal. Solids 232–234, 370 (1998). © 1998, Elsevier
Science.
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Figure 27. XANES spectra recorded in TEY and PLY modes at the
Si K edge of a typical porous silicon sample before (top) and after
HF treatment (bottom). Reprinted with permission from [88], G. Dalba
et al., J. Non-Crystal. Solids 232–234, 370 (1998). © 1998, Elsevier
Science.

as the SiO2 layer is etched away and the spectrum resem-
bles the PLY spectrum. Therefore, the PLY signal does not
depend on the Si–O bonds but is related only to the Si nano-
clusters. These results further confirm that the luminescence
does not originate from silicon oxide regions consistent with
the results by Sham et al. [83].
Due to the availability of synchrotron radiation, XEOL

is getting more and more popular. XEOL is being applied
to investigate scintillation materials [79], organic thin films
[89], and luminescent nanoparticles [84]. Figure 28 shows
the XEOL spectra of 2 nm sized CdS nanoparticles stabi-
lized in a dendrimer [81]. Spectra (a), (b), and (c) were
excited with selected photon energies across the S K edge
marked with vertical bars in the XANES (Fig. 28, inset),
collected in both TEY and PLY. The PLY spectrum shows
one strong resonance at 2474 eV due to the S (1S) tran-
sition to the unoccupied orbitals in CdS. The TEY spec-
trum shows an additional peak at 2480 eV due to the S(1S)
to SO2−4 transition present because the surface of the den-
drimers are oxidized to sulfate groups. The luminescence
intensity increases greatly from (a), below the S K edge to
(b), at the CdS S K edge. The luminescence decreases when
excited at (c), corresponding to the surface sulfate groups
and the strongest peak in the TEY spectrum. Since com-
parison of the CdS nanoparticle PLY XANES with the TEY
of bulk CdS shows that they are identical, the luminescence
originates mainly from CdS nanoparticles and not from the
surface sulfate groups [81, 84].
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Figure 28. XEOL spectra of 2 nm sized CdS nanoparticles stabilized in
dendrimer with various X-ray energies across the S K edge. The inset
shows the XANES in TEY and PLY and the corresponding excitation
photon energies (vertical bars) for (a), (b), and (c). Reprinted with
permission from [81], Y. F. Hu et al., Rev. Sci. Inst. 73, 1379 (2002).
© 2002, American Institute of Physics.

12. BIOLOGICAL LABELS
AND MARKERS

Over the past 20 years, organic chemistry has developed
a wide array of molecular probes, usually organic dyes,
for a variety of applications in cellular imaging, biomolec-
ular analysis, sensing, and biophysics. However, the cur-
rent selection of organic dyes leaves much to be desired.
Broad spectral overlap, photobleaching, difficult conjuga-
tion chemistry, poor water solubility, and expense are fre-
quently cited as limitations of commercially available organic
and organometallic probes. Recent research into the phys-
ical and chemical properties of nanoparticles suggests that
the photophysical behavior of these tiny particles may be
more finely tunable than that of dyes and, thus, may offer
a promising way to solve some vexing problems with bio-
logical labeling. The crucial development in the application
of nanoparticles to biological assays and imaging has been
the creation of simple, reliable synthetic routes for a variety
of nanostructures. The chemical synthesis of nanoparticles
is typically achieved with just one reaction, involving a
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chemical transformation of a precursor source of inorganic
material followed by a nanocrystallization process in the
same vessel. Desired and novel properties of nanoparticles
can be obtained by fine control over the synthetic conditions
to determine size, size distribution, emission wavelength,
and surface characteristics. Thus, nanoparticle biological
probes are easier to make and are potentially less expen-
sive than organic dyes. More importantly, the specific pho-
tochemical reactions that cause organic dyes to photobleach
or to cross-link nonspecifically with biological samples are
far less common for inorganic nanoparticles. In compari-
son with conjugates formed with organic dyes such as rho-
damine, this new class of luminescent probes is 20 times
as bright, 100 times as stable against photobleaching, and
1/3 as wide in spectral linewidth [90]. Therefore, inorganic
nanoparticle probes may have tremendous applications in
biomedicine and biology even though there are still some
problems that need to be solved, such as the blinking emis-
sion of some nanoparticles, the possible toxicity, and the bio-
compatibility with inorganic nanoparticles. However, these
limitations may be overcome by the purposeful design and
fabrication of nanostructures.
Another important advantage of luminescence nano-

particles for biological labeling is the recent discovery of
upconversion (anti-Stokes) luminescence [64, 65]. Since the
excitation wavelength is longer than the emission wave-
length, there is very little background noise, which drastically
reduces the detection limit. In regular Stokes fluorescence
detection, the noise is primarily associated with the autoflu-
orescence of biological tissues, which is nearly eliminated
in the case of anti-Stokes emission (Fig. 29). In addition to
the improvement of resolution and sensitivity, anti-Stokes
luminescence allows the use of IR/NIR light sources, which
are preferred for biological labeling and long-term sens-
ing over UV light sources because the photoinduced dam-
age done by IR quanta to biolabels and organisms is much
lower. However, species with pronounced anti-Stokes lumi-
nescence are quite rare, and there are only a few phos-
phors that afford labeling and observation of the targets
with anti-Stokes luminescence [91]. They are based exclu-
sively on rare-earth metals and the biolabeling is achieved
with fairly large particles of about 1 micrometer in diame-
ter [92]. The large size of these micrometer-sized colloids,
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Figure 29. A schematic illustration for using fluorescence (top) and
upconversion luminescence (bottom) in biological probing. Under ultra-
violet excitation in the case of fluorescence, strong autofluorescence is
observed along with the fluorescence. In upconversion luminescence,
this autofluorescence can be avoided because the excitation energy is
in the infrared. Thus, better resolution is possible using upconversion
luminescence.

strong scattering associated with it, and lower penetration
ability are the major limiting factors for many applications.
With transition to nanoscale materials, parasitic scattering
is drastically reduced, and the diffusion rate increases, and
therefore, the response time of the sensors is also enhanced.
In addition, it is possible to significantly increase the quan-
tum yield of upconversion by proper surface modification of
the nanoparticles.
The broad range selection of the shell (stabilizer) struc-

ture of semiconductor nanoparticles makes biological label-
ing possible in many ways, from exchange reactions with
stronger binding ligands to covalent conjugation with dif-
ferent linking reactions [93], as well as noncovalent label-
ing techniques such as electrostatic attractions to labeling
proteins [77]. It has been demonstrated that nanoparticle
bioconjugates selectively bind to cell components, DNA,
or blood proteins and can be detected by strong lumines-
cence tunable by the particle size [1, 78]. By using narrow
band tunable color or luminescence nanoparticles, polymeric
microbeads (1.2 �m) have been tagged by different colored
nanoparticles to create multiplexed coding [1]. By control-
ling both the size and number of nanoparticles attached to
the microbeads, 5–6 colors and 6 intensity levels yield 10,000
to 40,000 distinguishable codes under excitation with a sin-
gle wavelength excitation source. These tagged microbeads
can be used to label DNA and protein sequences and there-
fore have enormous potential in genomics and proteomics
research areas.
The most commonly used covalent coupling method

to conjugate nanoparticles to proteins is the sulfo-
NHS (N -hydroxysulfo-succinimide) and EDC [1-ethyl-3(3-
dimethylaminopropyl) carbodiimide hydrochloride] reaction
(Scheme 1). NHS-conjugated proteins have the highest
bioactivity among other conjugates as established by sev-
eral comparative studies [78, 93]. The carboxylic acid group
of thioglycolic acid stabilized nanoparticles can form amide
bonds with the primary amine groups of the protein, or the
carboxylic acid groups of the protein can form amide bonds
with the primary amine groups of cysteine stabilized nano-
particles. When using this method, the pH, concentration of
reagents, and reaction time vary for each particular reac-
tion. Possible aggregation due to multiple conjugations can
be avoided by carefully choosing the reaction conditions.

13. FLUORESCENCE ENERGY
TRANSFER AND
BIOLOGICAL/CHEMICAL SENSORS

Fluorescence resonance energy transfer (FRET) refers to
transfer of the excited-state energy between two different
luminescent molecules (or nanoparticles), from the initially
excited donor (D) to an acceptor (A). FRET can occur when
the donor molecules emit at wavelengths that overlap with
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Scheme 1. Reprinted with permission from [93], S. Wang et al., Nano
Lett. 2, 817 (2002). © 2002, American Chemical Society.
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the absorption spectrum of the acceptor. Energy transfer
occurs without the appearance of a photon and is the result
of long-range dipole–dipole interactions between the donor
and acceptor. An important characteristic of FRET is that
the transfer rate is highly dependent on the distance between
the donor and receptor. The distance at which FRET is 50%
efficient, called the Förster distance, is typically 20–60 Å
[59]. The relationship between the transfer efficiency E and
the donor-to-acceptor (DA) distance r is given by

E = R60
R60 + r6

(16)

where R0 is the Förster distance. This equation shows that
the transfer efficiency is strongly dependent on distance
when the DA distance is near R0. FRET is widely used
as a sensing mechanism for molecular level distance and
binding event detection [94]. The detection limits of ana-
lytical processes based on FRET can be as low as 10 ppt
with a linear dynamic range from 0.1 to 1000 ppb, while
the utilization of antibodies enables the selective detec-
tion of substrates which may differ by only a few atoms.
Luminescent semiconductor nanoparticles open new possi-
bilities in this field of applications. The stability of nano-
particles under UV and visible light makes possible not
only high-contrast multiplexed imaging but also a long-term
monitoring of the environment, for instance for biologi-
cal warfare agents or natural pathogenic organisms such as
cholera and E. coli, which represent a critical problem for
countries with limited water treatment capabilities. This task
implies that no sample labeling/staining should be involved,
which can be accomplished by taking advantage of the com-
petitive inhibition of FRET in antigen–antibody immuno-
complexes, as demonstrated in a recent report [93] founded
on a FRET based immunological sensor using luminescent
CdTe nanoparticles.
In this study, two different thioglycolic-acid-stabilized

CdTe nanoparticles were used, one with a luminescence
peak at 555 nm and the other one with the peak at 611 nm.
Nanoparticle-conjugated BSA (bovine serum albumin) and
anti-BSA IgG (immunoglobulin G) were prepared by the
sulfo-NHS and EDC reaction (Scheme 1). The conjugations
were purified with centrifuge and/or dialysis. The forma-
tion of conjugation was verified with electrophoresis, lumi-
nescence spectra, and high pressure liquid chromatography
(HPLC). A one-to-one conjugation between nanoparticle
and protein was confirmed by HPLC results. The biologi-
cal structure and activity of the conjugates were retained as
verified by circular dichroism spectra and ELISA (enzyme-
linked immunosorbent assay).
When nanoparticle-IgG (anti-BSA) with green lumines-

cence is combined with nanoparticle-labeled BSA with
red luminescence, the nanoparticle–IgG/BSA–nanoparticle
immunocomplex formed. As expected, a significant enhance-
ment of the nanoparticle–BSA red emission at 611 nm
and the corresponding quenching of the green emission of
nanoparticle–IgG at 555 nm are observed after the self-
assembly of the labeled biospecific ligands in the immuno-
complex (Fig. 30, trace 2) [93]. The mutual affinity of
the antigen and antibody brings the nanoparticles close
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Figure 30. Fluorescence resonance energy transfer based detection of
BSA in solution. (1) CdTe nanoparticle-1–BSA; (2) CdTe nanoparticle–
BSA + CdTe–nanoparticle-2–IgG; (3) BSA + nanoparticle-1–BSA +
nanoparticle-2–IgG. Concentrations: nanoparticle–BSA 5 × 10−7 M,
nanoparticle–IgG 5 × 10−7 M, BSA 2 × 10−6 M. Reprinted with per-
mission from [93], S. Wang et al., Nano Lett. 2, 817 (2002). © 2002,
American Chemical Society.

enough together to allow the resonance dipole–dipole cou-
pling required for FRET to occur. Thus, the energy of
the excitonic state in the green-emitting nanoparticles is
transferred to the similar state of the red-emitting nano-
particles. FRET efficiency is particularly high for green/red
nanoparticle pairs because of the strong overlap of their
emission and absorption spectra. Importantly, when unla-
beled BSA is added to the immunocomplex, it compet-
itively binds to nanoparticle–IgG, thereby replacing it in
the immunocomplex with nanoparticle–BSA and inhibiting
the FRET process. Therefore, the green emission peak of
nanoparticle–IgG at 555 nm can be observed again, while
the red emission peak at 610 nm shows decreased intensity
(Fig. 30, trace 3). Alternatively, adding a high concentration
of egg albumin, which does not bind to anti-BSA IgG, shows
no influence on FRET efficiency between nanoparticle–IgG
and nanoparticle–BSA. Unlike ELISA, the described detec-
tion process does not require multiple binding and washing
steps. Following this approach, a detection limit of 10−8 M
BSA has been reported [93].

14. LUMINESCENCE TEMPERATURE
DEPENDENCE AND
TEMPERATURE SENSORS

Variation of temperature and pressure has proven to be
a powerful probe for understanding electronic and optical
phenomena in condensed phases [95]. Variations in temper-
ature change the highest energy phonon population as well
as the interatomic spacing. Thus, temperature dependences
of luminescence may provide useful information on the elec-
tronic states of emitters, crystal field strength, energy trans-
fer, electron–phonon coupling, and the interactions between
the luminescence centers and their hosts [95]. One system
under study is Mn2+ doped ZnS nanoparticles. Following
excitation of the ZnS host, ZnS:Mn2+ nanoparticles display
both Mn2+ emission as well as a blue, defect-related emis-
sion. The Mn2+ emission is the result of energy transfer from
the ZnS exciton to the Mn2+ impurity center. The temper-
ature dependence of both the Mn2+ emission and defect-
related blue emission in ZnS:Mn2+ nanoparticles has been
investigated [96–98].
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The temperature dependences of both the Mn2+ emission
and the blue donor–acceptor emission following excitation
at 300 nm are displayed in Figure 31 [99]. The inten-
sity of Mn2+ emission is weakly dependent on temperature
(Fig. 31b). The blue DA emission intensity, however, shows
a much more pronounced decrease with decreasing temper-
ature. Figure 31c shows the changes in emission energy as a

380 420 460 500 540 580 620 660 700

a
DA

Mn2+

40 K

95 K

122 K

149 K

176 K

204 K

231 K

257 K

282 K

In
te

ns
ity

(a
.u

.)

Wavelength (nm)

Mn2+

Mn2+

Mn2+

426

429

432

435

DA

597

600

603
c

W
av

el
en

gt
h

(n
m

)

bDA

In
te

ns
it

y
(a

.u
.)

0 50 100 150 200 250 300
40

60

80
d

DA

B
an

dw
id

th
(n

m
)

Temperature (K)
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blue (DA) and Mn2+ emissions in ZnS:Mn nanoparticles. Reprinted
with permission from [99], W. Chen et al., J. Appl. Phys. 92, 1950 (2002).
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function of temperature. As the temperature decreases, the
Mn2+ emission shifts to longer wavelengths. On the contrary,
the blue DA emission shifts to shorter wavelengths with
decreasing temperature. Figure 31d displays the changes in
the full-width at half-maximum bandwidth of both emis-
sions as a function of temperature. The bandwidths of both
emissions show weak temperature dependences with slight
decreases as the temperature is lowered.
In order to explain the temperature results, the nature

of both the orange and blue luminescence from ZnS:Mn2+

nanoparticles must be considered. The orange lumines-
cence arises from the 4T1–6A1 transition of Mn2+. The blue
defect-related emission in ZnS has been investigated in
detail by Oda and Kukimoto [100] and is considered to be
a radiative recombination of a delocalized charge carrier
(electron) with a trapped charge carrier (hole) at a sul-
fur vacancy. Oda and Kukimoto point out that the defect-
related emission is a transition within the self-activated
(SA) luminescence center with an appreciable Stokes shift
[100]. The SA emission in ZnS is from the donor (isolated
coactivator)–acceptor pair transition.
Based on the theory of thermal quenching, the temper-

ature dependence of the emission intensity, I�T �, can be
described by [101]

I�T � = I0
1+ ae−Eb/KT

(17)

where Eb is the activation energy (thermal quenching
energy), K is the Boltzmann constant, a is a constant related
to the ratio of the nonradiative rate to the radiative rate,
and I0 is the emission intensity at 0 K. The solid lines in
Figure 31b represent a simulation of the intensities using
this theory. The parameters used to obtain these simulations
are shown in Table 2 along with the data of bulk ZnS:Mn2+

for comparison. Excellent agreement between theory and
experiment suggests that the intensity decrease of the two
emissions is mainly due to thermal quenching.
The a value for the DA pairs is larger than that for Mn2+,

indicating the nonradiative rate for DA pairs is greater than
that for Mn2+. It is generally accepted that the major non-
radiative or energy relaxation channel in semiconductors is
due to phonon quenching [102]. If the phonon coupling is
stronger, the nonradiative rate is higher and the lumines-
cence is more sensitive to temperature change [102]. There-
fore, the simulated results show that the phonon coupling
for the DA pairs is stronger than that for Mn2+ emitters. It is
noted that the value of the a parameter from Mn2+ emission
in nanoparticles (9.83) is smaller than in bulk (Tab. 2) [99].
This indicates that the radiative rate of Mn2+ in ZnS:Mn2+

nanoparticles is larger than in bulk, providing for a higher
luminescence efficiency.
The thermal quenching energy is related to the bound

exciton binding energy [97]. For bulk ZnS:Mn2+ the excition
binding energy is about 60 meV [97]. This value is very close
to the thermal quenching energy (57 meV) as estimated
from the temperature dependence of Mn2+ luminescence in
bulk ZnS:Mn2+ [97]. In the nanoparticles, the value for the
quenching energy is ∼70 meV, which is larger than the exci-
ton binding energy in the bulk (Tab. 2) [99]. This increase
in exciton binding energy is likely due to the increase in the
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Table 2. Simulated parameters for the temperature dependence of DA and Mn2+ emissions in bulk and ZnS:Mn2+ nanoparticles.

Nanoparticle Bulk Bulk

Emitter Mn2+ DA Mn2+ Mn2+

I0 (a.u.) �4�34± 0�03�× 103 �1�19± 0�01�× 106 �1�19± 0�02�× 108 �1�30± 0�02�× 108
a(a.u.) 9�83± 2 180± 50 20± 5 17± 7
E (meV) 70± 6 93± 6 23± 2 45± 7

Source: Reprinted with permission from [99], W. Chen et al., J. Appl. Phys. 92, 1950 (2002). © 2002, American Institute of Physics.

overlap of the electron and hole wavefunctions as a result of
quantum size confinement. The thermal quenching energy
for the DA pairs is larger than that for Mn2+ indicating that
excitons bind more strongly to the DA centers compared to
Mn2+ ions.
As in bulk ZnS:Mn2+, the emission energy shifts of the

Mn2+ emission with temperature can be described by crystal
field theory. The blueshift of the Mn2+ emission wavelength
with decreasing temperature is due to the enhancement
of the crystal field strength at lower temperatures result-
ing from crystal lattice contraction. As a consequence, the
emitting state, 4T1�G� of Mn2+, shifts to lower energies
with decreasing temperature, shifting the emission to longer
wavelengths.
It is reasonable to treat the blue DA emission as a result

of donor–acceptor recombination in which the donor is a
trapped electron and the acceptor is a trapped hole. The
emission energy may then be described by [99]

h, = Egap − �EA + ED�+ e2/�R (18)

where Egap is the energy gap of the host, EA and ED are
ionization energies of the acceptor and the donor, while
� is the optical dielectric constant, and R is the distance
between the donor and acceptor. Based on Eq. (18) the
temperature dependence of the DA emission intensity can
be explained. As temperature decreases the energy gap
increases and the distance between the donor and the accep-
tor decreases due to crystal lattice contraction. As a con-
sequence, the DA emission shifts to higher energy, as is
observed experimentally.
From Figure 31d, it is clear that the bandwidth of

both the DA and Mn2+ emission decreases with temper-
ature. Electron–phonon coupling is usually considered to
be the major contribution for the variation of the emis-
sion bandwidth with temperature [101, 102]. Both emission
bandwidths decrease slowly with decreasing temperature
indicating that the electron–phonon coupling is only weakly
dependent on temperature. The Huang–Rhys factor is a use-
ful parameter for evaluation of the electron–phonon cou-
pling strength [103, 104]. The emission bandwidth �W� at
half intensity can be related to the Huang–Rhys factor �S�
by [102]

W = 4�ln 2�1/2�KTS�3LO�1/2 (19)

where K is the Boltzmann constant, 3LO is the LO-phonon
frequency, T is the temperature, and � is Planck’s con-
stant. For bulk ZnS:Mn, �3LO = 350 cm−1 [103], and for
3.6 nm nanoparticles, �3LO = 423 cm−1 [96]. Using Eq. (19),
the average Huang–Rhys factor for the DA emission cen-
ter (∼8.4) is larger than that for Mn2+ (∼4.2) indicating

that the electron–phonon coupling between the DA center
and the lattice is stronger than that between the Mn2+ ion
and the lattice. This is consistent with the results from the
intensity variation with temperature. The average S value for
Mn2+ obtained from the emission bandwidths is larger than
that obtained from the Stokes shift of Mn2+ nanoparticle
emission from the lowest excited state (∼2.88) [104] and
larger than the S value (∼3.0) of bulk ZnS:Mn2+ obtained
by measuring the zero phonon line at low temperature [105].
This is possibly a result of other broadening mechanisms in
addition to the electron–phonon interaction. This additional
broadening may result from either a distribution of particle
sizes or a distribution of Mn2+ environments [20].
The principle of luminescence temperature dependence

at temperatures above room temperature is the same as
described previously. Based on the temperature depen-
dences of semiconductor nanoparticle luminescence proper-
ties, a new concept of using luminescent nanoparticles for
thermometry applications has been recently described [106].
Temperature is a fundamental property of matter, and its
measurement is often required for both scientific research
and industrial applications. For industrial manufacturing,
real-time temperature monitoring can be used to optimize
processing, minimizing waste production and energy con-
sumption. Spatially resolved temperature monitoring can
establish regions of an integrated circuit in which heat builds
up and suggest improvements in design of the circuit or its
cooling system. Monitoring the temperature of high-speed
moving parts, such as turbine blades, can identify changes
that signify a weakness in the part.
In bioengineering and biochemistry, temperature changes

of even a few degrees can mean the difference between
life and death for a cell. Real-time, precise in vivo moni-
toring of temperature is of paramount importance in many
biomedical diagnostic and treatment processes. Traditional
methods of temperature measurement can be divided into
two categories: contact methods, including thermocouples,
thermistors, and resistance temperature detectors (RTDs),
and noncontact methods such as measurement of emitted
infrared light.
Fluorescence thermometry, using the fluorescence from

luminescent materials to determine temperature, is a non-
contact thermometry that has many advantages over other
thermometry methods [107]. As the temperature of the
phosphor changes, the intensity of the fluorescence, the
decay lifetime of the fluorescence, the excitation spectra of
the fluorescence, and the wavelength (energy) of the fluores-
cence may all change. Because the fluorescence can be both
excited and measured optically, fluorescence-based temper-
ature sensors are advantageous compared to contact tem-
perature sensors (such as thermocouples, thermistors, and
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RTDs) in applications where electromagnetic noise is strong
or it is physically difficult to connect a wire (such as for spin-
ning centrifuges or turbines or in wind tunnels). Emissivity
does not affect the fluorescence signal, and wavelengths for
fluorescence can be found for which glass and water are rel-
atively transparent.
Conventional phosphors are made from crystalline semi-

conductor materials and typically have grain sizes of microm-
eters [107]. For noncontact thermometry, these grains are
generally mixed with a binder material and coated on the
surface of a part whose temperature is to be measured.
The grain size limits resolution by scattering both the exci-
tation light and emitted light. It also imposes a mini-
mum thickness phosphor coating of several micrometers
on the sample. Thick coatings are disadvantageous because
the phosphor coating may act as an insulating layer on the
part’s surface, giving results for temperature that cannot be
applied to similar uncoated parts. However, these problems
can be solved by using much smaller nanoparticles [106].
As mentioned in Section 10, the light scattering is due

to the phosphor grain size, the shape and the grain bound-
ary, as well as surface roughness. According to Raleigh’s
approximation [75], a 100-nm particle will scatter one mil-
lion times more light than a 10-nm particle. This suggests
that much higher spatial resolution is possible by using nano-
particles for fluorescence thermometry or thermal imaging.
Thin films of nanoparticles could be coated or sprayed on
samples. Small size and ultrathin films should enable a faster
equilibration time with an underlying sample and high sen-
sitivity, accuracy, and spatial resolution. Nanoparticles are
also suited for incorporation into coatings that may already
be applied to a part, such as corrosion protection, mak-
ing a “smart” material. In addition, high efficiency with
short decay times makes nanoparticles very good candidates
for luminescence-based temperature sensors for high speed
monitoring.
Another important application area of nanoparticle ther-

mometry is in biological or biomedical applications for
localized in vivo temperature probing, such as temperature
monitoring during hyperthermia treatment. The small size,
bioconjugation capability, and resistance to photobleach-
ing make nanoparticle thermometry appealing compared to
other methods.
To demonstrate the concepts of luminescent nanoparticle

thermometry, the temperature response of several lumi-
nescent nanoparticle samples has been measured at tem-
peratures above room temperature. The fluorescence peak
intensity of CdTe nanoparticles is linearly and reversibly pro-
portional to the temperature in the 30–60 �C range (Fig. 32),
with a large response slope of 1.1% per �C. The signal-
to-noise ratio of the fluorescence spectrometer is approxi-
mately 5000:1. Therefore, the resolution could be as good as
0.02 �C in principle. Both CdTe and ZnS:Mn2+ nanoparticles
could be suitable candidates for biomedical applications (in
vivo and in vitro thermometry) due to their large and linear
intensity shift over the physiological and hyperthermia tem-
perature range. The –COOH group of the thioglycolic acid
stabilized CdTe nanoparticle can be used to easily conjugate
to the amine group of biological molecules (e.g., antibod-
ies), such as by the widely used EDC/NHS reaction [93].
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Double-doped nanoparticles of ZnS:Mn2+,Eu3+ show a dif-
ferent temperature response for each dopant; the ratio of
their intensities provides a robust temperature measurement
approach [106].
Other fluorescence characteristics such as the fluores-

cence lifetime should also respond to temperature change,
as for conventional fluorophores. It may also be possible to
synthesize structures in which fluorescence resonance energy
transfer occurs between two different dopants in a nano-
particle or between two nanoparticles of different sizes or
compositions. The FRET rate is inversely dependent on the
distance between the donor and emitter to the sixth power.
Therefore, if the distance between the dopants or nano-
particles is changed slightly due to thermal expansion of the
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material, the energy transfer rate will be changed greatly.
This may provide a useful method for temperature or pres-
sure sensing [106].
Another potential approach to nanoparticle fluorescence

thermometry is the use of upconversion luminescence in
which the excitation wavelength is longer than the emis-
sion wavelength. The upconversion luminescence intensity
of ZnS:Mn2+ nanoparticles is highly temperature depen-
dent [64, 65]. A close-to-linear temperature dependence of
the upconversion intensity has been observed in ZnS:Mn2+

nanoparticles formed in zeolite-Y [98]. One advantage of
upconversion for temperature sensing or imaging, compared
with fluorescence, is that the emission background from the
surroundings that occurs with fluorescence can be avoided
in upconversion. This is particularly interesting in biological
or biomedical applications, because many biological compo-
nents such as cells and tissues have strong autofluorescence
upon excitation with UV light.

15. LUMINESCENCE PRESSURE
DEPENDENCE

Similar to temperature behavior, variation of pressure has
been used to understand electronic and optical phenom-
ena in condensed phases. Increases in pressure decrease
the interatomic distance and therefore increase the overlap
among adjacent electronic orbitals. While pressure studies
of luminescence properties in bulk materials are fairly com-
mon, there are fewer such investigations in nanoparticles.
Recently Meulenberg and Strouse have measured optical
properties of CdSe quantum dots in the low pressure regime
[108]. These results show a size dependence roughly corre-
sponding to the strong and weak confinement regimes for
the exciton in CdSe [108]. Other results from Chen et al.
on ZnS:Mn2+ nanoparticles display a slightly increased pres-
sure coefficient relative to the bulk value [109]. The increase
has been attributed to an enhancement in the electron–
phonon interaction in nanoparticles relative to their bulk
counterparts.
Figure 33 displays the emission spectra under different

pressures at room temperature (Fig. 33a) and the pressure
dependences of the emission energies (Fig. 33b) of the Mn2+

and the DA luminescence in ZnS:Mn2+ nanoparticles [99].
The Mn2+ emission shifts to lower energies with increas-
ing pressure, while the blue emission peak changes little
with pressure. The solid line in Figure 33b represents the
result of the least-squares fit to the experimental data using
a linear relation. The obtained pressure coefficient for Mn2+

luminescence in ZnS:Mn2+ nanoparticles is approximately
−34.3 meV/GPa. The pressure coefficient of Mn2+ emission
in bulk ZnS:Mn2+ is −31 meV/GPa [110]. Comparing these
results, the pressure coefficient for the Mn2+ luminescence
in the 3.5 nm ZnS:Mn2+ nanoparticles is about 10% larger
than that of the bulk value, and the result from the 3.5 nm
particles is also slightly larger than that for 4.5 nm particles
(−33.3 meV/GPa) measured previously [109].
The pressure dependence of the luminescence energy

reflects the interactions between the relevant electronic
states of the center and its surrounding lattice ions. The
absolute value of the pressure coefficient is related to the
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sion energy (b), of the blue (DA) and Mn2+ emissions in ZnS:Mn2+

nanoparticles. Reprinted with permission from [99], W. Chen et al., J.
Appl. Phys. 92, 1950 (2002). © 2002, American Institute of Physics.

strength of the interaction between the emitter and the host
or the strength of the crystal field on the emitter [111].
A large pressure coefficient normally indicates a stronger
interaction between the emitter and the host.
The pressure dependence of Mn2+ emission in ZnS:Mn2+

can be calculated by using crystal field theory. The pres-
sure induced change in the energy (E� of the Mn2+ emission
band of ZnS:Mn2+ is a function of the crystal field strength
Dq and the Racah parameter B only, assuming that the
Racah parameter ratio C/B is independent of pressure [112]

dE

dP
= ?

d�Dq�

dP
+ �E −Dq?�

1
B

dB

dP
(20)
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where ? = d�E/B�/d�Dq/B�. For the Mn2+ ion, ? is −10.
Dq , B, and C are the crystal field parameters. For the 3.5 nm
ZnS:Mn2+ nanoparticles, B, C, and Dq are 490, 3357, and
586 cm−1, respectively [104]. For bulk ZnS:Mn, dB/dP and
d�Dq�/dP are −3.48 and 18.2 cm−1/GPa, respectively [113].
From Eq. (20), dE/dP ≈ −34�6 meV/GPa, which is in excel-
lent agreement with the experimental value (−34.3 GPa).
The fact that bulk values used for dB/dP and d�Dq�/dP
accurately reproduce the data suggests that these parame-
ters are not significantly different in nanoparticles relative
to bulk ZnS:Mn2+ [109].
The pressure coefficient for the blue emission is

−3.2 meV/GPa. The pressure coefficients of the blue
emission reported for bulk ZnS are +90 [114] and
+125 meV/GPa [115]. In comparison, the pressure coeffi-
cient value in nanoparticles is much smaller and the pressure
change of the emission energy is in the opposite direction.
This surprising value for the pressure coefficient of the

DA emission may be explained by considering the increased
binding energies and the effects of surface states in nano-
particles. In bulk ZnS:Mn2+, the DA emission shifts to
higher energy with increasing pressure due to a combination
of effects. The bandgap increases with pressure while the
dielectric constant and distance between donor and accep-
tor decrease. From Eq. (18) we would expect a rapid change
in the emission energy with increasing pressure. However,
House and Drickamer [114] have observed that the DA
emission shift in the bulk material is not as dramatic as that
expected from the increase in the bandgap. This is due to the
fact that the binding energies of both the donor and acceptor
also increase with pressure. This serves to offset the changes
due to the bandgap, distance, and dielectric coefficients.
In nanoparticles, both the energy gap and binding energy

increase with decreasing size. In the small nanoparticles
under investigation, increases in the bandgap and Coulomb
term [e2/�R in Eq. (18)] with pressure are apparently offset
with the changes in the ionization energies with pressure.
The carrier binding energy of the donor or the acceptor
is increased relative to bulk due to size confinement. This
increase in the binding energy leads to the increase in ED

and EA in Eq. (18). This serves to mitigate the effects of
the other parameters leading to the overall weak pressure
dependence.
In addition to the increases in binding energies, the influ-

ence of surface states must be considered. Due to the size
effect, defects in nanoparticles often are localized at the sur-
face sites [116]. Once the donor–acceptor pairs are local-
ized at the surface states, the electron wavefunctions are
more atomiclike, less sensitive to their nearest neighbor
bond lengths [117], and thereby not as sensitive to pressure
increases compared to the bulk.

16. LUMINESCENT NANOPARTICLES
FOR OPTICAL STORAGE

In recent years, a demand for improved data storage has
accompanied the dramatic advances in computing and com-
munication technology. The requirement for high capacity
optical memory has led to much research in optical mate-
rials, medium structures, and system concepts. Using nano-
particles or QDs as a storage medium offers tremendous

potential. Enhanced, cost-effective storage of information
requires ultrahigh packing densities as well as inexpensive
self-assembling techniques and fast methods for writing and
retrieving the information. Semiconductor quantum dots,
which involve a few thousand atoms, may offer an attrac-
tive path toward achieving these goals. Single-electron stor-
age has been suggested as a possibility with quantum dots
[118]. Charge storage devices based on the resistivity change
of a two-dimensional electron gas located near a layer of
self-assembled QDs have been demonstrated at low tem-
perature [119]. A memory cell based on field-effect tunable
lateral potential modulation in the plane of a semiconduc-
tor quantum well [120] and acoustically driven storage in
a quantum well [6] have been proposed and demonstrated.
The shortcoming of these approaches is that they are limited
to short durations (several hundred microseconds to several
seconds) and function only at low temperature.
The fluorescence of Eu3+-doped nanoparticles is very sen-

sitive to light. The emission of Eu3+ can be quenched by
UV irradiation, and this quenching can be recovered by vis-
ible light stimulation. This is a reversible optical process
that can be potentially applied for optical storage. The emis-
sion spectra following excitation at 395 nm of BaFBr:Eu3+

are displayed in Figure 34 [121]. The three emission bands
are from the transitions of 5D0 → 7F0, 5D0 → 7F1, 5D0 →
7F2, and 5D0 → 7F3 of Eu3+. Figure 34 shows that under
UV irradiation at 225 nm the Eu3+ emission decreases in
intensity. This luminescence quenching can be recovered
slightly by exposure to a red light at 600 nm, and it can be
recovered very quickly by exposure to a visible light (500 to
800 nm). Similar results have also been observed in Eu2O3
nanoparticles encapsulated in zeolite-Y, Eu3+ nanoclusters
in zeolite, and Eu3+-doped Y2O3 nanoparticles [121]. One
example is shown in Figure 35 for Eu3+ clusters in zeolite-Y.
Under UV irradiation at 254 nm, the emission of Eu3+
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Figure 34. The emission spectra of BaFBr:Eu3+ nanoparticles before
(1) and after UV irradiation at 225 nm for 10 (2) and 15 min (3) and
then exposed to a visible lamp for 15 min (4), respectively [121].
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Figure 35. The emission spectra of Eu3+–zeolite-Y before (1) and after
(2) UV irradiation at 254 nm for 5 min, then photostimulation at
840 nm for 5 min (3), and then to a visible lamp for 10 min (4),
respectively [121].

decreases. Under stimulation at 840 nm, very little recovery
is observed. However, after stimulation from a visible lamp
(500 to 800 nm), the fluorescence is recovered to almost
100% of its original value.
The emission spectral patterns of Eu3+ in BaFBr:Eu3+

and Eu3+–zeolite-Y are noticeably different. In BaFBr:Eu3+,
the 5D0 → 7F1 emission band is more intense than the
5D0 → 7F2 emission band while in Eu3+–zeolite-Y, the
5D0 → 7F2 band is much stronger than the 5D0 → 7F1 emis-
sion. This is due to the surrounding environments of Eu3+

which in the two materials are different. The 5D0 → 7F1
and 5D0 → 7F2 transitions are termed hypersensitive lumi-
nescence [16] because the luminescence is highly sensitive to

Table 3. A summary of the luminescence characteristics of some popular semiconductor nanoparticles.

Particles FL EL TL CL ML UPL PSL XEOL Ref.

ZnS * [12, 31]
CdS * * * * * * [9, 15, 30, 66, 84]
CdSe * * [3, 23, 25, 49, 50]
CdTe * * * [24, 26, 47, 51, 66, 67]
PbSe * [124, 125]
PbS * [124, 125]
ZnS:Mn2+ * * * * [20, 37, 38]
CdS:Mn2+ * [126]
ZnS:Eu2+ * [17]
AgI * * [28, 73, 127]
CuCl * * [128, 129]
Si * * * * * [80–83, 85, 130–135]
InAs/GaAs * * [39–44, 136–138]
ZnO * * [37, 38, 139]
Y2O3:Eu3+ * [140]
Eu2O3 * [16, 141]

Note: This table is meant only as an overview of the many different types of luminescence from semiconductor nanoparticles. As new
materials are made and new experiments performed, there will be countless additions to this rich field.
FL—fluorescence, EL—electroluminescence, TL—thermoluminescence, CL—cathodoluminescence, ML—magnetoluminescence,

UPL—upconversion luminescence, PSL—photostimulated luminescence, XEOL—X-ray excited optical luminescence.

structure change and environmental effects. As a result, the
intensity ratio of the 5D0 → 7F1 transition to the 5D0 → 7F2
transition can give much information about the site symme-
try and structure of the materials.
The physical mechanism for the optical reversible process

in Eu3+ doped nanoparticles is not yet clear. The most likely
process is the reversible charge transfer between Eu3+ and
Eu2+ ions. Charge transfer between Eu3+ and Eu2+ has been
reported in several systems [122]. It has been reported that
under high energy radiation, rare earth (RE) ions can be oxi-
dized or reduced [122]. This is determined by the oxidation
or reduction potentials of the ions. Nugent [123] has investi-
gated extensively the oxidation states of RE ions. According
to this investigation, the oxidation of RE3+ to RE4+ ions
is possible if the optical electronegativity [(RE4+)] is less
than or equal to 3.03, and the standard reduction poten-
tial [E0RE(RE

4+ → RE3+)] is less than or equal to 5.2 V.
For example, (Tb4+) is 2.55 V and the E0RE(Tb

4+ → Tb3+)
is 3.30 V [123], favoring the appearance of Tb4+ ions. For
Eu3+ ions, oxidation to Eu4+ is unlikely because the (Eu4+)
(3.40) is larger than 3.03 and the E0RE(Eu

4+ → Eu3+) (6.4 V)
is larger than 5.2 V [123]. This indicates the reduction of
Eu3+ to Eu2+ is more favorable. In addition, Eu2+ is a
half-filled configuration of 4f 7; thus energetically, Eu2+ is
more stable than Eu3+. Therefore, under UV irradiation at
254 nm, electrons and holes may be produced in the nano-
particles, and some Eu3+ ions are reduced to Eu2+ ions by
recombination with electrons:

Eu3+ + e → Eu2+

The UV generated holes may be trapped in the surface
states of the nanoparticles or in the defects of the host
materials like zeolites to form hole centers. Under visible or
IR stimulation, holes can be released from their traps and
recombine with Eu2+ to form Eu3+,

Eu2+ + h → Eu3+
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resulting in near complete recovery of the Eu3+ lumines-
cence following visible or IR stimulation.

17. SUMMARY
Luminescent devices may benefit greatly from increased
luminescence efficiencies, reduced size, and tunable wave-
length selection. In this chapter, we have reviewed the
luminescence of semiconductor nanoparticles which may
serve to fill these needs. Quantum size confinement and
the large surface-to-volume ratios of nanoparticles have
profound influences on the luminescence efficiency and
emission wavelength. Usually, semiconductor nanoparticles
exhibit two kinds of emissions from the band–band (exci-
ton) and surface states, respectively, and both emissions can
be modified by size and surface modification. Thus, emis-
sion colors of nanoparticles can be easily adjustable by size,
while the emission efficiency is highly determined by surface
characteristics. Doped nanoparticles represent a new type of
phosphor with promising potential applications. Their lumi-
nescence processes, decay dynamics, and temperature and
pressure dependences make them ideal for many applica-
tions, such as light-emitting diodes based on electrolumi-
nescence, and temperature and pressure sensors based on
the temperature and pressure dependences of nanoparticle
luminescence. In addition, medical imaging, optical stor-
age, radiation detection, and dosimetry based on photo-
stimulated luminescence, thermoluminescence, and a newly
reported reversible optical process in Eu3+ nanoparticles
doped in zeolite-Y may benefit from nanosized materials.
Sensors based on the energy transfer process have tremen-
dous applications in chemical or biological sensors, tem-
perature or pressure measurements, radiation detection and
dosage control, medical imaging, diagnostics, and optical
storage and communications.

GLOSSARY
Cathodoluminescence Type of luminescence following
excitation by an electron beam such as that observed in tra-
ditional cathode ray technologies.
Electroluminescence The emission of light from nonincan-
descent materials following direct (non-thermal) excitation
by an electric current.
Fluorescence The emission of light from an excited state
of like multiplicity as the lower state (usually a singlet state)
and the lifetimes are typically nanoseconds or less.
Fluorescence resonance energy transfer A nonradiative
transfer of excitation energy from one fluorescent molecule
to another. Energy transfer quenches the fluorescence of
the originally excited molecule and elicits the fluorescence
of the absorbing molecule.
Luminescence The emission of light by a substance imme-
diately after the absorption of energy from light of usually
higher energy. It is formally divided into two categories, flu-
orescence and phosphorescence, depending on the nature of
the excited state and the decay lifetime.
Magnetoluminescence Refers to luminescence observed
under magnetic fields. Magnetoluminescence is used to
study both excitonic structure and dilute magnetic systems.

Nanoparticle Refers to a particle with a size less than
100 nm. Also called nanocrystal, particle, nanocluster, or
quantum dot.
Phosphorescence The emission of light from an excited
state of different multiplicity and the lifetimes are usually in
the millisecond to second range.
Photostimulated luminescence The phenomenon in which
phosphors release trapped charge carriers when stimulated
by infrared or visible light. The trappad carriers recombine
with luminescent centers to generate the photostimulated
luminescence. Thus in contrast to photoluminescence, in
photostimulated luminescence the stimulation (excitation)
wavelength is longer than the emission wavelength.
Quantum size confinement Refers to the changes in the
electronic structure and physical properties as the particle
size is reduced to approach the exciton Bohr radius. These
changes include an increase of the energy gap, shifts of
the absorption edge and emission peaks to higher energies
with decreasing size, development of discrete features in the
spectra, and concentration of the oscillator strength into just
a few transitions.
Semiconductor A material with an electrical resistivity in
the range of 10−2–109 'cm, or a material whose energy gap
lies between zero and about 4 eV.
Thermoluminescence Luminescence generated following
excitation with heat instead of visible or near-infrared
photons.
Upconversion luminescence A phenomenon in which the
excitation energy (wavelength) is lower (longer) than the
emission energy (wavelength).
X-ray excited optical luminescence The measurement of
the optical luminescence spectrum following excitation with
X-ray photons.
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1. INTRODUCTION
The concept of “hybrid organic–inorganic” materials
emerged only very recently with the birth of “soft” inorganic
chemistry processes (“chimie douce”) [1–6]. The unique low-
temperature processing characteristics of the sol–gel pro-
cess allow the chemical design of organic–inorganic hybrid
materials through the incorporation of low-molecular-weight
organic molecules with appropriate functionalities into inor-
ganic moieties at temperatures for which the organics
are not destroyed [1–39]. These materials are generally
produced using various methodologies of “soft” inorganic
chemistry in liquid or sol–gel media, and combine the most
important properties of their constituents, such as low pro-
cessing temperatures (polymer-like), high transparency, and
sufficient thermal stability (glass-like). The characteristics
of the sol–gel process, such as, for instance, the unique

availability of the respective precursors (commercially avail-
able metal alkoxides and organoalkoxysilanes, as well as
nanoparticles), low processing temperatures, and the pro-
cessing versatility of the colloidal state allow the combina-
tion of organic and inorganic components at the nanometric
dimension, in virtually any ratio, leading to the so-called
hybrid organic–inorganic nanocomposites [1–44]. The hybrid
concept has made accessible an immense new area of mate-
rials science with extraordinary implications for the develop-
ment of multifunctional materials. The combination of the
appropriate processing conditions with the adequate choice
of the organic and inorganic components dictates the mor-
phology, molecular structure, and properties of the hybrids.
Moreover, frequently, the combination of components pro-
vides an additional dimension to their properties in becom-
ing part of the hybrid compound. Promising applications are
therefore expected in many fields, including optics, electron-
ics, optoelectronics, ionics, mechanics, membranes, protec-
tive coatings, catalysis, sensors, biology, and others [1–50].

Although no commercial products are available yet, there
is widespread agreement within the sol–gel scientific com-
munity that active optical applications of multifunctional
nanoscale organic–inorganic frameworks with tunable design
and suitable features might present one of the most attrac-
tive fields to realize applications for the 21st century. We
can refer to, for instance, optical switching and data stor-
age hybrid devices [17, 51, 52]; photoelectrochemical cells
and coatings for solar energy conversion [53–55]; and hybrid
materials having excellent laser efficiencies and good pho-
tostability [56], fast photochromic responses [57], high and
stable second-order nonlinear optical responses [58–62], or
which can be used as fiber-optic sensors [63–65], photopat-
tern waveguiding structures for integrated optics [66–74],
and electroluminescent diodes [75, 76]. Further details
concerning the photonic applications of siloxane-based
organic–inorganic hybrid and nanocomposites throughout
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the past decade may be found in various recent reviews
[15, 17, 33, 36, 38, 40, 46–50].

The outgrowth of new full-color displays cheaper and less
aggressive to the global environment is one of the main chal-
lenging tasks for the next generation of flat panel display sys-
tems and lighting technology. Different applications require
different demands on emitted light; in some cases, pure
colors are needed, whereas in other cases, a bright white
light source is necessary, especially for backlight applica-
tions in large panel liquid-crystal displays. Efficient organic
white light-emitting diodes (OLEDs) are currently consid-
ered as low-cost alternatives for applications in flat panel
display systems and lighting technology due to the variety of
attainable emission colors, the easiness of their production,
and the high achievable electroluminescence quantum effi-
ciency at relatively low operating voltages (≈4%) [77–82].
Since the first consideration of organic electroluminescent
(EL) devices more than 30 years ago [83], OLEDs have
been widely pursued, and near-commercial dot-matrix dis-
plays have recently been demonstrated [84]. Luminous effi-
ciencies in excess of 30 lm/W and operating voltages as low
as 4 V have been reported [85, 86]. To obtain white-light
emission from OLEDs excitation, more than one molecu-
lar species is necessary since the luminescence of a single
organic molecule typically does not span the entire visi-
ble spectrum. Several approaches have been established in
recent years, allowing the achievement of white-light emis-
sion from OLEDs. We can emphasize, for instance, the use
of multilayers in which the recombination zones are spatially
controlled by the application of hole-blocking layers [87,
88], the spectral filtering of a large broad emission [89], the
superposition of red, green, and blue OLEDs [90], the use of
homogeneous polymer blends [80], the concept of exciplex
emission [81], and the combination in a unique structure of
InGaN and conjugated polymers [82]. However, obtaining
pure emission colors (red, green, and blue) from conjugated
polymers or small organic molecules is difficult because their
emission spectra are broad, typically with full width at half
maximum (FWHM) of 50–200 nm [91]. Moreover, mixing
of red, green, and blue OLEDs in a single system brings
forth difficulties in the integration of individual materials
and electrical requirements [92]. These technical issues in
the fabrication and manufacturing of light-emitting diodes
(LEDs) also remain to be resolved, even if we consider the
integration of different inorganic semiconductors, such as
GaN, InGaN, AlInGaP, and InGaAlN [93]. In contrast to
organic and semiconductor-based LEDs, very sharp emis-
sions (FWHM < 4 nm [94]) can be obtained using LEDs
incorporating rare-earth (RE) ions. Moreover, the proper
selection of red (Eu3+, Pr3+, Sm3+), green (Tb3+, Er3+),
and blue (Tm3+, Ce3+) emitting RE ions as dopants in a
common host material could simplify the LED structure,
and hence, the fabrication processes, reducing the cost and
resolving some of the critical integration problems. This is
the case of the RE-based GaN LEDs reported recently [95–
102]. On the other hand, due to the spectral sensitivity of
the human eye, pure red-emitting LEDs based on Eu3+ are
easily processed and more efficient than the correspond-
ing ones based on polymers or organic chromophores. In
fact, the main Eu3+ emission (610–620 nm) is still red, and
appears brighter than red emission at longer wavelengths

[91, 96]. Pure red emission has been achieved recently in
OLEDs by transferring energy from blue-emitting conju-
gated polymers to Eu3+�–diketonate complexes [91]. Fur-
thermore, RE-doped materials are of great interest for a
wide range of other photonic applications such as tunable
lasers (both in the ultraviolet (UV) and visible (Vis) ranges),
low-energy scintillators, amplifiers for optical communica-
tions, and optical storage [94].

Despite the very efficient light emission under UV excita-
tion characteristic of RE complexes of �–diketonates (some
of them exhibit laser action in solution [103–105]), aro-
matic carboxylic acids, and heterocyclic ligands, such as
2,2′–bipyridine (bpy) and 1,10–phenantroline (Phen), they
have been excluded so far from practical use as tunable
solid-state lasers or phosphor devices due essentially to their
poor thermal stability and mechanical properties. Another
drawback that derives from the use of RE �–diketonates
lies in the difficulty in obtaining them in the anhydrous
form. In general, the �–diketone chelates are produced as
hydrates in which two or three water molecules are attached
to the central ion. The presence of water molecules in
the RE first coordination shell quenches the emission, due
to the activation of nonradiative decay paths. The substi-
tution of the water molecules by other chemical species,
such as heterocyclic ligands (e.g., bpy and Phen), substi-
tuted sulphoxides and phosphine oxides, aromatic carboxilic
acids, among many others, has been extensively employed
in order to improve the light-emission properties of RE
�–diketone chelates [106]. Crystalline mixed compounds,
in the powder form and displaying unusually high emis-
sion quantum efficiencies (70–80%), have resulted from this
concept [103–108]. Moreover, the RE �–diketonates are
undoubtedly extremely promising for efficient light conver-
sion molecular devices (LCMDs). Recently, these LCMDs
have found a series of important applications, such as lumi-
nescent labels in fluoroimmunoassays, light concentrators
for photovoltaic devices, antennas in photosensitive bioinor-
ganic compounds, and high-technology optics [106]. One of
the strategies adopted in the last few years to simultane-
ously improve the thermal stability, the mechanical proper-
ties, and the light-emission properties of RE complexes is to
incorporate them into polymeric matrices [109–129]. How-
ever, low photostability and poor thermal stability still limit
their applicability.

Taking into account the processing advantages of sol–gel
matrices, such as low-temperature processing and shaping,
high sample homogeneity and purity, availability of innu-
merous precursors, and the opportunity to prepare nano-
composites, much research has been focused recently on
the possibility of using RE-based hybrid frameworks as
matrices for RE photoluminescence (PL) [15, 17, 33, 36,
38, 46–50]. The luminescence efficiency of RE ions in
conventional sol–gel-derived matrices is currently limited
by hydroxyl quenching [130–132] originating from resid-
ual water, silanol groups, and dopant clustering [133–135].
To circumvent these drawbacks, various strategies of syn-
thesis and chemical design of innovative sol–gel-derived
hybrids have been developed recently [17, 36, 38]. A signif-
icant part of this research involves the encapsulation of RE
organic complexes with �–diketonates, aromatic carboxylic
acids, and heterocyclic ligands in sol–gel-derived matrices (in
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particular, siloxane-based ones) through the simple embed-
ding of the complexes within the sol–gel matrix [53, 55,
136–152], or through the use of complexing ligands cova-
lently grafted to the framework [153–161]. In general, the
embedding of the complexes within the sol–gel matrix gives
rise to Class I nanocomposite hybrid materials [11], that is,
hybrid systems where one of the components is entrapped
within a network of the other component. In this case,
weak interactions (van der Waals contacts, hydrogen bond-
ing, or electrostatic interactions) between the host network
and the entrapped species will be established. The sol–
gel synthesis of hybrid nanostructural RE complexes in-situ
leads instead to Class II hybrid materials [11], in which at
least a proportion of the organic and inorganic components
are typically grafted together by means of strong chemical
interactions (covalent or ionocovalent bonds). All of these
sol–gel-derived organic–inorganic hybrid photonic materi-
als exhibit notably improved luminescence properties with
respect to the simple incorporation of metal ions in silica.
Indeed, such organic complexes increase the concentration
of lanthanide salts in the inorganic matrix, the ligands pro-
tect the central RE ions from silanol groups present in the
silica matrix, thus diminishing nonradiative decay pathways
of the RE ions, and finally, RE ions encapsulated by absorb-
ing ligands can give rise to intramolecular energy transfer
from the coordinating ligands to the central lanthanide ions,
which in turn undergo the corresponding radiative emitting
process (the so-called “antenna effect”).

The hybrid concept has also been employed recently to
synthesize stable and efficient Class II RE-doped amine or
amide functionalized hybrids [153–190]. Among these func-
tionalized nanohybrids reported, mention must be made
of those which comprise polyether-based chains of vari-
able length grafted to both ends to a siliceous backbone
through urea or urethane cross linkages, termed di-ureasils
and di-urethanesils, respectively [162–187]. Small-angle X-ray
scattering (SAXS) data of the undoped hybrid matrices
showed the presence of a well-defined peak attributed to
the existence of a liquid-like spatial correlation of siloxane-
rich domains embedded in the polymer matrix and located
at the ends of the organic segments [178–183]. For the
undoped di-ureasils, the siloxane particle radius and the
average interparticle distance increase from 5 to 7 Å (error
within 10%) and from 25 ± 2 to 40 ± 2 Å, respectively, as
the average polymer molecular weight increases from 600
to 2000 g ·mol−1 [181]. Values slightly smaller, 3 and 15 Å
(error within 10%), respectively, were found for undoped
di-urethanesils with an average polymer molecular weight of
300 g ·mol−1 [183]. The incorporation of RE ions (particu-
larly Eu3+) into the di-ureasil and di-urethanesils nanohybrid
hosts promotes the formation of a two-level structure in
which the primary level is composed of rather close-packed
siloxane nanoparticles with radius between 3–10 Å (errors
within 5%), depending on the matrix and on the Eu3+ con-
centration. Clusters of these particles form the second level
[181, 183].

Moreover, these diurea and diurethane cross-linked xero-
gels, which are easily produced as thin, elastomeric, and
highly transparent monoliths, may withstand the presence of
large amounts of guest dopant compound. The di-ureasils,
for instance, when doped with Nd3+, Eu3+, Tb3+, Er3+,

and Tm3+ ions, display remarkable emission properties.
Besides a broad long-lived emission associated with the
hybrid host [191–196], the di-ureasils exhibit the typical intra-
4f monochromatic emission in the green (Tb3+) [172, 185],
red (Eu3+) [162–164, 166, 168, 170–172, 177, 180, 184, 186,
187], and even in the infrared (Nd3+ [169, 173, 174, 176],
Er3+ [173, 174], and Tm3+ [172]), thus opening challenging
new prospects for their applications. In addition, the color
emitted by the Eu3+-doped di-ureasils may be readily tuned
across the CIE (Commission Internationale d’Éclairage)
chromaticity diagram by varying either the salt concentration
or the excitation wavelength [166, 168, 170, 171]. In spite of
these properties, energy transfer from the hybrid’s emitting
centers (the NH groups of the urea linkages and the siliceous
nanodomains [191–196]) to the Eu3+ ions is quite inefficient,
and high multiphonon decay rates are observed for the Eu3+-
excited states. Calculated quantum efficiencies around 8%
are obtained for emission from the Eu3+ 5D0 excited state
within the entire range of compositions studied up to now
[170]. Moreover, the activation of the energy transfer mech-
anism depends noticeably on the ion local coordination. For
the high-molecular-weight di-ureasils, energy transfer occurs
as the Eu3+ coordination involves the carbonyl-type oxygen
atoms of the urea bridges, which are located near the hybrid’s
host emitting centers. On the contrary, in the low-molecular
polyether-based di-ureasils, the Eu3+ ions are coordinated to
the polymer chains, and therefore, the distance between the
hybrids emitting centers and the metal ions is large enough
to allow efficient energy transfer mechanisms [170].

This review attempts to cover the most recent advances of
photoluminescent Class II siloxane-based organic–inorganic
hybrids incorporating RE complexes. Emphasis is essentially
given to sol–gel-derived hybrids in which: (1) an organic
molecule—which is part of the hybrid framework itself—is
able to complex RE ions, and (2) RE salts or complexes
are encapsulated within cross-linked Class II matrices. The
synthesis, the PL features, and a description of the recom-
bination mechanisms of photoluminescent Class II siloxane-
based organic–inorganic hybrids lacking activating centers
are reviewed. Furthermore, some results of Class I siloxane-
based photoluminescent hybrid materials incorporating RE
ions are also included. This review does not, therefore, focus
on Class I hybrids incorporating RE ions derived from non-
siloxane precursors. The reader will be invited to travel from
the description of the materials synthesis and structure fea-
tures to the photoluminescent results that stress the poten-
tial application of these materials as innovative photonic
hybrids. Particular attention will be given to the determina-
tion of the emission color coordinates and absolute emission
quantum yields, and to the description of the host-to-metal
ion energy transfer mechanisms intrinsically associated with
the ion local coordination. We have tried to make this review
as comprehensive as possible, and we apologize in the event
that we were not successful in this regard.

2. SYNTHESIS OF RARE-EARTH-DOPED
NANOHYBRIDS

The sol–gel process is a chemical synthetic procedure known
for many years, which is based on inorganic polymeriza-
tion reactions that lead to the production of dispersed
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inorganic materials in solvents, through the growth of metal-
oxo polymers [6]. Because of their high reactivity with water,
metal alkoxides, in particular tetraethoxyortosilane [TEOS,
Si(OCH2CH3�4], are the most widely used precursors in the
sol–gel method. Upon hydrolysis, hydroxyl groups become
attached to the metal ion of such compounds, and an alco-
hol is formed concomitantly. Depending on the amount of
water and catalyst added, the hydrolysis may yield to par-
tially hydrolyzed species, M(OR)4−n(OH)n (where M and R
represent the metal atom and an alkyl group, respectively)
[Eq. (1)] or go to completion [Eq. (2)]

M�OR�4 + H2O ⇐⇒ HO–M�OR�3 + ROH (1)

M�OR�4 + 4H2O ⇐⇒ M�OH�4 + 4ROH (2)

Through a condensation reaction, two partially hydrolyzed
molecules (or one partially hydrolyzed molecule and a non-
reacted one) bond to each) other, and a small molecule,
such as water [Eq. (3)] (or alcohol [Eq. (4)]), is produced:

�OR�3M–OH + HO–M�OR�3

⇐⇒ �OR�3M–O–M�OR�3 + H2O (3)

�OR�3M–OR + HO–M�OR�3

⇐⇒ �OR�3M–O–M�OR�3 + ROH (4)

These reactions proceed, giving rise to large metal-based
molecules, respectively. The substance will be called a gel
when the molecule reaches macroscopic dimensions and
extends throughout the solution. The gel point is the time
at which the last bond is formed that completes this giant
molecule. Gelation may occur after the sol (or colloidal sus-
pension of solid particles in a liquid) is cast into a mold,
allowing objects of a required shape to be made.

Bond formation does not stop at the gel point. Aging
is the process of change in structure and properties that
takes place after gelation. Aging may involve further con-
densation, dissolution, and reprecipitation of monomers and
oligomers, or phase transformations within the solid and liq-
uid phases [6]. Drying under normal conditions is accompa-
nied by shrinkage of the gel network. The resulting dried
gel, usually called xerogel, is reduced in volume by a factor
of 5–10 compared to the original wet gel. This shrinkage
process involves deformation of the network and the trans-
port of the liquid through the pores. If the wet gel is dried
under supercritical conditions, the shrinkage will be mini-
mum, and the resulting product will be called aerogel. When
the smallest dimension of the gel is greater than a few mil-
limeters, the material is usually classified as a monolith. If,
however, gelation occurs through rapid evaporation of the
solvent, films and fibers are obtained.

The wide range of structures, microstructures, and com-
positions that can be achieved by the sol–gel method
through a careful control of the several process parameters,
such as the H2O/M ratio, the nature and concentration of
the catalyst, and the type of solvent, open many possibilities
for practical applications.

In the remainder of this section, we will describe some
particular aspects of the synthetic procedure of the most
cited sol–gel-derived hybrids discussed in the present review.

It is well known that the structure, degree of order, and
general features of these nanosized systems depend not only

on the chemical features of the organic and inorganic com-
ponents, but also on the interactions which are established
between them. Thus, the most important factors that govern
the design of hybrid materials are the nature, extent, and
accessibility of the inner interfaces [11, 15, 40]. On the basis
of the type of interactions occurring between both compo-
nents, it is possible to divide the large class of hybrid materi-
als into two distinct subclasses, usually designated as Class I
and Class II [11].

Class I includes all of those hybrid systems in which both
components are linked only through weak interactions, such
as van der Waals contacts, hydrogen bonding, or electro-
static forces. In contrast, in Class II, at least a proportion
of the organic and inorganic components of the hybrids are
grafted together by means of strong chemical bonds (cova-
lent, ionocovalent, or acid-base bonds). Thus, the synthesis
of Class II hybrids strongly depends on the relative chemi-
cal stability of the chemical bonds that associate the various
components. It implies the use of precursor molecules with
at least two different functionalities: alkoxy groups, which
undergo hydrolysis–condensation reactions in the presence
of water and yield the oxo-polymer framework, and metal–
carbon bonds, which are stable with respect to hydrolysis.

2.1. Class I Hybrids

A significant number of promising Class I organic–inorganic
frameworks based on silica (SiO2) alumina (Al2O3) or mix-
tures of SiO2 and titania (SiO2/TiO2) or SiO2 and zirconia
(SiO2/ZrO2) have been proposed in the last few years as
adequate host structures for luminescent dopants, in partic-
ular RE salts and complexes [53, 55, 135–152].

Although the description of the synthetic procedure of
all of the Class I systems investigated to date is beyond the
scope of the present review, it is of interest to briefly men-
tion some of the most recent works reported in this domain,
and to stress the great diversity of systems proposed by the
numerous researchers devoted to the investigation of the
Class I hybrids.

Li et al. [148] developed attractive Eu3+- and Tb3+-
doped complexes composed of SiO2-based matrices. The
preparation of such composites involved the addition of a
metal alkoxide M(OR)2 (where M = Zr and Ta) to a mix-
ture of TEOS, water (H2O), and ethanol (CH3CH2OH)
(molar ratio 1:10:1) and a few drops of diluted hydrochlo-
ric acid (HCl) solution, which acted as a catalyst. The
emitting centers (bis–1,10–phenantroline europium(III)
chloride ([Eu(phen)2]Cl3) and terbium bis–2,2′–bipyridine
terbium(III) chloride ([Tb(bpy)2]Cl3) were dissolved in
H2O and N,N′–dimethylformamide (DMF), and added to
the precursor solution (molar ratio of (Si + M):complex:
H2O:DMF = 1:y:4:1, where y = 0�01–0.2). Solid composite
samples were obtained after stirring and casting the above
mixture and aging it at moderate temperature for several
days.

The light yellow monoliths obtained by Ji et al. [145] were
produced by first dissolving Eu(TTA)3phen (where TTA is
trifluorothenoylacetonate) or Tb(Sal)3 (where Sal represents
salicylate), hydroethyl methacrylate (HEMA), and benzoyl
peroxide (BPO) in DMF and then mixing them with TEOS.
The latter compound was hydrolyzed and polycondensed
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under acidic conditions at 40–45 
C. When the reaction
reached the gel point, the container was placed in a dessi-
cator for removal of H2O and solvents. A heat treatment at
70–100 
C was necessary for two days to initiate the poly-
merization of HEMA.

It is also worth referring to the Class I hybrids devel-
oped by Li et al. [146], which were synthesized in a
slightly different manner. TEOS and vinyltrimethoxysilane
(VTMOS) were first mixed with HCl in H2O (molar ratio
TEOS:VTMOS:H2O = 1:1:4). Appropriate amounts of the
Eu(TTA)3phen complex were dissolved in DMF, and this
solution was added to the above one. The final mixture
was stirred, and methylmethacrylate (MMA) monomer was
added (molar ratio VTMOS:MMA = 1:1). BPO (10 wt%
of MMA) was used as the initiator of the polymerization
reaction. The sol was transferred into cuvettes, and thermal
curing was performed at 70 
C until the sample solidified.

In some hybrid Class I frameworks, the organic compo-
nent is a polymer segment instead of a complex. The Eu3+-
containing siloxane/poly(ethylene glycol) (PEG) composites
prepared by Molina et al. [150] represent a good example of
this particular architecture. These authors mixed TEOS and
a dilute aqueous solution of HCl under ultrasound. PEG600
(where 600 is the average molecular weight of PEG) was
then added to this silica sol under ultrasound. The Eu3+

ions, introduced as europium perchlorate (Eu(ClO4�3), were
added to the previous solution after dissolving the salt in
CH3CH2OH. Gels were obtained by pH increasing with the
addition of ammonium hydroxide (NH4OH). Xerogels were
obtained by submitting the casted sols to heat treatment at
50 
C for 24 h.

Cordoncillo et al. [152] synthesized two nanocomposite
matrices. One was obtained through hydrolysis/condensation
of the diethoxymethylsilane (MDES) and methyltri-
ethoxysilane (MTEOS) precursors in the presence of a
europium(III) salt and zirconium tetrapropoxide (ZrP).
MDES and MTEOS were first hydrolized with neutral
H2O in CH3CH2OH. The molar ratio MDES:MTEOS:
H2O:CH3CH2OH was 1:1:2:2. An ethanolic solution of
ZrP and europium trichoride (EuCl3) in the presence of
acetylacetone was then added to the siloxane-based sol. The
final molar ratio Zr:Eu:Si was 1:0.01:9. The other sol–gel-
derived matrix was prepared by first cohydrolyzing EuCl3
with MDES and triethoxysilane (TREOS) (molar ratio
MDES:TREOS:Eu:H2O:CH3CH2OH = 1.4:0.6:0.02:2:1).
This siloxane-based sol was then added to a solution of ZrP
in propanol (molar ratio Zr:Si = 2:10). In both systems, the
mixing of the ZrP solution and the siloxane sol leads to the
evolution of hydrogen gas, which was used as a reducing
agent to decrease the valence of the europium cations
from III to II. The resulting clear sols were magnetically
stirred for 30 min in an argon atmosphere, and then poured
into plastic cuvettes or deposited onto previously cleaned
glass sheets. Transparent monolithic gels and coating a few
microns thin were thus obtained.

2.2. Class II Hybrids

In this section, we will discuss in detail the synthesis pro-
cess of several examples of the two types of Class II hybrid
structures that have been mentioned for the complexation

of RE emitting centers, for examples (1) hybrid frameworks
in which an organic molecule—which is part of the hybrid
structure itself—is able to complex RE ions, and (2) cross-
linked hybrid matrices in which RE salts or complexes are
encapsulated.

2.2.1. Complexation via an Organic Molecule
The first stage of the synthesis of the RE-activated organic–
inorganic hybrid materials proposed by Franville et al. [153]
involves two major types of amidation coupling reactions.

1. Reaction of the acid chloride functions of a dicarboxylic
acid chloride [2,6–pyridinedicarboxylic acid chloride
(A1), 4–phenyl–2,6–pyridinedicarboxylic acid chloride
(A2), 4–(phenylethynyl)–2,6–pyridine acid chloride
(A3), or 2,6–bis–(3–carboxy–1–pyrazolyl)pyridine acid
chloride (A4)] with the primary amine group of 3–
aminopropyltriethoxysilane (APTES) (B1) (Schemes 1
and 2) [155].

2. Reaction of the acid chloride functions of the dicar-
boxylic acid chloride A1 with the primary or sec-
ondary amine group of an aminoalkylalkoxysilane
[B1], [3–(methylamino)propyl]trimethoxysilane (B2),
bis[3–(triethoxysilyl) propyl]amine (B3), or N–[3–(tri-
methoxysilyl)propyl]aniline (B4)] (Schemes 1 and 3)
[153, 154].

The reactions were carried out in diethyl ether and in the
presence of pyridine. The resulting solutions were stirred
under argon at room temperature (RT) to prevent hydrolysis
of the alkoxy groups. The nonhydrolyzed hybrid precursors
were recovered by filtration of the precipitated pyridinium
chloride, followed by removal of the solvents, and were then
dried on a vacuum line.

The sol–gel reaction was performed in an ethano-
lic or methanolic medium. The RE ions (Eu3+ and
gadolinium, Gd3+) were introduced as hexahydrate nitrate
salts (Eu(NO3�3 · 6H2O and Gd(NO3�3 · 6H2O, respectively).
A negligible amount of HCl, used as an acid catalyst, was
incorporated. The H2O/Si and Ln3+/(nonhydrolized hybrid
precursor) molar ratios were, respectively, 1:1 and 1:3. In
a typical sol–gel preparation, the hybrid precursor was dis-
solved in absolute alcohol, and appropriate amounts of the
RE salt were then added. Water was added only in the case
of the synthetic procedure involving the use of B3, to ensure
that the H2O/Si molar ratio was 1:1. The mixture was vigor-
ously stirred for about 1 h before introducing HCl to foster
the hydrolysis (pH = 2). The solution was stirred for 30 addi-
tional min, and the resulting sol was aged in covered Teflon
beakers at RT until the onset of gelation, which occurred
within four–seven days (reaction (1) [154]) or eight–ten days
(reaction (2) [153]). The gels were obtained as monolithic
bulks.

Dong et al. [156] developed two series of novel transpar-
ent and crack-free nanostructured hybrid Eu3+- and Tb3+-
based complex films. The precursor material, classified as
TAT, was synthesized from trimellitic anhydride and APTES
(Scheme 4). In a typical procedure for the preparation of the
hybrid films, a Eu3+ solution of DMF and deionized H2O
(acidified with HCl) was added to a TAT solution of DMF.
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Chem. Mater. 12, 428 (2000), Scheme 1. © 2000, American Chemical
Society.

The mixture was stirred, immediately forming a homoge-
neous solution. After being kept in air at room temperature
for two days, the solution was spin coated onto a quartz
substrate to yield a wet gel film. After aging the wet gel at
60 
C during a week, a transparent film was obtained. The
molar ratio of H2O:TAT was 1.5:1. It was concluded that the
lanthanide ion concentration did not exert any effect on
the transparency of the films. After the complete removal of
the solvent, crack-free films were obtained.

Embert et al. [157] prepared a series of highly lumi-
nescent europium(III)-containing nanostructured hybrids.
These materials were obtained through the hydrolysis and
condensation via the sol–gel method of isolated Eu com-
plex monomers. The authors described in detail in their
paper the synthesis of five different phosphine oxides, five
phosphine oxide–europium salt complexes, and one phos-
phine oxide–gadolinium salt complex (Schemes 5 and 6).
All of the europium salts were dehydrated by a chemi-
cal reaction between the hydrated salt and ethyl orthofor-
mate. The europium-based complexes 6–10 (Scheme 6) were
obtained in the following way: a boiling ethanolic solution
of europium salt (50 mmol/L) was treated with 3 equiv of
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phosphine oxide in boiling ethanol (solution 0.2 M). The
formation of a white precipitate occurred immediately. The
preparation of the representative compound XA10a (where
X indicates the xerogel and A specifies that 10% of HCl was
used as a gelification catalyst) will be described as follows as
an example. A solution of complex 10a (1.50 g) (Scheme 7)
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Scheme 4. Adapted with permission from [156], D. Dong et al.,
Adv. Mater. 12, 646 (2000), Scheme 1. © 2000, Wiley–VCH Verlag
GmbH & Co.

in tetrahydrofuran (THF) (1.45 mL) was placed in a Pyrex
test tube. A 0.96 mL sample of a THF solution, 4.5 M in
H2O and 0.1 M HCl (10 mol%), was added dropwise at
RT with a syringe. After 3 min of stirring, the solution was
placed in a thermostated water bath at 30 
C without stir-
ring. After 20 h, a gel was formed. The wet white opaque gel
was allowed to age for five days at 30 
C. After this period, it
was powdered and washed with acetonitrile and ether. The
gel was then repowdered and dried under vacuum for 13 h
at 120 
C, yielding 1.05 g of a white powder.

The hybrid proposed by Li et al. [158] consists of a
europium 1,10–phenantroline complex covalently attached
to a silica-based network denoted as Phen-Si (Scheme 7).
This hybrid precursor was prepared according to the syn-
thetic procedure indicated in Scheme 7, using 5–amino–
1,10–phenantroline (Phen–NH2) as the starting reagent.
Phen–NH2 was dissolved in 20 mL of chloroform (CHCl3)
in a round bottom flask. This solution was stirred as 2 mL
of 3–isocyanatepropyltriethoxysilane (ICPTES) was added
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Scheme 5. Adapted with permission from [157], F. Embert et al., Chem.
Mater. 13, 4542 (2001), Scheme 2. © 2001, American Chemical Society.
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dropwise. CHCl3 was evaporated at atmospheric pressure,
and the resulting mixture was heated at 80 
C in a covered
flask for 12 h. Cold hexane was then added to precipitate the
white powder. The latter powder was collected by filtration,
purified in methanol, and dried in vacuum.

The sol–gel-derived lanthanide-doped Hybrid I was pre-
pared through the dissolution of Phen–Si in methanol and
the subsequent addition of TEOS and H2O (pH = 2) under
stirring. An appropriate amount of EuCl3 mixed with 2 mL
of DMF was added to the resulting solution. This mixture
was agitated magnetically to achieve a single phase, and then
transferred into a cuvette. Thermal curing was carried out at
60 
C, and continued until the sample became a solid. The
molar ratio of Phen–Si:TEOS:H2O:Eu3+ was 1:1:4:0.5.
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Liu et al. [160] developed a series of sol–gel-derived
luminescent films composed of terbium-complex-bridged
polysilsesquioxanes using the dip-coating process. In these
materials, the new bridging organic component of the silica
precursor used (DPS) includes the ligand that complexes
the Tb3+ species. DPS was obtained by reacting 10 mmol
of ICPTES with 5 mmol of 2,6–diaminopyridine previously
dissolved in 10 mL of dry CHCl3. The resulting solution
was refluxed for 5 h. A volume of petroleum ether (60 mL)
was then added to this solution, and the white precipitate
formed was filtered off and washed with petroleum ether.
In a typical procedure of a doped hybrid film, a solution of
Tb3+ in DMF and deionized H2O acidified to 0.2 M HCl
were added to a solution of DPS in DMF (molar ratio DPS:
Tb3+ = 1). The mixture was vigorously stirred at room tem-
perature for 8 h, and then allowed to stand for four days.
The solution was dip coated onto freshly cleaned quartz sub-
strate at 10 cm/min to give a wet film. A transparent film
was obtained after the wet gel was kept at 55 
C for one
week.

With the goal of developing materials well adapted for
photonics, Liu et al. [161] introduced a series of Class II
Tb3+- and Gd3+-activated hybrid thin films where: (1) the
leaching of the dopants is prevented, (2) the dopant concen-
tration limit does not exist, and (3) the aggregation of the
active species is avoided. The preparation of these xerogels
involved the synthesis of a urea cross-linked sol–gel precur-
sor, classified as PABI (N–(4–benzoic acid–yl),N′–(propyl-
triethoxysilyl)urea) (Scheme 8).

In a typical experiment, 5 mmol of p–aminobenzoic acid
were dissolved in 15 mL of dry THF. To this solution,
7.5 mmol of ICPTES were added. The resulting solution was
stirred for 8 h. The white precipitate produced was filtered
off and washed with 50 mL of petroleum ether to remove the
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Scheme 8. Adapted with permission from [161], F. Liu et al., Thin Solid
Films 419, 178 (2002), Scheme 1. © 2002, Elsevier Science.

excess of ICPTES. The precipitate was finally dried on a vac-
uum line to get 1.8 g of PABI at 95% yield. The Tb3+-doped
samples were obtained through the addition of a DMF solu-
tion of terbium oxide, Tb4O7, and deionized H2O (acidified
to 0.2 M HCl) to a solution of PABI in DMF (Scheme 8).
This mixture was vigorously stirred at RT for 12 h, and then
allowed to stand for three days. The solution was then dip
coated onto quartz substrates at 5 cm/min to give a wet
gel film. A transparent, crack-free film 2.5 
m thick was
obtained after aging the gel at 50 
C for two weeks. Molar
ratios Tb3+/PABI of 1.5, 1:20, 1:50, 1:100, and 1:200 were
employed, whereas the molar ratio H2O/PABI was 1.5:1 in
all of the cases. The Gd3+-based compounds were prepared
by adding under stirring a solution of 1 mmol of gadolinium
chloride, GdCl3, in CH3CH2OH to a THF solution contain-
ing 3 mmol of PABI. The white precipitate produced was
filtered off, washed with CH3CH2OH and THF, and dried
on a vacuum line.

2.2.2. Complexation via the Cross Linkages
The preparation of the di-ureasils and of the di-urethanesils
proposed by our group [162–176, 181–183] can be sum-
marized in two main steps (Schemes 9 and 10). Step 1
corresponds to the formation in THF of urea linkages
between the terminal amine groups of double functional
diamines (chemically �,�–diaminepoly(oxyethylene–co–oxy-
propylene) or O,O′–bis(2–aminopropyl)polyethylene glycol)
and the isocyanate group of an alkoxysilane precursor
(ICPTES) (Scheme 9). The reaction of ICPTES with the
terminal hydroxyl groups of PEG induces the formation of
urethane bridges (Scheme 10). The two diamines used are
commercially designated as Jeffamine ED-2001� (with a+
c = 2�5 and b = 40�5) (Jeffamine ED-900� (with a+ c = 2�5
and b = 15�5), and Jeffamine ED-600� (with a+c = 2�5 and
b = 8�5), and have average molecular weights of 2000 and
600 mol · g−1, respectively (Scheme 9). The PEG used has
an average molecular weight of 300 mol · g−1 (Scheme 10).
The grafting step leads to a urea and a urethane cross-
linked organic–inorganic nonhydrolyzed hybrid precursor—
so-called ureapropyltriethoxysilane (d–UPTES(Y), where
Y = 2000, 900, and 600 are related to the Jeffamine molec-
ular weight, and correspond to 40.5, 15.5, and 8.5 polymer
repeat units, respectively) and urethanepropyltriethoxysilane
[d–UtPTES(Y′), where Y′ = 2000 and 300 represents the
average molecular weight of the PEG, and corresponds to
approximately 45 and 6 oxyethylene repeat units]. In the sec-
ond stage of the synthesis, the addition of a mixture of H2O
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and CH3CH2OH to the d–UPTES and d–UtPTES solutions
(Schemes 9 and 10) promotes the hydrolysis and conden-
sation reactions transforming the precursor into the final
xerogels. Europium, gadolinium, neodymium, and erbium
trifluoromethanesulphonates (Eu(CF3SO3)3, Gd(CF3SO3)3,
Nd(CF3SO3)3, and Er(CF3SO3)3, respectively) were incor-
porated in this step, by dissolving them in the H2O and
CH3CH2OH mixture (molar ratio ICPTES:CH3CH2OH:
H2O = 1:4:1.5). The nanohybrids were identified by
the designation d–U(Y)nLn(CF3SO3)3—di-ureasils—and d–
Ut(Y′)nLn(CF3SO3)3—di-urethanesils, where U and Ut
denote the urea and urethane groups, Ln stands for Eu, Gd,
Nd, or Er, and Y′ = 300 and 2000 g ·mol−1, correspond-
ing to 45 and 6 OCH2CH2 repeat units) and n = �O�/�Eu�,
so-called composition, represents the number of ether-type
oxygen atoms of poly(oxyethylene) (POE) per Ln3+ cation.
U(600)nLn(CF3SO3)3 and U(2000)nLn(CF3SO3)3 (Ln = Eu,
Nd, Er) were synthesized with compositions 20 ≤ n ≤
400, which correspond to a variation of the Ln3+ con-
tent versus the total mass between 4.96 and 0.58%. Two
U(Y)80Gd(CF3SO3)3, Y = 2000 and 600, di-ureasils were
also prepared.

Ribeiro et al. [177] proposed a slightly different synthetic
procedure to obtain the di-ureasils. These authors prepared
the molecular precursor through the stoichiometric reac-
tion of ICPTES and O,O′–bis(2–aminopropyl)polyethylene
glycol with an average molecular weight of approximately
800 g ·mol−1. THF was used as a solvent, and the reaction
was carried out under reflux at 80 
C for 6 h. The hybrid
precursor was isolated after evaporation of the THF, and
ammonium fluoride (NH4F) dissolved in CH3CH2OH was
added, to work as catalyst for the hydrolysis reaction of
the precursor (molar ratio NH4F/Si = 0�005). A volume of
0.2 mL of an aqueous solution of Eu(ClO4)3 was then added
by stirring, allowing the formation of a clear monolithic wet
gel in 4 h. CH3CH2OH and H2O were removed at 50 
C to
yield a rubbery and good optical quality transparent body.
Samples with n = 4� 8� 15� 100, and 355 were prepared.

The first stage of the preparation of the Tb3+-doped
urea cross-linked xerogels proposed by Bekiari et al. [185]
involved mixing stoichiometric amounts of ICPTES and
O,O′–bis(2–aminopropyl)polyethylene glycol with an aver-
age molecular weight of approximately 800 g ·mol−1. The
solution was stirred in refluxing THF for 6 h. The THF was
evaporated to yield the hybrid precursor. The second stage

of the synthesis of the polyether-based xerogels implied
the addition of H2O and a catalyst (NH4F) (molar ratio
H2O:NH4F:Si = 5:0.01:1). The condensation of the silicon
atoms led to the formation of a rubbery material within 8 h.
The incorporation of the Tb3+ ions was achieved though the
introduction of the latter material in a 20 mM CH3CH2OH
solution of terbium nitrate, Tb(NO3)3. This procedure lasted
a week. The terbium-enriched sample was then immersed in
a CH3CH2OH solution of 0.1 M bpy for two days.

In another work, Bekiari et al. [186] synthesized a series
of POE- and poly(oxypropylene) (POP)-based hybrid mate-
rials, and doped them with europium, terbium, neodymium,
and cerium nitrates. The precursors were obtained by
reacting the O,O′–bis(2–aminopropyl)polypropylene glycol
(molecular weights, MW, equal to 4000, 2000, and 230) and
O,O′–bis(2–aminopropyl)polyethylene glycol (MW = 1900,
800, and 500) with ICPTES in THF under reflux (64 
 C)
for 6 h. Urea-connecting groups were thus formed. After
evaporation of the THF under vacuum, a viscous hybrid pre-
cursor resulted. The chemical structure of the POE- and
POP-containing precursors is illustrated in Scheme 9. The
sol–gel stage involved dissolution of 4.5 g of the hybrid pre-
cursor in 15 mL of CH3OH. The solution was stirred for
5 mn, and 0.5 mL HCl was then added. An additional stir-
ring period of 30 mn followed. In the case of the weak-base
catalized hydrolysis, 0.04 M NH4F was used instead of HCl.
After stirring, the sols were poured into uncovered PMMA
cuvettes, and were allowed to dry in air for one week. The
dopant salts were introduced by previous solubilization in
CH3OH.

Moleski et al. [187] synthesized a series of sol–gel-
derived hybrid matrices incorporating organolanthanide
complexes. The hybrid frameworks were obtained by mix-
ing O,O′–bis(2–aminopropyl)polypropylene glycol (MW =
4000) in ICPTES (molar ratio 1:2) in THF under reflux
(64 
C) for 6 h. The reaction that took place involved
the isocyanate groups of the organoalkoxysilane and the
amino groups of the diamine producing urea-connecting
groups between the polymer units and the inorganic part.
After evaporation of the THF under vacuum, a viscous pre-
cursor, which was stable for several months, was obtained
(Scheme 9). The sol–gel step was performed using the acetic
acid solvolysis method that is carried out in the absence of
H2O. 0.5 g of the nonhydrolized hybrid precursor was first
dissolved in 2 mL of CH3CH2OH. Acetic acid (0.4 mL) was
then added to this solution under stirring. After 1/2 h, the
latter solution became a gel. In the case of the synthesis of
the doped materials, 20 mM of europium nitrate, 60 mM of
TTA, and 20 mM of bpy were added in this order to the pre-
cursor ethanolic solution. The films were obtained by spin
coating the sol on glass slides at 4000 rpm.

The Eu3+-based hybrids proposed by Li et al. [188]
were prepared by first synthesizing pure, crystalline
[Eu(phen)2]Cl3. An appropriate amount of this complex
was dissolved in DMF and added to a mixed solution
of H2O, CH3CH2OH, TEOS, and 3–(trimethoxysilyl)propyl
methacrylate, TMSPM (molar ratio [Eu(phen)2]Cl3:H2O:
CH3CH2OH:TMSPM = 12:12:3:1). Dilute HCl at pH = 1
was then added to this mixture. The solution was stirred for
two days, and then coated on the substrate by means of the
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spin-coating process. The substrate was placed on a spin-
coating machine and spun at 1000–3000 rev/min. The coated
film was treated at different temperatures. The resulting
dried xerogel was kept in a Petri dish at room temperature.

The synthesis of hybrid composite phosphors doped
with terbium carboxyl complexes in-situ by the sol–gel
route was reported by Li et al. [189]. Carboxyl was
first dissolved in a mixture of absolute CH3CH2OH
and DMF under stirring. TEOS, TMPSPM, and a cer-
tain amount of Tb(NO3�3. Carboxyl acids [benzoic acid
(BA), o–aminobenzoic acid (o–ABA), m–aminobenzoic acid
(m–ABA), and p–aminobenzoic acid (p–ABA)] (molar ratio
1:3) were added to the above mixture. HCl-acidified H2O
(pH = 2) was also added to the resulting solution to
foster the hydrolysis and condensation reactions of the
TEOS and TMPSPM precursors. The molar ratio TEOS:
TMPSPM:CH3CH2OH:H2O was 3:1:12:12. The solution was
stirred ar room temperature for several hours, and the
resulting transparent sols were subsequently cast into plastic
cups and cured at 50 
C for a month to accomplish their
gelation. Additional heat treatments were carried out at var-
ious temperatures (100–200 
C) in air.

3. LOCAL STRUCTURE
The local structure of RE-based organic–inorganic hybrids
has been intensively analyzed using different techniques,
such as X-ray diffraction (XRD), SAXS, extended X-ray
absorption fine structure (EXAFS), 29Si and 13C magic-angle
spinning nuclear magnetic resonance (29Si and 13C MAS
NMR), and Fourier transform infrared (FTIR) measure-
ments.

To illustrate the work performed for the characterization
of the local structure of lanthanide-based Class I hybrids,
we will refer to SAXS results of the Eu3+-containing silox-
ane/PEG composites prepared by Molina et al. [150]. These
data show that the nanocomposites with a low Eu3+ con-
tent consist of a mixture of siloxane aggregates with a
fractal structure embedded in a nearly homogeneous PEG
matrix. Increasing the amount of incorporated Eu3+ leads
to a decrease in the interparticle repulsion interactions and
the subsequent formation of larger aggregates. An addi-
tional aggregation process promoting the formation of very
large secondary aggregates is observed for highly concen-
trated hybrids. The structural changes deduced from SAXS
are in accordance with the observed increase in mechani-
cal strength and glass transition temperature for increasing
Eu3+ content [150].

In the case of the Class II materials reviewed here
in which an organic molecule that complexes RE ions is
anchored in the hybrid framework [153–159], a very small
fraction of work was devoted to the detailed characteri-
zation of their local structure. In the next paragraphs, we
will briefly refer to some structural results concerning this
class of hybrids.

Apart from the typical bands due to the organic
component, the FTIR spectra of the RE-activated
organic–inorganic hybrid precursors prepared by Franville
et al. [153–155] exhibit the characteristic absorption bands
of the trialkoxysylil groups, that is, those arising from
the stretching vibration of the Si–C, Si–OEt (or Si–OMe)

groups. The sharp band situated at 1680–1640 cm−1 con-
firmed the formation of the amide groups. The absence of
the bands due to carboxylic acid chloride and carboxylic
functions in the 1760–1720 cm−1 range was considered as
clear evidence of the completion of the reaction. The FTIR
spectra of the corresponding hybrid xerogels were charac-
terized by a band located between 1193 and 1188 cm−1 due
to the Si–C stretching vibration, a proof that the Si–C bonds
remained intact during the hydrolysis/condensation reac-
tions. The formation of the siloxane bonds was confirmed
by the occurrence of a broad band around 1120–1000 cm−1.
The presence of residual silanol groups was indicated by the
band found at about 900 cm−1, demonstrating that the con-
densation process had not been complete. The complexation
of the metal ions by the oxygen atoms of the carbonyl groups
was accompanied by a shift of the C O stretching band to
lower wavenumbers. Some of these hybrids [155] were exam-
ined by means of 13C and 29Si CPMAS NMR spectroscopies.
The 13C CPMAS NMR spectra displayed peaks located near
43, 23, and 11 ppm, which were associated with the CH2
aliphatic chains. The signal due to the C O groups was
clearly evidenced at 164 ppm, whereas the remaining signals
in the spectra were ascribed to the aromatic carbons. The
absence of new signals in the 13C CPMAS NMR spectra with
respect to those of the hybrid precursor was considered as
a solid piece of evidence that proves that the organic com-
ponent was not modified under the conditions used for the
sol–gel process. The broad signal found between −80 and
−40 ppm in the 29Si CPMAS NMR spectra was attributed to
trifunctional–CSiO3 groups [155]. No indications of the pres-
ence of tetrafunctional groups were found, proving that the
organic moieties remained covalently attached to the silox-
ane network via Si–C bonds. The silicon sites are labeled
according to the conventional Tn notation, where n (n =
1� 2� 3) is the number of Si-bridging oxygen atoms. Peaks due
to T1, T2, and T3 sites could be distinguished. The relative
proportions of the different silicon species and the conden-
sation rates were calculated. These data supported that the
main species were the T2 ones, and that the condensation
rates ranged from 75 to 80%.

Infrared spectroscopy allowed Dong et al. [156] to con-
clude that the bands occurring at 1774, 1718, 1370, and
730 cm−1 in the spectrum of the TAT hybrid precursor
(Scheme 4) could be assigned to the symmetric carbonyl
stretching, asymmetric carbonyl stretching, C–N stretching,
and ring carbonyl deformation vibrations, respectively. It
was noted that the spectrum of the lanthanide-doped xerogel
was different, as the characteristic carboxylic band around
2700–2300 cm−1 disappeared, whereas several new features
appeared at 1652 and 1385 cm−1, assigned to the asymmet-
ric and symmetric stretching vibrations of the COO− group,
respectively. According to the authors, the latter findings
indicate the formation of coordinated bonds between the
carboxylic groups and the lanthanide ion. The proposed
local structure is depicted in Scheme 4.

The phosphine oxide-based complexes proposed by
Embert et al. [157] were characterized by 13C and 29Si and
31P CPMAS NMR spectroscopy. The resulting data allowed
these authors to conclude the following.

1. While about 81% of the P O groups remained com-
plexed in the hybrids originating from ligands 3 and 4,
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in the case of the xerogels obtained from the more flex-
ible ligand 5, approximately 91% of the P O moieties
were found to be complexed.

2. The absence of signals in the 29Si CPMAS NMR spec-
tra between −90 and −110 ppm was interpreted as an
indication that the Si–C bonds were not cleaved during
the sol–gel process.

3. No evidences of the presence of remaining ethoxy or
isopropoxy groups were detected in the 13C CPMAS
NMR spectra, suggesting the complete hydrolysis of
the compounds.

The Raman spectra of the materials incorporating
europium nitrate provided conclusive evidence that the con-
tact ion pairs Eu3+NO−

3 observed in the salt, which gave
rise to the band situated at 1037.5 cm−1, persisted in the
xerogels. The absence of the 1047.4 cm−1 feature was cor-
related with the absence of hydrogen bonding between the
nitrate ions and either water molecules or OH vibrators. The
presence in the infrared spectra of the sol–gel-derived com-
pounds of the 741 and 815 cm−1 events were considered as
additional proofs of the formation of contact ion pairs and
the absence of hydrogen bonding around the anions.

Li et al. [158] used infrared spectroscopy to monitor
the grafting reaction that yielded the Phen–Si compound.
The growth of the bands located at 1653 and 1645 cm−1

was attributed to the formation of the –CONH– amide
group. Other spectral changes observed in the spectrum
of the Hybrid I material were correlated with the hydrol-
ysis/condensation of TEOS and Phen–Si, and with the for-
mation of a complex between the latter compound and the
Eu3+ ions. The presence of the organic groups in Hybrid I
was further confirmed by means of 13C CPMAS NMR spec-
troscopy [158]. Peaks detected at 43, 26, and 13 ppm were
ascribed to the (CH2�-based chains, whereas the signals seen
between 110 and 150 ppm were ascribed to aromatic car-
bons, and the characteristic peak of the carbonyl group was
found at 161 ppm [158]. The local structure of Hybrid I was
also investigated by photoluminescence spectroscopy. The
details of such a study will be reviewed in Section 4.1.

The local structure of RE-doped di-ureasils and di-
urethanesils was described using XRD [162, 163, 165], SAXS
[178, 179, 181–183], EXAFS [166, 180, 184], and FTIR
[164, 165, 171, 181] results. The SAXS technique is partic-
ularly adequate for studying the structure of hybrid mate-
rials because of their disordered nature and the contrast
of electronic densities between the organic and inorganic
phases [178, 179, 181–183, 197]. The XRD patterns of the
di-ureasils and di-urethanesils present a broad band, Gaus-
sian in shape, centered around 20–22
, and associated with
the amorphous siliceous domains [165]. The polymer chains
are, essentially, in a disordered regime for all of the hybrids,
except in the RE-based high-molecular-weight di-ureasils
and di-urethanesils (i.e., U(2000) and Ut(2000), respec-
tively). In the latter case, the XRD difractograms revealed
the presence of well-defined Bragg peaks associated with the
diffraction of crystalline oxyethylene units, OCH2CH2 [163,
165]. In low-salt concentration hybrids (e.g., 80 ≤ n ≤ 400),
the two main peaks characteristic of the crystalline polyether
chains are clearly observed at 19.15–19.3
 and 23.45–23.50


[165]. This indicates that the incorporation of the europium

salt does not destroy the crystalline order of the polyether
chains. Moreover, it strongly suggests that the Eu3+ ions are
not coordinated to the ether oxygens of the short polyether
chains present in the materials, contradicting what has been
observed for analogous POE-based electrolytes. This is con-
sistent with the thermal analysis, particularly with the dif-
ferential scanning calorimetry (DSC) results discussed else-
where [165], and is explicitly confirmed by SAXS, FTIR, and
PL results [181]. For the high-molecular-weight di-ureasils
and di-urethanesils, the oxyethylene moieties merely play
the role of plastifying agents.

The SAXS data of Eu3+-doped di-ureasils and di-
urethanesils were modeled with an isotropic structure model
consisting of a dense set of spherical colloidal particles
of approximately the same size with short-range spatial
correlation—the siloxane domains—embedded in a homo-
geneous matrix—the polymer chains [181–183]. A similar
multiple-scale structure model based on identical spherical
particles embedded in a homogeneous matrix has been suc-
cessfully applied by Beaucage et al. to experimental SAXS
data of similar siloxane–polymer nanocomposites [197]. The
results indicate the formation of a two-level hierarchical
local structure in which the primary level is constituted by
strongly spatially correlated siloxane nanodomains of radius
between 3 and 10 Å, and errors within 5%. Large clusters of
these regions, with a radius between 80 and 100 Å (errors
within 10%), form the second level [181].

The nature of the Eu3+-first coordination shell varies
with the salt concentration and with the polymer molecu-
lar weight. In di-ureasils containing long organic segments,
U(2000)nEu(CF3SO3)3 (40 ≤ n ≤ 400), the Eu3+ ions inter-
act mainly with the carbonyl-type oxygens of the urea cross
links located at the organic–inorganic interface. On the con-
trary, in U(600)nEu(CF3SO3)3 (n ≥ 60), as the Eu3+ ions are
unable to disrupt the strong and ordered hydrogen-bonded
urea–urea structures [198], the preferential coordination
sites are the ether-type oxygens of the polymer chains. How-
ever, for high-salt concentration hybrids, n ≤ 40, besides
the coordination to the polymer ether oxygens, a distinct
cation local site environment involving the interaction with
the urea carbonyl oxygens atoms at the siloxane–POE inter-
face is detected. At n = 10, the hydrogen–bonded urea–urea
structures of the U(600) network are probably destroyed by
the larger amount of salt present, and therefore, the car-
bonyl oxygens of the urea cross links are the only active
coordinating groups. We must stress that, in these hybrids,
only at compositions lower than approximately 4, there is
one urea group per each incorporated Eu3+ ion. This ability
to tune the Eu3+ coordination between the carbonyl oxy-
gens of the urea groups and the ether oxygen atoms of the
poly(oxyethylene) chains—controlling both the salt concen-
tration and the polymer molecular weight—illustrates one of
the most interesting features of these materials, and opens
new prospects into their potential fields of application.

The first Eu3+ coordination shell was further character-
ized by fitting filtered EXAFS spectra, using phase and
amplitude functions obtained from the standard Eu2O3
spectrum [166]. Good fits were obtained for all samples.
The EXAFS results suggested a decrease in the coordination
number with the increase in the relative Eu3+ concentration,
from 13± 1 (n = 200) to 10± 1 (n = 40). The average Eu–O
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distance remains constant, 2.48 Å, in the salt concentration
range investigated, and the decrease of the Debye–Waller
disorder factor in that range indicates the tendency of the
dispersion of the Eu–O distances to decrease [166].

The FTIR spectra of the Eu3+-doped di-ureasils with
n ≥ 5 were examined in detail to determine the nature
of the species involved in the coordination of the lan-
thanide ions [165]. Several features observed in the spectrum
of the U(2000)5Eu(CF3SO3)3 compound clearly demon-
strated the coordination between the ether oxygens of
the polyether segments of the hybrid matrix and the
lanthanide ions, and substantiated the formation of a
crystalline complex. One of the most significant spectral
evidences of this complexation effect was the absence of
the strong band attributed to the CO stretching vibration
of noncoordinated polyether chains from the spectrum of
U(2000)5Eu(CF3SO3)3. This band, found at 1110 cm−1 in
the spectrum of U(2000)20Eu(CF3SO3)3, was replaced by a
strong band at 1056 cm−1 and a shoulder at 1069 cm−1.
The downshift observed was associated with a change in the
environment of the ether oxygens, probably produced by
the coordination to metal ions. No evidences of changes in
the environment of the ether oxygens, which would result
from the dissolution of Eu(CF3SO3)3, were, however, found
in the spectra of a series of doped di-ureasils with n ≥ 20
[164, 165]. These findings were interpreted as clear proof
that all of the ether oxygens were coordinated to the Eu3+

ions at n = 5. The spectra of the di-ureasils also exhibited
dramatic differences in the 1000–800 cm−1 spectral region,
which includes absorption bands produced by a mixture
of skeletal stretching and CH2 rocking vibrational modes,
and is known to be extremely sensitive to coordination
effects arising from interactions between ether oxygens of
the polyether chains and metal cations. While the domi-
nating features in the spectrum of U(2000)20Eu(CF3SO3)3
were a medium intensity band located at 954 cm−1, due
to the coupled vibration of CC stretching and CH2 rock-
ing modes, and a weak band found at 846 cm−1, attributed
to the coupled vibration of CO stretching and CH2 rock-
ing modes, in the spectrum of U(2000)5Eu(CF3SO3)3, the
strongest band detected was a weak new absorption situated
at 937 cm−1. Another new band, also weak, was observed at
892 cm−1 in the latter spectrum. This pair of bands was asso-
ciated with the presence of a crystalline complex. Another
relevant result was retrieved from the analysis of the spec-
tral region due to the symmetric deformation of the CF3
group [�s(CF3)], which allows us to evaluate the extent of
ionic association in systems doped with triflate salts. In the
spectrum of U(2000)20Eu(CF3SO3)3, a very weak band at
755 cm−1 and an even weaker shoulder at about 763 cm−1

were observed in this range of wavenumbers, whereas that of
U(2000)5Eu(CF3SO3)3 displayed three bands: (1) the shoul-
der at 763 cm−1 grew in intensity, and became the domi-
nating feature of this spectral region; (2) the intensity of
the absorption at 755 cm−1 was drastically reduced, and the
band was transformed into an almost insignificant shoulder
located at 757 cm−1; (3) an additional shoulder, stronger
than the latter one, appeared at 774 cm−1. The band at
764 cm−1 and the shoulder at 774 cm−1 were assigned to
the presence of the crystalline complex. The ordered local
structure of U(2000)5Eu(CF3SO3)3 was further confirmed

by the breadth of its characteristic absorption bands which
were markedly narrower than those of the spectrum of
U(2000)5Eu(CF3SO3)3, a fact that confirmed the crystalline
character of the di-ureasil with n = 5.

The local structure of the di-ureasils doped with
Eu(ClO4)3 reported by Ribeiro et al. has been described
in detail combining SAXS, EXAFS, thermomechanical anal-
ysis (TMA), and PL [177, 180]. The experimental SAXS
curves show a single peak attributed to an interference effect
in the X-ray scattering amplitude produced by the exis-
tence of a spatial correlation between siloxane clusters to
which polymer chain ends are grafted [180]. The average
radius of the siloxane nanodomains and the average dis-
tance between them, 4–5 and 25–27 Å, respectively, are
similar to the values found for the di-ureasils doped with
Eu(CF3SO3)3. The slight decrease in the siloxane interclus-
ter spacing for increasing Eu3+ content is interpreted as a
contraction of the polymer structure due to the increase in
the number of O–Eu3+–O cross linkages between polymeric
chains induced by the Eu3+ coordination to the PEO ether-
type oxygens. This interpretation was confirmed by TMA
measurements [180] and FTIR results [171]. The glass tran-
sition temperature of the samples increases for increasing
europium doping level, in accordance with the already men-
tioned interaction between the Eu3+ ions and the polymer
ether-type oxygens [180]. The first coordination shell of Eu3+

was further characterized by fitting filtered EXAFS spectra
(recorded at the XAFS beamline at LNLS, Campinas, S.P.,
Brazil) using phase and amplitude functions obtained from a
standard solution (Eu3+ 0.2 M aqueous solution) [180]. The
results indicate a decrease in the coordination number at
increasing Eu3+ concentration, from 10± 1 (n = 80) to 8± 1
(n = 8). Furthermore, in this salt concentration range, the
Eu–O average distance and the Debye–Waller disorder fac-
tor remain approximately constant, 2.41–2.42 Å and 0.090–
0.093, respectively. All of these results are in accordance
with the those obtained for similar hybrids incorporating
Eu(CF3SO3)3 [166].

The local environment of the Eu3+ ions in the luminescent
sol–gel-derived materials proposed by Ribeiro et al. [177]
was studied in depth by FTIR and PL spectroscopies. The
combination of the information retrieved from the analy-
sis of characteristic bands of the FTIR spectra—the per-
chlorate and the Amide I/Amide II features—with that
obtained from the PL data demonstrated that, at com-
positions n = 232 and 62, the anions are free, whereas
the Eu3+ ions were complexed by the heteroatoms of the
polyether chains. At higher salt concentration, the cations
are coordinated, not only to the perchlorate ions, but
also to the ether oxygen atoms of the organic segments
and to the carbonyl oxygen atoms of the urea linkages.
The dual behavior of the hybrid matrix with respect to
cation coordination was attributed to the presence in this
nanohybrid of strong hydrogen-bonded urea–urea structures
which, at low salt content, cannot be disrupted, thus inhibit-
ing the formation of Eu3+���O C(urea) contacts, and pro-
moting the interaction between the lanthanide ions and
the (OCH2CH2) moieties. This Eu3+ local coordination is
entirely in accordance with the results aforementioned for
the same matrix, U(600), incorporated Eu(CF3SO3)3 in a
concentration n ≥ 60. These studies enabled the authors to
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conclude that the activation of the coordinating sites of the
hybrid di-ureasil-type framework can be tuned by varying
either the guest salt concentration at constant chain length
or the length of the organic segments at constant salt con-
centration, an extremely relevant property that opens chal-
lenging new prospects into the fields of application of this
class of hybrids.

Liu et al. [160] recorded the FTIR spectra of the Tb3+-
containing and nondoped DPS-derived films. The presence
of the bands associated with the stretching modes of the
Si–C and Si–OEt groups, located at 1194 and 1080 cm−1,
respectively, in the spectrum of DPS led these authors to
the conclusion that the Si–C bonds and the ethoxy (OEt)
groups had not been affected by the grafting reaction per-
formed between ICPTES and the diamine used. The fea-
tures observed at 1682, 1652, and 1562 cm−1, produced by
the urea cross links, were interpreted as a confirmation of
the success of the grafting process. In the spectra of the
Tb3+-based hybrids, Liu et al. [160] observed a significant
downshift (20 cm−1) of the carbonyl stretching band upon
doping.

The bands found at 1652, 1565, and 1592 cm−1 in the
FTIR spectrum of the nondoped PABI hybrid introduced
by Liu et al. [161] allowed these authors to conclude that
ICPTES had been successfully grafted to p–aminobenzoic
acid. The feature observed at 1689 cm−1 was assigned to
the stretching mode (�C O) of the carboxylic acid func-
tion. The events discerned around 1193 and 1080 cm−1

were attributed to the stretching vibration of the Si–C and
Si–OCH2CH3 moieties, respectively. In the spectra of the
corresponding Tb3+-doped materials, it was observed that,
while the �C O mode of the carboxylic function had dis-
appeared, new bands associated with the asymmetric and
symmetric stretching modes of the COO− species emerged
at 1556 and 1417 cm−1, respectively. These findings were
interpreted as proof of the interaction between the Tb3+ ion
and the carboxylic group.

4. PHOTOLUMINESCENCE
SPECTROSCOPY

4.1. Emission and Time-Resolved Spectra

Figure 1A shows the RT emission spectra obtained for the
di-ureasils U(Y)40Eu(CF3SO3)3, Y = 600 and 2000. Both
spectra are composed of the Eu3+ characteristic intra-4f6

transitions, 5D0 → 7F0–4, overlaying a large broad between
350 and 580 nm [162–164, 166, 168, 170, 171, 173, 174, 176,
177, 181]. This large broad band is red shifted toward the
greenish–blue spectral region relative to that observed in the
undoped di-ureasils, Section 9, and was assigned to the con-
volution of donor–acceptor pair recombinations occurring in
the siliceous nanodomains and in the NH groups of the urea
linkages [191, 193–196]. The PL spectra of the remaining
di-ureasils resemble those presented in Figure 1A.

Ribeiro et al. also reported a similar result for a set
of short polymer chain di-ureasil hybrids modified by
Eu(ClO4�3, as shown in Figure 2A [177].

Bekiari et al. recorded the luminescence spectra of a
U(600) type di-ureasil modified by Tb3+ ions in an ethanolic
solution (see curve 1 in Fig. 3), where a large broad band in
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Figure 1. (A) RT PL spectra excited at 375 nm for U(Y)40 ·
Eu(CF3SO3)3, (a) Y = 600 and (b) Y = 2000. (1), (2), (3), (4), and (5)
denote the intra-4f6 transitions: 5D0 → 7F0–4, respectively. (B) RT PLE
spectra for the U(Y)80Eu(CF3SO3)3, (a) Y = 600 and (b) Y = 2000,
monitored around 614 nm. The dashed spectra correspond to the RT
PLE spectrum of the U(2000)80Eu(CF3SO3)3 di-ureasil detected around
700 nm. (1), (2), (3), (4), (5), (6), and (7) denote the intra-4f6 transi-
tions: 7F0 → 5H4, 5D4, 5GJ, 5L6, 5D3, 5D2, and 5D1, respectively. The
inset shows the 14 K PLE spectra of the U(2000)nEu(CF3SO3)3, solid
line n = 40, dashed line n = 60, and dotted line n = 80.

the same spectral region (350–380 nm) is observed together
with a series of intra-4f8 Tb3+ lines assigned to the transi-
tions 5D4 → 7F6–3 [185].

Time-resolved measurements performed on the di-
ureasils modified by Eu(CF3SO3)3 unequivocally demon-
strated that the large broad band results from the overlap
of two distinct emissions whose recombination mecha-
nisms occur in unlike time scales, as previously reported
for the undoped hosts [194, 195]. Figure 4A presents
the time-resolved spectra for U(2000)80Eu(CF3SO3)3 and
U(600)200Eu(CF3SO3)3 nanohybrids detected at a start delay
(SD) time of 0.08 ms, clearly establishing the presence
of two emission bands. Increasing the SD, only one band
remains (inset of Fig. 4A). The respective lifetimes, mea-
sured at 14 K, although smaller than the ones measured for
the undoped hosts [194, 195], are of the same magnitude,
being around 100 and 1 ms (errors within 5%) for the lower
and higher energy bands, respectively [181]. Besides the dif-
ferent recombination time scales, these two emission compo-
nents also behave differently when the excitation wavelength



732 Luminescent Organic–Inorganic Nanohybrids

250 300 350 400 450 500

d

c

b

a

In
te

ns
ity

(a
rb

.u
ni

ts
)

B

Wavelength (nm)

400 450 500 550 600 650 700

a

b

c

In
te

ns
ity

(a
rb

.u
ni

ts
)

A

Wavelength (nm)

Figure 2. (A) RT PL spectra obtained under 394 nm for the U(600)n·
Eu(CF3SO3)3, (a) n = 4, (b) n = 15, and (c) n = 100. (B) RT PLE spec-
tra for the U(600)nEu(ClO4)3. (a) n = 100, monitored around 430 nm,
(b) n = 4, (c) n = 15, and (d) n = 100, monitored around 611 nm.
Reprinted with permission from [177], S. J. L. Ribeiro et al., J. Sol-Gel
Sci. Technol. 13, 427 (1998). © 1998, Kluwer Academic.
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Figure 3. RT PL spectra: (1) Tb3+ and 2,2–byp absorbed by a sil-
ica/POE hybrid gel from ethanolic solutions obtained under 318 nm; (2)
same sample under 365 nm excitation; and (3) a similar sample without
2,2–bipyridine under 365 nm. Reprinted with permission from [185],
V. Bekiari et al., Chem. Phys. Lett. 307, 310 (1999). © 1999, Elsevier
Science.
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Figure 4. 14 K time-resolved emission spectra obtained at delay times
of (A) 0.08 ms for (a) U(600)200Eu(CF3SO3)3 and (b) U(2000)80·
Eu(CF3SO3)3, excited at 365 and 375 nm, respectively; (B) 0.08 ms
for U(2000)80Eu(CF3SO3)3 for excitation wavelengths between 365 and
420 nm. The inset of (A) shows the time-resolved spectra for the
U(600)200Eu(CF3SO3)3 di-ureasil, excited at 365 nm, obtained at delay
times of 1.00 and 5.00 ms.

is varied (Fig. 4B). Similarly to what was observed for the
undoped di-ureasils, Section 9, only the lower energy band
shifts to the red as the excitation wavelength decreases,
while the peak energy of the other band remains approxi-
mately constant [191, 193–196].

To summarize the analyses of the steady-state emission
of the Eu3+-based di-ureasils (Figs. 1A and 2A), it may be
said that the relative energy of the host band with respect
to the intra-4f6 lines strongly depends on the amount of
Eu3+ incorporated. In all of the hybrids, the broad band
intensity is greater for the lower concentrated hybrid, while
as the concentration increases, the reverse situation occurs
both for the di-ureasils incorporating Eu(CF3SO3)3 [162–
164, 166, 168, 170, 173, 181] and Eu(ClO4)3 [171, 177]. In
the particular case of the U(600)nEu(CF3SO3)3 di-ureasils,
the hybrids’ host emission overlaps with greater intensity the
cation lines for the di-ureasils with n= 60 and n= 200 since,
for these hybrids, the broad band is red-shifted with respect
to the remaining samples [170].
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The variation of the excitation wavelength is another fac-
tor that changes the relative intensity between the hybrid
host emission band and the Eu3+ lines, as Figure 5 exem-
plifies for the U(600)200Eu(CF3SO3)3 di-ureasil. It is also
possible to observe that increasing the excitation wavelength
results in a red shift of the hybrids’ host emission. The ion
lines dependence on the excitation wavelength will be dis-
cussed in the next paragraphs.

In an attempt to further characterize the host emission,
a deconvolution fitting procedure was applied to the emis-
sion spectra of all of the samples for the excitation wave-
length range between 330 and 420 nm (3.76 and 2.95 eV)
[181], adopting the same fitting procedure applied to the
undoped matrix [191, 193–196]. First, the spectra mea-
sured under the higher excitation wavelength (465 nm)
were fitted by a single Gaussian-type function. Since the
FWHM is determined primarily by carrier–phonons inter-
action, its value should not depend on the excitation wave-
length [199]. Therefore, the FWHM was kept as a fixed
parameter, whereas the intensity and peak position were
free to vary within the excitation wavelength interval used.
For the U(600)-based hybrids, the deconvolution fitting pro-
cedure revealed the presence of two Gaussian bands in the
green and blue spectral regions for excitation wavelengths
between 330 and 395 nm (3.76 and 3.14 eV). For excita-
tion wavelengths higher than 395 nm (3.76 eV), the emission
spectra were fitted only to the green Gaussian component.
For the high-molecular-weight di-ureasils, the fitting pro-
cedure always revealed the presence of two bands within
the referred excitation wavelength interval. Resembling the
deconvolution performed on the di-ureasil hybrid host emis-
sion spectra [191, 193–196], Section 9, the lower and higher
Gaussian components were assigned to the emission aris-
ing from electron–hole recombination occurring in the NH
groups of the urea linkages (green band) and in the siliceous
nanodomains (blue band), respectively. The energy of the
NH-related emission varies between 2.4 and 2.6 eV for
both di-ureasil series, whereas the band associated with the
siliceous nanodomains varies between 2.5 and 3.0 eV for the
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Figure 5. RT emission spectra for the U(600)200Eu(CF3SO3)3 di-ureasil
measured at different excitation wavelengths: (a) 330 nm, (b) 350 nm,
(c) 365 nm, (d) 395 nm, and (e) 420 nm. (∗) and (∗∗) denote intra-4f6

self-absorptions: 7F0 → 5D4, 5L6, respectively. (1), (2), (3), (4), and (5)
correspond to intra-4f 6 transitions: 5D0 → 7F0–4, respectively.

U(2000)nEu(CF3SO3)3 hybrids and between 2.8 and 3.1 eV
for the U(600)nEu(CF3SO3)3 di-ureasils. For each di-ureasil
sample, the energy of the green band does not depend on
the excitation wavelength, whereas the blue band, associ-
ated with the presence of the siliceous nanodomains, shifts
to the red as the excitation wavelength increases. For each
excitation wavelength used, while the energy of the green
band is almost independent of the amount of Eu3+ incorpo-
rated, the variation of the energy of the emission related to
the siliceous nanodomains with the Eu3+ content presents
the same behavior as the one displayed in Figure 6 for the
365 nm (3.30 eV) excitation wavelength [181]. The energy
of the undoped host (n = �) is also plotted in the same
figure. Figure 6 evidences the opposite behavior expressed
by the two di-ureasils series: when an increase in the emis-
sion energy with the concentration increase is observed in
one series, the other hybrid types present a decrease in the
respective emission (and vice versa). This behavior can be
related to the respective nanodomain size. In fact, it is well
known that, in silicon-based nanostructured materials, the
dimensional hierarchy of the backbone determines the emis-
sion energy in such a way that an increase in the dimensional
network dimension results in a decrease of the correspond-
ing energy gap [181, 200–203]. Accordingly, the emission
energy of the siliceous nanodomains can be related to the
SAXS-determined siloxane particle radius (Section 3).

Upon lowering the temperature down to 14 K, the overall
RT luminescence features described remain the same, apart
from a small blue shift of the hybrids’ host emission.

The ensuing paragraphs will focus on the Eu3+ emission.
For both di-ureasil series, the number of components mea-
sured for the 7F0� 1� 2 levels is one, three, and five, respec-
tively, although the lower energy component of the 7F2 level
is not clearly distinguished. The lines related to the 5D0 →
7F3� 4 transitions are hard to identify due to the low intensity
of some components, in particular the 5D0 → 7F3 transition.
The number of components of each manifold and the rel-
ative intensity between the 5D0 → 7F0–4 transitions are not
affected by changing the Eu3+ content or the polymer chain
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Figure 6. Fitted energy of the siloxane-nanodomain-connected
blue/purplish–blue emission excited at 3.14 eV (• and �) and 3.40 eV
(© and �) for the U(600)nEu(CF3SO3)3 and U(2000)nEu(CF3SO3)3

di-ureasils, respectively. The lines are drawn as guides to the eyes.
Reprinted with permission from [181], K. Dahmouche et al., J. Mater.
Chem. 11, 3249 (2001). © 2001, Royal Society of Chemistry.
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length. Figure 7A shows in detail the intra-4f6 lines for the
U(600)nEu(CF3SO3)3, 200 ≤ n ≤ 60, di-ureasils.

For the di-ureasils U(2000)nEu(CF3SO3)3, 400 ≤ n ≤ 40,
and U(600)nEu(CF3SO3)3, 200 ≤ n ≤ 60, the Eu3+ emis-
sion lines do not depend on the excitation wavelength. On
the contrary, for the most concentrated hybrids of the latter
di-ureasils series (n = 40 and 20), changes in the emission
spectra were observed, namely, in the energy of the 5D0 →
7F0 transition, as Figure 7B and C point out. This transi-
tion occurs between two nondegenerated levels, so changes
detected in the energy of such a transition induced by vari-
ations on the excitation wavelength strongly suggest a struc-
tured profile for such a transition, meaning the existence
of more than one local Eu3+ site. The presence of two dis-
tinct coordination local environments was also observed for
the di-ureasils with a shorter polymer chain modified by
Eu(ClO4�3 [171]. In that particular case, the existence of
two Eu3+ local environments was observed for concentration
around n = 62 [171]. Section 8 will focus on the cation local
coordination as the Eu3+ content and the polymeric chain
length vary.

Although salts and complexes based in the Eu3+ ion are
the most reported ones [162–168, 170–173, 177, 180–187],
other rare-earth ions have also been incorporated in the di-
ureasils, namely, Nd3+ [169, 173, 176], Gd3+ [170], Tb3+ [172,
185], Er3+ [173, 174], and Tm3+ [172].

The di-ureasils modified by Nd3+ and Er3+ combine the
white-light emission associated with the hybrid host skele-
ton with intra-4f straight lines in the infrared spectral region
characteristic of the RE ions [169, 173, 174, 176]. Figure 8
shows the emission for the U(2000)60Nd(CF3SO3)3 detected
in the visible spectral range. It is possible to discern the typ-
ical large broad band of the hybrid host, which occurs in
the same spectral region observed for the Eu3+-based hybrid
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Figure 7. (A) 14 K Eu3+ emission lines, excited at 395 nm, for
the U(600)nEu(CF3SO3)3 hybrids: (a), (b), (c), and (d) denote n =
20� 40� 60, and 200, respectively. (1), (2), (3), (4), and (5) correspond
to intra-4f6 transitions: 5D0 → 7F0–4, respectively. 5D0 → 7F0 transition
measured at 14 K for the U(600)nEu(CF3SO3)3 di-ureasils, (B) n = 40,
and (C) n = 200, excited at 350 nm (—•—) and 395 nm (—). Reprinted
with permission from [181], K. Dahmouche et al., J. Mater. Chem. 11,
3249 (2001). © 2001, Royal Society of Chemistry.

(Fig. 1A). Although no visible emission arising from the
Nd3+ levels is detected, it is possible to observe a series of
intra-4f3 self-absorptions, overlapping the hybrid host emis-
sion. The presence of such self-absorptions indicates that
visible light emitted by the di-ureasil’s emitting centers is
absorbed by the cations, and then probably converted into
near-infrared emission. Increasing the excitation wavelength
causes a red shift of the maximum intensity energetic posi-
tion, similarly to what was reported for the xerogels mod-
ified by Eu3+ (Fig. 5). The RT lifetime measured for the
two hybrids’ host emitting centers is of the same magnitude
as the respective lifetimes measured for the undoped host
[176]. Indeed, a smaller diminution of the lifetimes in the
presence of Nd3+ with respect to the incorporation of Eu3+

was detected. This fact allowed the experimental detection
of the lifetime associated with the luminescence arising from
the siliceous nanodomains �Si, and originated in the NH
groups of the urea linkages �NH, except for the more con-
centrated sample (n = 10), whose lifetimes are smaller than
the lower experimental detection limit of the experimental
setup used (10−5 s) [176].

Figure 9A and B displays the infrared luminescence com-
ponent of the Nd3+ and Er3+ di-ureasils, respectively [169,
173, 174, 176]. The emission lines are assigned to the intra-
4f3, 4F3/2 → 4I13/2−9/2, and to the intra-4f11, 4I13/2 → 4I15/2,
transitions of Nd3+ and Er3+, respectively. Variations of salt
concentration do not lead to changes in the IR spectra,
namely, in the energy and shape of the observed transitions.
Moreover, concentration-quenching effects on the reported
IR luminescence seem to be insignificant in the di-ureasils,
as the experimental detection conditions were approximately
the same in the whole range of Nd3+ and Er3+ concentration
reported [169, 173, 174, 176,]. It is quite unusual to observe
RT radiative emission from sol–gel-derived Nd3+- and Er3+-
based hybrids, due to the numerous organic groups, partic-
ularly hydroxyl, present in classical sol–gel-derived materials
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Figure 8. Visible emission spectra detected at 14 K for the
U(2000)60Nd(CF3SO3)3 di-ureasil, measured at different excitation
wavelengths: (a) 350 nm, (b) 375 nm, (c) 420 nm, and (d) 460 nm.
The 4I9/2 → 4G5/2,4G7/2 (500–540 nm) and the 4I9/2 → 4G7/2,2K13/2,
4G9/2 (570–590 nm) intra-4f3 self-absorptions are indicated by arrows.
Reprinted with permission from [169], L. D. Carlos et al., Electrochim.
Acta 45, 1555 (2000). © 2000, Elsevier Science.
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Figure 9. (A) RT infrared emission excited under 514.5 nm of (a)
U(900)60Nd(CF3SO3)3 and (b) U(2000)100Nd(CF3SO3)3; (1), (2), and
(3) correspond to the intra-4f3 transitions: 4F3/2 → 4I13/2� 11/2� 9/2. (B) RT
infrared emission of U(600)3Er(CF3SO3)3 recorded under the excita-
tion 488 nm; (4) corresponds to the intra-4f11 transition: 4I13/2 → 4I15/2.

that prevent any RT Nd3+ and Er3+ radiative emission [169,
173, 174, 176]. However, in the di-ureasil hybrids, the Nd3+

and Er3+ ions are active at RT, indicating that the di-ureasil
hybrid framework efficiently protects the RE ions from
nonradiative deactivations induced essentially by hydroxyl
groups [169, 173, 174, 176].

The substitution of rare-earth salts by rare-earth com-
plexes intends to increase the efficiency of the absorption
and energy transfers processes, namely, the antenna effect,
and consequently, to achieve greater emission intensity. In
the following paragraphs, we will present some examples
that illustrate this concept.

Bekiari et al. compared the luminescence intensity,
excited at 365 nm, of a hybrid sample containing Tb3+ ions
before and after the incorporation of the bpy ligand [185].
Through the analyses of Figure 3, the authors suggested that
the presence of this ligand contributed to an enhancement
of the PL intensity. From that figure, it is also possible to
infer that the hybrid host is also transferring energy to the
Tb3+ ions since, by changing the excitation wavelength to
318 nm, the intensity of the hybrid host broad band intensity
is approximately zero [185].
�–diketonate complexes of Eu3+, Tm3+, and Tb3+ ions

were incorporated in the U(2000) hybrid host [172]. The
emission properties of such a hybrid revealed themselves
as strongly dependent on the temperature, as plotted in
Figure 10. For temperatures lower than 200 K, the emis-
sion features are similar, and the green Tb3+ transition,
5D4 → 7F2, dominates the spectra, as the Eu3+ transitions,
namely, 5D0 → 7F2, have a lower intensity. No sign of visible
Tm3+ luminescence could be detected [172]. For tempera-
tures between 200 and 300 K, the green Tb3+ luminescence
decreases, and we observe an increase of the red Eu3+ emis-
sion [172]. The Tm3+ emission was only observed in the
infrared spectral region [172]. For direct excitation into the
5D2 Eu3+ level (465 nm), the 5D0 → 7F6 transition was also
observed [172]. The typical hybrid host luminescence band
could only be detected for an excitation wavelength around
420 nm, which corresponds to the direct excitation of the
hybrids host emitting centers [194–196].

470 510 550 590 630 670 710

200

225

250

275

300

* 54

3

2

1

N
or

m
al

iz
ed

In
te

ns
ity

Te
m

pe
ra

tu
re

(K
)

Wavelength (nm)

250 350 450

7
F

0
→ 5L

6

N
or

m
al

iz
ed

In
te

ns
ity

Wavelength (nm)

(a)

(b)

Figure 10. PL spectra of U(2000)80(Eu0�05Tb0�15Tm0�80)(BTFA)3 · 2H2O
recorded at temperatures between 200 and 300 K (excitation wave-
lengths used: 377 nm at 200–225 K, and 382 nm at 250–300 K). (1),
(2), (3), (4), and (5) correspond to the intra-4f8, 5D4 → 7F6� 7 (Tb3+�,
and intra-4f6 transitions, 5D0 → 7F2–4 (Eu3+�, respectively. In the area
marked with an asterisk, there is an overlap between the 5D0 → 7F0� 1

(Eu3+) and 5D4 → 7F4 (Tb3+) transitions. The inset shows the PLE spec-
tra monitored within the Tb3+ (dashed line) and Eu3+ (solid line) emis-
sions. Reprinted with permission from [172], L. D. Carlos et al., Adv.
Funct. Mater. 12, 819 (2002). © 2002, Wiley–VCH Verlag GmbH & Co.

The lifetimes of the Tb3+ and Eu3+ cations excited states
5D4 and 5D0, respectively, were measured as a function of
the temperature [172]. The 5D0 lifetime is independent of
the temperature, being around 0.6 ms between 14 and 300 K.
The 5D4 lifetime is around 0.7 ms for the temperature range
between 14 and 150–170 K, decreasing six–seven times as
the temperature is increased until the RT [172]. This behav-
ior indicates a thermally activated mechanism that will be
focused on in detail in Section 7.

Zhang groups’ reported the PL features of a series of
organically modified silicate (ormosils) hybrids doped with
Eu[(phen)2]Cl3 complexes. The relative emission quantum
yield and the lifetime of the 5D0 Eu3+ excited level were
compared with those of conventional silica films synthe-
sized under the same conditions as used for the hybrids
[188]. The hybrids and the silica films were identified as
SiO2/SPM:Eu[(phen)2]3+ and SiO2:Eu[(phen)2]3+, respec-
tively. The corresponding PL spectra excited under UV
excitation are plotted in Figure 11 [188]. All of the spec-
tra present the typical Eu3+ red emission corresponding to
transitions between the 5D0 level and the 7F0–4 manifolds.
Although the 5D0 → 7F2 dominates in both spectra, the
number of observed components for all of the transitions is
different. The higher number of Stark components observed
for the 5D0 → 7F1–4 transitions in SiO2/SPM:Eu[(phen)2]3+

indicates a lower local-symmetry site for the Eu3+ ions rela-
tive to the SiO2: Eu[(phen)2]3+ samples.

Zhang et al. compared the relative quantum efficiency
of the Eu3+ emission in the hybrid matrix and in the sil-
ica host, and concluded that, for the same amount of
Eu[(phen)2]Cl3 incorporated (0.5%), the relative quantum
efficiency of the SiO2:Eu[(phen)2]3+ is 0.08 with respect
to the efficiency observed in the SiO2/SPM:Eu[(phen)2]3+

hybrid [188]. The hybrid host behaved as an efficient Eu3+

host, contributing to an increase of its emission intensity.



736 Luminescent Organic–Inorganic Nanohybrids

200 300 400 600 700

In
te

ns
ity

(a
rb

.u
ni

ts
)

(b)

(a)

Wavelength (nm)

Figure 11. PL and PLE spectra of the SiO2:[Eu(phen)2]3+ (a) and
SiO2/SPM:[Eu(phen)2]3+ (b) materials in air. Reprinted with permis-
sion from [188], Y. Li et al., Thin Solid Films 385, 205 (2002). © 2002,
Elsevier Science.

The lifetime of the 5D0 Eu3+ level measured for both sam-
ples was well fitted by a double exponential, indicating
inhomogeneties in the Eu3+ local environment. The 5D0
lifetime values are 1�404 ± 0�350� 4�152 ± 0�600 ms and
0�889± 0�090� 0�060± 0�006 ms for SiO2/SPM:Eu[(phen)2]3+

and SiO2:Eu[(phen)2]3+, respectively [188]. The lower val-
ues found for the lifetime of the 5D0 level in the
SiO2:Eu[(phen)2]3+ film were interpreted on the basis that
the ormosil matrix prevents ligand vibrations around the
Eu3+ cation, contributing to a decrease in the nonradiative
channels [188].

Li et al. also reported the luminescence properties of a
series of composite phosphors modified by terbium carbonyl
complexes, identified as SiO2/SPM:Tb–o–ABA, SiO2/SPM:
Tb–p–ABA, SiO2/SPM:Tb–BA and SiO2/SPM:Tb–m–ABA
[189]. The emission spectra of all of the hybrids are displayed
in Figure 12. The spectra are composed of a large broad band
between 350 and 480 nm superimposed by a series of straight
lines in the green spectral region assigned to the intra-4f8

transitions: 5D4 → 7F6−3. The large broad band was related
to the presence of carboxyl radicals in the hybrids [189].
The authors of this work analyzed the temperature influ-
ence on the luminescence intensity of all four hybrids. The
luminescence intensity was measured as the heat treatment
temperature increased from 50 to 150 
C, and a decrease
of the emission intensity with increasing temperature was
detected for all of the composites [189]. To explain this result,
the authors noted that, as the heat temperature increases, a
greater quantity of solvents (H2O, CH3COOH, acid) escapes
from the sample, so that carbonyl may exist in the form of
a negative ion, meaning that its lowest triplet excited state
transforms ��∗ into n�∗. It is more unlikely that the singlet
n�∗ state transmits to the triple state ��∗ and, consequently,
the energy transfer processes from the ligands to the Tb3+

cations become more inefficient [189].
The lifetimes of the 5D4 level were measured at RT under

335 nm excitation wavelength within the 5D4 → 7F5 transi-
tion [189]. The experimental data were well adjusted by a sin-
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Figure 12. PL and PLE spectra of the SiO2/SPM–terbium car-
boxyl complexes. (a)SiO2/SPM:Tb–o–ABA. (b) SiO2/SPM:Tb–p–ABA.
(c) SiO2/SPM:Tb–BA. (d) SiO2/SPM:Tb–m–ABA. Reprinted with per-
mission from [189], Y. Li et al., Mater. Lett. 56, 597 (2002). © 2002,
Elsevier Science.

gle exponential function indicating lifetime values between
1�200 ± 0�015 and 0�600 ± 0�016 ms for the SiO2/SPM:Tb–
o–ABA and SiO2/SPM:Tb–m–ABA, respectively. The higher
lifetime value found for the SiO2/SPM:Tb–o–ABA compos-
ite was attributed to the stability of the Tb–o–ABA complex
that might contribute to a decrease of the ligand vibrations
around the Tb3+ ions, enhancing, in turn, the experimental
lifetime [189].

Recently, Corriu et al. reported a comparative study of
the PL properties of hybrid organic–inorganic materials
obtained from a mixture of Ph2P(CH2)3Si(OMe)3 and n′

equiv of Si(OEt)4 (n′ = 4� 7� 9� 12� 14� 19, and 35) doped
with Eu3+ in the presence and absence of a surfactant,
n–hexadecylamine [190]. Note that, in order to avoid confu-
sion with the n ratio, the nomenclature proposed by Corriu
et al. was replaced here by n′. Accordingly, the materials will
be identified as An′ and Bn′ , respectively. As an example, we
show the emission spectra of the EuA9 and EuB7 hybrids
recorded at 2 K under laser excitation at 325 nm [190]. As
Figure 13 shows, the entire PL spectra are composed of the
typical 5D0 → 7F0–4 transitions. In both types of materials,
An′ and Bn′ , the 5D0 → 7F0 transition displays only one line
peaking around the same energy value, indicating only one
similar Eu3+ local environment in the two hybrid materials
[190].

In spite of the similar PL properties and Eu3+ local
coordination site in both An′ and Bn′ hybrids, they behave
differently regarding the Eu3+ complexation. Due to the
presence of P O groups within the porous part of the An′
materials, rather than their uncontrolled distribution in the
Bn′ hybrids, Corriu et al. concluded that the former sys-
tem is more adequate for Eu3+ coordination [190]. This
fact indicated that the Eu3+ coordination requires not only
three P O coordinating groups, but also a certain favorable
geometry, as suggested by 31P NMR results and elemental
analysis (see Section 3) [190]. This observation was also sus-
tained by the analyses of the complexation degree with the
increasing Eu3+ content as n′ varied between 4 and 35. The
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Figure 13. PL spectra of EuA9[O] (upper) and EuB7[O] (lower)
recorded under laser excitation at 325 nm at 2 K. ∗ Corresponds to
the second-order-scattered laser beam. The inset shows the 5D0 → 7F0

emission. Reprinted with permission from [190], R. J. P. Corriu et al.,
Chem. Commun. 1116 (2001). © 2001, Royal Society of Chemistry.

optimum complexation degree (80%) occurred around n′ =
9 for the An′ hybrids. For n′ < 9, in spite of the greater prox-
imity between the P O groups, the complexation degree
decreases, and for the more diluted samples, namely, n′ >
14, there is no Eu3+ complexation in An′ and Bn′ materials
[190]. With this work, Corriu et al. demonstrated that the
complexation of Eu3+ in hybrid materials containing phos-
phine oxide groups within the porous part is favored.

The most exhaustive studies concerning the PL proper-
ties of hybrid materials in which the RE organic ligands
are covalently grafted to the hybrid framework regard Eu3+

and Tb3+ ions. The typical lanthanide ligands incorporated
in these sol–gel-derived organic–inorganic nanostructured
hybrids include �–diketonate complexes [153–159, 172, 184,
185, 187], phenantroline [53, 143, 158], and bypiridine [53,
143, 187].

Figure 14A shows the low-temperature emission prop-
erties of Eu3+-activated organic–inorganic hybrids materi-
als with four different dicarboxilic acids, denoted as EuH1,
EuH2, EuH3, and EuH4, directly excited within the organic
absorption band (337.1 nm) [155]. All of the spectra are
similar, presenting the 5D0 → 7F0–4y intra-4f6 transitions.
The large and unresolved profile of the spectra evidences
the amorphous nature of these materials. Moreover, these
hybrids display a relatively high PL intensity, in particular,
EuH2 and EuH3, in which the organic complex retains 85%
of the luminescence intensity [155].

A comparative study was performed involving the
1,10–phenanthroline complex covalently bonded to the sil-
ica backbone in the presence of the Eu3+ ions (Hybrid I)
with a simple mixture of the silica gel, Eu3+, and Phen–NH2
(Hybrid II) [158]. The respective PL spectra are plotted in
Figure 15A and B, respectively. The Hybrid I emission is
characterized by the typical Eu3+ lines, and no emission aris-
ing from the ligands levels could be detected. In contrast,
in the Hybrid II, a large broad band resulting from the lig-
and levels superimposes the Eu3+ emission. This states that
the energy transfer processes from the Phen–Si ligands are
more efficient in the Hybrid I case, showing the effective
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Figure 14. (A) Low-temperature (15 K) PL spectra excited under
337.1 nm. (B) RT PLE spectra monitored around 616.0 nm for the
EuHi (i = 1–4) hybrid materials. Reprinted with permission from [155],
A.-C. Franville et al., Solid State Sci. 3, 221 (2001). © 2001, Elsevier
Science.

importance of the covalent graft between the organic and
inorganic components [158]. The decrease in the emission
intensity in the spectrum of the Hybrid II, regarding that
of Hybrid I (clearly demonstrated by the noisy spectrum of
Fig. 15B), was attributed to the presence of NH oscillators
of the NH2 groups that act as nonradiative channels for the
Eu3+ ion [158].

In the RT PL spectra of 2–pyridinecarboxylic acid
europium(III), Eu(PA)3, complexes prepared by the chem-
ically synthesized method [159] (Fig. 16), it is possible to
discern only the lanthanide ion emission. A similar result
was reported for a series of phosphine oxides coordinated to
one, two, or three Si(OR)3 groups treated with anhydrous
europium salts (see Fig. 17) [157].

The hybrids incorporating Tb3+ ions that we will discuss
in the following paragraphs present, in all cases, the typical
green emission resulting from radiative transitions between
the 5D4 and the 7F3–6 levels [156, 160, 161].

Zhang et al. reported the synthesis and photoluminescent
properties of two Tb3+-complex bridged hybrids involving
the DPS and PAIB monomers [160, 161]. In their former
work [160], the luminescence properties of the hybrid film
and pure Tb–DPS complex were analyzed. Figure 18 shows
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Figure 15. PLE and PL spectra of (A) Hybrid I, and (B) Hybrid II.
Reprinted with permission from [158], H. R. Li et al., Chem. Mater. 14,
3651 (2002). © 2002, American Chemical Society.

the PL spectra of the Tb–DPS complex and of the corre-
sponding hybrid film [160]. The spectra look similar, indicat-
ing that the Tb3+ ions are coordinated to the ligand within
the hybrid material. The emission properties of the Tb–PABI
hybrid were discussed as a function of the variation of the
molar ratio Tb3+ ion/PABI from 1:5 to 1:200 [161]. All of
the spectra present the typical Tb3+ 5D4 → 7F3–6 transi-
tions, whose intensity increases with increasing complex con-
tent [161]. The 5D4 lifetime was measured for the Tb–PABI
hybrid samples and for the hybrid involving the Tb–DPS
complex. In all cases, the experimental decay curve was well
reproduced by a single exponential function, suggesting that
the Tb3+ ions lie in the same average chemical environ-
ment. The resulting lifetimes were 1.2 and 0.35 ms for the
hybrids with Tb–PABI and Tb–DPS complexes, respectively
[160, 161]. A decrease of the lifetime of the 5D4 level both
in the Tb–DPS and Tb–PABI hybrid films with respect to
the value found in the pure complexes was observed. Zhang
et al. attributed such a decrease to a possible quenching by
silanol groups in the hybrid case [160, 161].

In the following paragraphs, we will refer briefly, to some
PL results concerning the Class I hybrids whose synthesis
was described in Section 2.1.
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Figure 16. (A) RT PL and (B) PLE spectra of the (a) Eu(PA)3 complex
powders which were prepared by chemical synthesized method (b) of
the 1% EuCl3 and 3% PA codoped gel which was heat treated for 1 h
at 90 
C, (c) and of the HAC solution in which the Eu(PA)3 complex
powders were dissolved. Reprinted with permission from [159], X. Fan
et al., Chem. Phys. Lett. 358, 115 (2002). © 2002, Elsevier Science.
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permission from [157], F. Embert et al., Chem. Mater. 13, 4542 (2001).
© 2001, Elsevier Science.
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Molina et al. reported the luminescence study of a fam-
ily of siloxane/PEG Class I hybrids modified by Eu(ClO4)3,
with the Eu3+ content ranging from n = 300 to n = 8 [150].
The emission spectra display the typical Eu3+ intra-4f6 tran-
sitions, 5D0 → 7F0–4, that overlap a large broad band, whose
origin was not discussed in detail [150]. The most intense
transition is the magnetic dipolar one, 5D0 → 7F1, an indica-
tion that the Eu3+-coordination sites have an inversion cen-
ter. The authors suggested that this observation reflects the
presence of H2O molecules in the Eu3+ first coordination
shell [150]. The presence of OH oscillators surrounding the
cations, which act as nonradiative routes for the lanthanide
ions, demonstrates that these Class I hybrids are not effi-
cient hosts to encapsulate the Eu3+ ions. This fact can be
overcome either by choosing an Eu3+ complex instead of
Eu(ClO4�3 or by synthesizing Class II hybrids.

The use of lanthanide-based complexes in Class I mate-
rials was reported, for instance, by Li et al., who incor-
porated europium �–diketonate complexes into such types
of systems [143]. Among the Eu3+-based complexes stud-
ied, the Eu(TTA)3phen is the one that emits with highest
intensity. The authors stated that the hybrid contributes to
the stabilization of the Eu(TTA)3phen complex, due to the
substitution of –OH groups by –OSi(CH3)3 groups of the
hybrid host [143]. Other Eu3+ and Tb3+ complexes, such
as [Tb(byp]2]Cl2 and [Eu(phen)2]Cl3, were introduced in
Class I hybrids by Adachi’s group [140, 148]. The emission
spectra of these materials are composed of the green and
red emissions associated with the Eu3+ and Tb3+ transitions,
5D4 → 7F6–3 and 5D0 → 7F0–4, respectively [140, 148]. Simi-
larly to the previous case, the authors report that the Class I
ormosil matrices contribute to reduce the water absorption
of the Eu3+ and Tb3+ complexes, so that these hybrids can
be used as phosphors for practical uses [140, 148].

Cordoncillo et al. [152] and Zaiton et al. [149] reported
the synthesis of Eu2+-doped Class I hybrid materials. A large
band in the blue spectral region assigned to the 4f65d1 → 4f7

transition characterizes the Eu2+ emission [94]. While the
lanthanide ion trivalent state is energetically favorable, in

certain chemical environments, the divalent state can be sta-
bilized [94]. Cordoncillo et al. used the cleavage of the Si–
H groups from the alkoxide precursors as an in-situ reduc-
ing agent [152]. In order to determine the best synthesis
conditions that contribute to reduce Eu3+ to Eu2+ during
the sol–gel reaction, Lin et al. studied the influence of the
preparation conditions, namely, the pH of the sols, coun-
terions, chelating agents, and solvent type, in the creation
of electron–hole defects in the Class I host matrix [149]. In
both studies, it was possible to observe the RT intrinsic Eu2+

blue emission.

4.2. Excitation Spectra

The excitation spectra of Tb3+- [185] and Eu3+-based
hybrids [166, 170, 177] were measured. In all cases, the exci-
tation spectra were found to be strongly dependent on the
detection wavelength. To clearly identify the components
present in the excitation spectra, we will discuss separately
the excitation spectra monitored around the RE emission
lines and along the hybrid host emission band. We will
start by presenting the excitation spectra detected around
the hybrid host emission band of the Eu3+-based di-ureasils
[170].

Figure 19 reproduces the RT PLE spectra for the di-
ureasil U(600)200Eu(CF3SO3)3 monitored at detection wave-
lengths between 410 and 550 nm, in order to cover the
hybrids’ host emitting region. All of the spectra are com-
posed of a large broad band between 300 and 520 nm [170].
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Figure 19. RT PLE spectra for the di-ureasil U(600)200Eu(CF3SO3)3

monitored at different detection wavelengths: (a) 410 nm, (b) 435 nm,
(c) 485 nm, (d) 510 nm, and (e) 550 nm. The inset shows the excita-
tion maximum intensity position versus the respective detection energy
along the hybrid host emission band for the U(600)200Eu(CF3SO3)3 di-
ureasil. The solid square represents the excitation of the hybrid’s back-
bone detected around the strongest 7F2 line, 616 nm. The solid line
corresponds to the data linear fit (r > 0�99). Reprinted with permis-
sion from [170], R. A. Sá Ferreira et al., Chem. Mater. 13, 2991 (2001).
© 2001, Elsevier Science.
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Ribeiro et al. reported a analogous PLE spectrum
detected around 435 nm for similar U(600)-based hybrids
modified by Eu(ClO4�3, as shown in Figure 2B, whose maxi-
mum intensity position occurs at 355 nm [177]. Bekiari et al.
also observed a large broad band in the same spectral region,
peaking around 360 nm, in the PLE spectra of Tb3+-based
U(600) di-ureasils [185].

As Figure 19 demonstrates, with the increase of the detec-
tion wavelength, the maximum intensity energetic position
shifts toward the red, and its FWHM increases from 3000 to
6000 cm−1 [170]. When the detection wavelength is greater
than 435 nm, a second band, peaking around 420 nm, is also
discerned (marked with an asterisk in Fig. 19). As the detec-
tion wavelength increases, its relative intensity with respect
to the spectra maximum intensity increases, and its peak
position remains approximately independent of the moni-
toring wavelength, contrary to what was observed for the
maximum intensity energetic position. The inset of Figure 19
displays the PLE spectra peak position, Epx as the monitor-
ing energy increases, Ex [170]. This behavior is maintained
until the detection wavelength reaches 610–615 nm, as we
will discuss later. These results clearly establish the presence
of two distinct emitting components, in accordance with the
PL results aforementioned similarly in Section 4.1. More-
over, this was also observed for the nondoped hosts (Sec-
tion 9) [191–196]. As we will see in this section, the less
energetic band can be assigned to the preferential excita-
tion of the NH groups’ D–A pairs, and the more energetic
one can be attributed to the preferential excitation of the
siliceous nanodomains [191–196].

Figure 1B represents the RT PLE spectra for the di-
ureasils U(Y)80Eu(CF3SO3)3, Y = 600 and 2000, monitored
around the 5D0 → 7F2� 4 Eu3+ lines. The spectra are com-
posed of a Gaussian-like band centered around 340 and
365 nm, and a less intense band in the low energetic side
of the spectra. These two bands are overlapped by a series
of straight lines assigned to the excitation of the intra-
4f6 levels. The band in the lower wavelength side of the
spectra has a greater contribution for the PLE spectra of
the high-molecular-weight di-ureasils. Its peak position fol-
lows the same linear relation found for the variation of the
maximum intensity position with the increasing monitoring
energy (inset of Fig. 19). This finding allows us to infer that
this band is associated with the excitation of the hybrid host
emitting centers detected in the red spectral region. In fact,
as the hybrid host emission is still visible in that spectral
region, despite its lower intensity, the PLE spectra moni-
tored in that region have a contribution to the hybrid host
emitting centers [170].

The most intense band is blue shifted with respect to the
PLE spectra monitored around the large broad band, sug-
gesting that a possible origin in the hybrid host emitting cen-
ters can be readily excluded. This conclusion could only be
achieved owing to the fact that the PLE spectra of the Eu3+-
based hybrids were monitored along the large broad band
and at the cation lines; otherwise, the lack of information
regarding the features of the PLE spectra detected along
the band of the hybrid host emitting centers could lead to
uncorrected conclusions. Therefore, this band was assigned
to LMCT states, resulting from the interaction between the

lanthanide ion and the first ligands [166, 170]. Two experi-
mental results confirmed this suggestion: the measurement
of PLE spectrum (1) monitored around the 5D0 → 7F4 tran-
sition (700 nm), and (2) of two di-ureasils modified by Gd3+,
under the same experimental conditions used for the detec-
tion of the PLE spectra of Eu3+-based hybrids. The Gd3+

excitation spectrum is a useful spectroscopic tool since the
energetic difference between the first excited state and the
fundamental level is too high to allow the detection of a
charge-transfer state in the UV/Vis range. By measuring
such spectra, we may expect to detect only the PLE com-
ponents that are not related to the charge-transfer pro-
cesses. The excitation spectra monitored around 700 nm are
plotted in Figure 1B, overlapping the one detected around
612 nm, for an easier comparative analysis. No changes were
observed in the main band, namely, in its peak position and
FWHM, while the intensity of the lower energetic band is
approximately half reduced. In the Gd3+-based di-ureasils,
the presence of the LMCT states was not detected, and only
the less intense band could be observed. This fact clearly
assigned the latter band to the excitation of the hybrid
host emitting centers, and excluded it from any connection
with charge-transfer mechanisms. In addition, the observed
decrease of the relative intensity with respect to the LMCT
band in the PLE spectra monitored around 700 nm should
not occur if the nature of both bands is the same.

The U(600)nEu(CF3SO3)3 di-ureasils always present a
higher energetic LMCT band when compared to the
U(2000)nEu(CF3SO3)3 hybrids within the concentration
range studied here. The energy of the LMCT states depends
on the number and type of the lanthanide ion first neighbors.
The following equation relates the energy of such states,
ELMCT, to the ionization potential of the cation, IRE, and to
the ionization potential of the ligands, IL [204]:

EBTC = IL − IRE + � (5)

where � is a constant associated with the local geome-
try around the cation [166, 204]. According to Eq. (5),
a blue shift of the energy of the LMCT states is related
to an increase in the effective charge of the lanthanide
cation. This behavior might be induced by: (1) an increase
in the cations’ first ligand distances, and/or (2) a reduc-
tion of the number of ligands and/or a decrease in the
effective charge of the ligands. Therefore, it was suggested
that the Eu3+ cations experience a more covalent envi-
ronment in the U(2000)nEu(CF3SO3)3 hybrids than in the
U(600)nEu(CF3SO3)3 di-ureasils. This fact is mainly induced
by changes in the nature of the first ligands. In the high-
molecular-weight hybrids, the Eu3+ cations interact mainly
with the carbonyl oxygen atoms of the urea bridges, for
40 ≤ n ≤ 400, and in the shorter polymer chain di-ureasils,
the rare-earth ions are coordinated to the ether-type oxygen
atoms, for 40 ≤ n ≤ 200, and only for higher concentrations,
n < 40, was the coordination to the oxygen atoms of the car-
bonyl groups observed together with the presence of Eu3+

cations in the polymer chains [170]. As the carbonyl oxygen
atoms have a greater tendency to establish covalent bonds
than the ether-type oxygen atoms [205], a more energetic
LMCT state is expected in the latter case. Besides changes
in the type of first ligands, changes in the number of first
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neighbors also influence the covalency degree of the cation
first coordination shell.

Upon decreasing the temperature from 300 to 14 K, we
observe an increase of around 40% of the PLE intensity,
whereas the other PLE features described at RT remain con-
stant. This explains why the energy of the LMCT states was
analyzed at 14 K. The inset in Figure 1B shows the low-
temperature PLE spectra for the U(2000) di-ureasils, evi-
dencing the energy dependence of the LMCT states, with
the increase of the salt concentration between n = 200 and
n = 20. While for concentrations 200 ≥ n ≥ 40 and for 40 ≥
n ≥ 20 the energy of the LMCT states shifts to lower ener-
gies, for concentrations in the range 80 ≥ n ≥ 40, the energy
of the LMCT states moves to higher energies. According to
Eq. (5), this behavior suggests a decrease in the covalency
nature of the Eu3+ first coordination shell as the concen-
tration decreases between n = 40 and n = 80. As the mean
radius of the first shell coordination is, approximately, con-
stant in the entire concentration interval studied (as sug-
gested by EXAFS measurements; see Section 3), changes in
the energy of the LMTC states (and consequently, in the
covalency degree of the first coordination shell) must be
related to changes in the type of the first ligand atoms. In
fact, upon increasing the concentration from n = 80 to n =
40, the number of available oxygen atoms of the carbonyl
groups of the urea linkages per incorporated ion decreases
from 4 to 2. As the total number of first ligands does not
depend on the concentration, it was demonstrated that the
carbonyl–oxygen-type atoms are replaced by H2O molecules
that are known to have a lower tendency to establish cova-
lent bonds with Eu3+ [166, 168, 170, 205]. In that series
of hybrids, the covalency degree of the first coordination
shell depends on the salt content, in contrast to the situation
observed for the U(600)nEu(CF3SO3)3 di-ureasils, where the
energy of the LMCT states is approximately constant within
the concentration range presented. We will return to this
point in Section 8.

When the RE salt incorporated in the di-ureasils is
replaced by RE-based complexes, namely �–diketonate [172,
184] and byp [185], or when the lanthanide ions are sur-
rounded by organic ligands that are covalently grafted to
the hybrid framework [53, 143, 153–159], the respective
PLE spectra monitored around the cation emission lines
are mainly composed of a large broad band in the UV/Vis
region. As an example, we can refer the PLE spectra of
the U(2000) di-ureasil codoped with Eu3+, Tb3+, and Tm3+,
monitored around the 5D4 → 7F4 (Tb3+) and 5D0 → 7F2
(Eu3+) transition [172], plotted in the inset of Figure 10.
Besides the respective intra-4f transitions, a large broad
band peaking around 382 nm, assigned to the ligand excita-
tion, composes each PLE spectrum. The low relative inten-
sity of the intra-4f transitions regarding this band indicates
an effective ligand-to-metal energy transfer mechanism.

Evidence of energy transfer mechanisms between the lig-
ands and the RE ion is also found in the PLE spectra of
SiO2/SPM:Eu[(phen)2]3+ and SiO2:Eu[(phen)2]3+ [188]. In
both PLE spectra, it is possible to discern the presence of
three main absorption bands around 280, 300, and 325 nm
[188], which were ascribed to the matrix, to the Eu-based
complex, and to the ��∗ band of the phen ligands [188]. The

similarity between the SiO2/SPM:Eu[(phen)2]3+ and SiO2:
Eu[(phen)2]3+ PLE spectra shows that the [Eu(phen)2]3+

complex cations exist in both samples [188].
Figure 12 shows the PLE spectra of all of the SiO2/SPM–

terbium complexes monitored within the main Tb3+ line
[189]. The large broad band present in the spectra of all
of the hybrids corresponds to an efficient ��∗ transition
based on the conjugated double bonds of the carboxyl lig-
ands [189], unequivocally establishing the importance of the
ligands in the excitation of the cations levels.

The Class II hybrid frameworks incorporating an organic
molecule which is able to covalently complex RE ions also
show efficient ligands-to-metal ions energy transfer mechan-
ims. Let us briefly discuss some examples.

Franville et al. studied the PLE spectra of four Eu3+-
based hybrids monitored around the cation’s most intense
transition (see Fig. 14B) [153]. All of the spectra are mainly
composed of a large broad band in the UV spectral region,
294–370 nm, resulting from an S0 → S1 absorption within
the chromophore ligand [153]. The authors interpreted the
presence of this band as a clear indication of efficient sensi-
bilization of the luminescent centers by the organic ligands.

Fan et al. reached the same conclusion with respect to the
PLE spectra of three complexes of 2–pyridinecarboxylic acid
europium (III) (see Fig. 16B) [159]. In spite of the pres-
ence of intra-4f6 transitions, all of the spectra are dominated
by a band, resulting from the existence of energy transfer
between the ligands and the lanthanide ions.

Li et al. established the importance of the covalent bond
between the organic complex and the hybrid’s backbone by
comparing the PLE results of the Hybrid I and Hybrid II
samples, shown in Figure 15B [158]. While the spectrum
of Hybrid I is composed of only a band centered around
282 nm, which is characteristic of the efficient transition
based on the conjugated double bonds of the heterocyclic
ligand, the Hybrid II spectrum displays a noisy band in the
same spectral region superimposed by the 7F0 → 5L6 and
5D2 transitions [158].

The PLE spectrum of the Tb–PABI hybrid film monitored
around the Tb3+ emission is formed by a large broad band
peaking around 292 nm, which was ascribed to the ligands’
absorptions, indicating effective energy transfer to the Tb3+

ions [161].

5. COLOR COORDINATES
The di-ureasil hybrid’s emission appears to be white to the
naked eye, due to the convolution of the Eu3+ intrinsic
luminescence with the emission associated with the hybrid
host emitting centers, namely, the electron–hole recombi-
nations that occur in the NH groups of the urea linkages
and in the siliceous nanodomains. This is well illustrated
by a set of real time frames, extracted from a video
film that recorded the light emitted, during UV expo-
sure and after the excitation source was turned off, of the
U(2000)80Eu(CF3SO3)3 di-ureasil (Fig. 20). Under UV exci-
tation, the cation orange–red emission dominates. Since this
emission is characterized by a shorter lifetime, regarding the
one typical of the hybrid host emitting centers, when the UV
excitation is turned off, the sample displays only the green–
blue color typical of the matrix [166].
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Figure 20. Set of real-time frames illustrating the white-light emis-
sion of U(2000)80Eu(CF3SO3)3 at 14 K and UV excitation (331.1 and
351.4 nm) and during 1 s after the laser beam (100 mW) was turned off.
Reprinted with permission from [166], L. D. Carlos et al., Phys. Rev. B
60, 10042 (1999). © 1999, American Physical Society.

It should be noted that the di-ureasil’s white light is
achieved by a different process than the one usually associ-
ated with the emission of multiwavelength phosphors based
in LEDs [80, 82, 87]. The greenish–blue component is not
totally absorbed by the Eu3+ metallic ions, and thus, the
overall emission is a sum of both contributions. This fact
is a critical advantage, as recently suggested for the hybrids
LEDs made of InGaN and conjugated polymers [82].

In order to quantify and compare the emission of the
hybrid organic–inorganic materials discussed in this review
with regard to color, it is important to employ a univer-
sal quantitative way to infer this information. The color
coordinates are usually calculated using the system of the
Commission International de L’Éclairage created in 1931
[195, 206–208]. This procedure is based on the human eye’s
response to the visible light. The human eye possesses three
cone cells responsible for the color distinction. Each cone
cell presents a different sensibility, designated as x̄$� ȳ$, and
z̄$, with maximum value at ca. 419, 531, and 558 nm, respec-
tively. The sum of the three cone sensitivity functions is
called the photonic response, and displays a maximum sensi-
bility centered at 555 nm, in the green spectral region. The
x̄$, ȳ$, and z̄$ are called the CIE color-matching functions,
and characterize the 2
 standard observer recommended by
CIE in 1931. In addition, the CIE defined three new pri-
maries colors X, Y , and Z, needed to match any specific
color. These quantities, X, Y , and Z, are known as tristimu-
los values. These primary colors established by the CIE have
a large advantage when compared with other color systems
since the color-matching functions do not display negative
parts. The x̄$, ȳ$, and z̄$ can be used as weighting functions
of the luminescence data, in order to determinate the X, Y ,
and Z that characterize a given emission spectra. The corre-
sponding X, Y , and Z are obtained by adding all emission
wavelengths’ tristimulus values through the following equa-
tions set [195, 206–208]:



X =
∫
i
x̄i · Ei d$

Y =
∫
i
ȳi · Ei d$

Z =
∫
i
z̄i · Ei d$

(6)

where E stands for the emission spectra intensity and i rep-
resents the emission wavelengths. To simplify the calculus,
the spectra can be divided into small wavelength intervals )$
(usually )$ = 5 or 10 nm), and Eq. (7) can be rewritten as



X =
720∑

$=380

x̄$ · E$)$

Y =
720∑

$=380

ȳ$ · E$)$

Z =
720∑

$=380

z̄$ · E$)$

(7)

To make the color perception easier, the tristimulus are
converted into a two-dimensional system through a lin-
ear transformation. The tristimulus are transformed into
chromaticity coordinates (x� y) that are plotted in a two-
dimensional chromaticity diagram. The chromaticity coordi-
nates are related to X�Y , and Z by [195, 206–208]


x = X

X + Y + Z

y = Y

X + Y + Z

(8)

The chromaticity diagram has particular characteristics,
namely: (1) the center of the diagram is taken as the white
point (0.33,0.33); (2) the curve is made of the pure colors
from the blue to the red, covering the entire spectral visi-
ble range (380–730 nm), being denoted as the spectral locus;
and (3) the straight line that connects the two extremes of
the spectral locus is denoted as a purple boundary. The col-
ors represented by the purple boundary are not pure col-
ors, as they include a mixture of pure red and blue. The
area circumscribed by the diagram, spectral locus, and pur-
ple boundary encloses the domain of all colors. The CIE
tristimulus X�Y , and Z do not belong to the spectral locus,
and therefore they do not represent real colors. This is a
direct consequence of the postulate that states that any visi-
ble color can be obtained by adding only positive quantities
of X�Y , and Z [195, 206–208].

Depending on the application’s demands, pure colors or
white-light-emitting materials might be requested. A white
phosphor material should have color coordinates closer to
the center of the CIE diagram (0.33;0,33), while the emis-
sion of a potential pure color-emitting material must be
specified by pure (saturated) color coordinates, situated
along the spectral locus. The CIE system enables us to
specify such a color characteristic through the determina-
tion of the hue and saturation or purity [206–208]. The
hue corresponds to the dominant wavelength, which can be
determined by connecting with a straight line the color coor-
dinates of the emission under analysis with the center of the
diagram �xw� yw� = �0�33� 0�33�. Then, the line is prolonged
until it intercepts the spectral locus. The intercepting point
defines the dominant wavelength. The color purity indicates
how close an emission color is from that dominant wave-
length, that is, how close is a given emission color from the
desired pure color. The color purity p can be quantitatively
inferred by

p = yc − yw
ydom − yw

(9)
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or

p = xc − xw
xdom − xw

(10)

where (xdom� ydom), and (xc� yc) are the chromaticity coordi-
nates of the pure color and of the emission of the sample in
analysis [206–208].

The chromaticity color coordinates (x� y� were calculated
for all of the hybrid organic–inorganic materials discussed
here, through the data available in the References. The fol-
lowing results include all of the hybrids from which it was
possible to access the respective PL spectra in all of the vis-
ible range (380–720 nm).

The color emission arising from organic–inorganic
hybrids modified by lanthanide ions can be easily tuned
across the CIE diagram, either by changing chemical
parameters—molecular weight of the organic precursors,
type, and amount of the lanthanide-based salt or complexes,
synthesis conditions (H2O/Si ratio, nature and concen-
tration of the catalyst, and type of solvent)—and phys-
ical parameters—excitation wavelength and temperature.
Figure 21 exhibits the CIE diagram where the color coor-
dinates represent the RT emission for the di-ureasils incor-
porating Eu(CF3SO3)3 [166], the U(600)-based di-ureasils
doped with Eu(ClO4)3 [177], and for ethanolic solutions of
the U(600) hybrid with Tb(NO3)3 and with a mixture of
Tb(NO3)3 and 2,2–byp [185]. For the hybrids modified with
Eu3+ ions, the emission color chromaticity is easily tuned
from the blue to the orange–red spectral region, crossing
the white color spectral area (Table 1). The emission color
of the ethanolic solutions of the Tb3+-based U(600) hybrids,
under 365 nm excitation, is also closer to the center of the
diagram. Exciting the Tb3+-based U(600) hybrid with 2,2–
byp around the wavelength that maximizes the lanthanide
ion PL intensity, the respective CIE color coordinates are
within the green spectral region, (0.27, 0.55) (Table 1).

The emission arising from the SiO2/SPM:Tb complexes
reported by Li et al. is also characterized by (x� y) color coor-
dinates close to the center of the diagram, due to the over-
lap between the emission of carboxyl radicals in the hybrid
host with that originating from the Tb3+ ions [189]. The
CIE color coordinates vary from (0.28, 0.33) to (0.32, 0.35)
for the SiO2/SPM:Tb–o–ABA and SiO2/SPM:Tb–p–ABA,
respectively. The SiO2/SPM:Tb–BA and SiO2/SPM:Tb–m–
ABA hybrid complexes have similar (x� y) color coordinates:
(0.30, 0.33) and (0.30, 0.30), respectively (Table 2).

The color coordinates of the ormosils-type hybrids doped
with Eu[(phen)2Cl3] complexes and of the silica films por-
posed by Li et al., identified as SiO2/SPM:Eu[(phen)2]3+

and SiO2:Eu[(phen)2]3+, respectively [188], are pure col-
ors within the red spectral region. This is a direct conse-
quence of the fact that only the red intra-4f6 lines could be
detected in their PL spectra. The emission color of the SiO2:
Eu[(phen)2]3+ and SiO2/SPM:Eu[(phen)2]3+ is described by
(x� y) coordinates of (0.65, 0.35) and (0.60, 0.40), respec-
tively, as shown in the inset of Figure 21 and in Table 2.

Similarly to the preceding case, the color coordinates of
the hybrid materials in which the RE organic ligands are
covalently grafted to the hybrid framework diverge from the
center of the diagram, representing in most of the cases pure
colors, namely, red (Eu3+) and green (Tb3+), as shown in

Figure 21. CIE chromaticity diagram showing the �x� y� emission color
coordinates (calculated for the 2
 standard observer) for the di-ureasils
incorporating Eu(CF3SO3)3, (�) U(2000)nEu(CF3SO3)3, 40 ≤ n ≤ 400,
and (©) U(600)nEu(CF3SO3)3, 20 ≤ n ≤ 200, for the (�) U(600)-based
di-ureasil doped with Eu(ClO4)3, and for ethanolic solutions of the
U(600) hybrid with (�) Tb(NO3)3 and with (�) a mixture of Tb(NO3)3

and 2,2–byp. The inset shows the CIE color coordinates for the (�)
Eu(PA)3 complexes, (�) Hybrid I and (♦) Hybrid II, Eu3+-activated
organic–inorganic hybrid materials with four different dicarboxilic acids
[(✩) EuH 1, (�) EuH2, (©) EuH3, and (�) EuH4], phosphine oxides
bonded to Si(OR)3 groups treated with anhydrous europium salts [(�)
XA9a and (�) XA9b], ( ) SiO2/SPM: terbium carbonyl complexes, and
(+) SiO2/SPM:Eu[(phen)2]3+ and SiO2:Eu[(phen)2]3+.

the inset of Figure 21. This derives directly from the effi-
cient intramolecular energy conversion from the ligands to
the lanthanide ion that disables the emission arising from
the hybrid host and/or the ligands. Consequently, the emis-
sion color is dominated by the cation PL, contrary to the
di-ureasils modified by Eu(CF3SO3)3 and Eu(ClO4)3, whose
overall emission appears white to the naked eye, due to the
contribution of the hybrid host emitting centers to the PL
spectra (see Section 4.1). The CIE color coordinates of these
hybrid materials in which the RE organic ligands are cova-
lently grafted to the hybrid skeleton are indicated in Table 3.

For the Eu3+-based di-ureasil hybrids, it is possible to
achieve a wide tuning of the emission color by changing the
excitation wavelength from 330 to 465 nm, as the CIE dia-
gram in Figure 22 shows. For instance, the color coordinates
of two di-ureasil hybrids, U(600)nEu(CF3SO3)3, n = 20 and
200, change from (0.27, 0.19) to (0.33, 0.56) and from (0.41,
0.26) to (0.42, 0.54), respectively (Table 4).

The calculation of the emission color coordinates
regarding the emission properties of the U(2000)80 ·
(Eu0�05Tb0�15Tm0�80)(BTFA)3·2H2O hybrid as a function of
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Table 1. CIE �x� y� chromaticity color coordinates (calculated for the 2
 standard observer) of the emission of the di-ureasils incorporating
Eu(CF3SO3)3, U(2000)nEu(CF3SO3)3, 40 ≤ n ≤ 400, and U(600)nEu(CF3SO3)3, 20 ≤ n ≤ 200, U(600)-based di-ureasil doped with Eu(ClO4�3, and
ethanolic solutions of the U(600) hybrid with (�) Tb(NO3�3 and with (�) a mixture of Tb(NO3�3 and 2,2–byp. The excitation wavelength used is
also presented, $x .

U(600)nEu(ClO4)3 U(600) ethanolic
U(600)nEu(CF3SO3)3 U(2000)nEu(CF3SO3)3 [177] solution with [185]

Tb(NO3�3

n = 200 n = 80 n = 60 n = 40 n = 20 n = 400 n = 200 n = 80 n = 60 n = 40 n = 100 n = 15 n = 4 Tb(NO3�3 and 2,2–byp$x

(nm) 365 395 365 395 395 395 365 365 395 395 394 394 394 365 365 318

x 0�36 0�23 0�22 0�35 0�21 0�21 0�23 0�25 0�23 0�39 0�29 0�32 0�36 0�20 0�21 0�27

y 0�29 0�23 0�27 0�29 0�25 0�27 0�30 0�30 0�27 0�36 0�29 0�30 0�32 0�20 0�24 0�55

the temperature (see Section 4.1) nicely illustrates the rela-
tive variation of the Eu3+ and Tb3+ characteristic lumines-
cence. In fact, by changing the temperature between 200
and 300 K, it is possible to tune the emission color from
the green (0.32, 0.58) to the red (0.47, 0.32) spectral regions
[172], as Figure 23 illustrates (see also Table 5).

Although the above description of the hybrid’s emission
features reveals that they may be considered innovative and
versatile white-light phosphors, an accurate evaluation of the
potential technological impact of these materials as compet-
itive new hybrid multiwavelength phosphors requires knowl-
edge of their external emission quantum yields.

6. ABSOLUTE EMISSION
QUANTUM YIELDS

There are few reports dealing with the determination of
the absolute emission quantum yields in siloxane-based
organic–inorganic hybrids modified by RE ions [170, 209].
For Ce3+-based hybrids, Isakawi et al. [209] reported exter-
nal quantum yield values similar to those determined for
di-ureasil hybrids incorporating Eu(CF3SO3)3, 4.6–11.0%
[170]. Higher quantum yields, 17.0–27.0%, were found for
distinct organic–inorganic hybrids formed by incorporat-
ing the Eu3+ �–diketonate complexes in semiconducting
polymers [91].

The absolute emission quantum yields +, defined as the
ratio between the number of emitted photons and the num-
ber of absorbed ones, were measured for the di-ureasils
incorporating Eu(CF3SO3)3 by the experimental technique
for powdered samples described by Wrighton et al. [210],
and were calculated using the following expression:

+ = A

RS −RH

(11)

Table 2. CIE �x� y� chromaticity color coordinates (calculated for the 2
 standard observer) of the emission of the SiO2/SPM: terbium carbonyl
complexes, SiO2/SPM:Tb–o–ABA, SiO2/SPM:Tb–p–ABA, SiO2/SPM:Tb–BA, and SiO2/SPM:Tb–m–ABA and of the ormosils-type hybrids and silica
films, SiO2/SPM:Eu[(phen)2]3+ and SiO2:Eu[(phen)2]3+, respectively. The excitation wavelength used is also presented, $x .

SiO2/SPM: terbium carbonyl complexes [189] Ormosils-type hybrids and silica films [188]

Tb–o–ABA Tb–p–ABA Tb–BA Tb–m–ABA SiO2/SPM:Eu[(phen)2�
3+ SiO2:Eu[(phen)2�

3+

$x (nm) 335 335 335 335 325 325

x 0�28 0�32 0�30 0�30 0�60 0�65

y 0�33 0�35 0�33 0�30 0�40 0�35

where A is the area under the sample’s emission spectrum,
and RS and RH are the diffuse reflectance of the reflecting
standard (designated as white standard) and of the samples,
respectively. Both the reflectance diffuse and the emission
spectra were detected with a 24.5
 angle with respect to the
incident light. The excitation monochomator slits were set
in such a way that only the sample was illuminated. These
experimental conditions were kept constant for all of the di-
ureasil and di-urethanesil hybrids. The experimental errors
in the quantum yield values associated with this technique
were estimated within 25% [210].

There are several compounds that can be used as
white standards, the more common ones being KCl, MgO,
Na2SO4, and KBr [210]. In our case, we used the high-purity
KBr that was maintained in an oven prior to use due to
its hygroscopic nature. We chose KBr because its powder
size and packing fraction are similar to the size and pack-
ing fraction of the hybrid’s powder, which is a crucial fac-
tor since the intensity of the diffuse reflectance depends
on it. To ensure a similar powder size and packing frac-
tion, we chose a wavelength $i that corresponded to an
energy that was not absorbed by the hybrids, and the dif-
fuse reflectance around $i was measured for the standard
RS and for the hybrids RH ($i was set equal to 720 nm).
The powder samples were grounded until RS overlapped
RH , indicating that we had achieved the same powder size
and packing fraction. Figure 24A shows RS overlapping
RH for the U(600)80(EuCF3SO3)3 di-ureasil. Then, both the
standard diffuse reflectance and the emission were mea-
sured with respect to different excitation wavelengths, cor-
responding to: (1) the maximum intensity of the hybrid’s
backbone excitation spectra, (2) around the maximum inten-
sity of the LMCT band, and (3) three wavelengths related
with direct excitation of Eu3+ levels, namely, 395 nm (5L6),
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Table 3. CIE �x� y� chromaticity color coordinates (calculated for the 2
 standard observer) of the emission of the Eu(PA)3 complexes, 2–
pyridinecarboxylic acid europium (III) complexes, Hybrid I and Hybrid II, Eu3+-activated organic–inorganic hybrids materials with four different
dicarboxilic acids, EuHi, i = 1� 2� 3� 4, and phosphine oxides bonded Si(OR)3 groups treated with anhydrous europium salts, XA9a and XA9b. The
excitation wavelength used is also presented, $x .

Eu(PA)3-based hybrids 1,10–phenanthroline-based Dicarboxilic acids-based Phosphine oxides-based
[159] hybrids [158] hybrids [155] hybrids [157]

(a) (b) (c) Hybrid I Hybrid II EuH1 EuH2 EuH3 EuH4 XA9a XA9b

$x (nm) 275 275 275 282 394 377.1 377.1 377.1 377.1 325 325

x 0�35 0�35 0�37 0�48 0�24 0�39 0�38 0�38 0�41 0�42 0�46

y 0�55 0�55 0�55 0�34 0�56 0�54 0�54 0�54 0�54 0�54 0�53

420 nm (5D3), and 465 nm (5D2). Figure 24B–D shows
the diffuse reflectance curves for the standard and the
U(600)80(EuCF3SO3)3 di-ureasil for three different excita-
tion wavelengths. The number of absorbed photons RS −RH

corresponds to the shadowed area in Figure 24B–D.
For both di-ureasil series, and independently of the

Eu3+ concentration, + presents the same trend, that is,
when the excitation wavelength varies between 340 and
500 nm, a maximum value is measured around 395 nm. This
wavelength maximizes the emission quantum yield because
it corresponds to the greater overlap between the exci-
tation spectra of the two hybrid’s emitting centres (see
Fig. 25A). Figure 25B shows the PL quantum yield values
for the two series of di-ureasils for that excitation wave-
length (395 nm). In the high-molecular-weight di-ureasils,

n = 20
n = 200
n = 20
n = 200

Figure 22. CIE chromaticity diagram showing the �x� y� emission
color coordinates (calculated for the 2
 standard observer) for the
U(600)nEu(CF3SO3)3, (�) n = 20 and (�) n = 200. The arrows indicate
the variation of the excitation wavelength between 330 and 465 nm.
Reprinted with permission from [170], R. A. Sá Ferreira et al., Chem.
Mater. 13, 2991 (2001). © 2001, Elsevier Science.

the quantum yield values undergo a decrease from 13.0 (n =
400) to 1.4% (n = 40) [170]. In these hybrids, excluding the
less doped sample (n = 400), lower quantum yield values
were measured when compared to the undoped hybrid that
presents + ≈ 9�0% [194, 195]. The quantum yield values
for U(600)nEu(CF3SO3)3 (n ≥ 40) are similar to the one
found for the undoped U(600) di-ureasil, 7.0% [194, 195],
within the experimental error. However, the more concen-
trated sample (n = 20) presents a lower quantum yield value
of ≈2.6% [170]. The decrease in the emission quantum yield
observed for the two di-ureasil series (Fig. 25B) as the Eu3+

amount incorporated in the hybrid host increases is clearly
evidence of energy transfer between the emitting centers
of the matrix (donors) and the metal ions (acceptors) [170,
212]. We will return to this point in the next section.

7. ENERGY-TRANSFER MECHANISMS
One of the most important features regarding hybrid-host-
to-metal ion energy-transfer processes in the di-ureasils is
that the efficiency of such processes depends noticeably on
the ion local coordination site. According to the work of
Reinsfeld and Jørgensen on oxide, phosphate, and fluoride
glasses containing RE elements [212], the efficiency of the
energy transfer between two species can be evaluated from
different experimental data, namely, the donor measured
lifetime and absolute emission quantum yield, in the pres-
ence and absence of the acceptor, and by the emission of the
acceptor ion excited at the donor absorption band, together
with the emission excited via the acceptor (see [212, p. 61]).
In the Nd3+- and Eu3+-based di-ureasil cases, it was possi-
ble to determine the energy-transfer efficiency through the
donor measured lifetime and absolute emission quantum
yield, in the presence and absence of the acceptor, respec-
tively, by the related following equations [212]:

/ =
[

1 − �D
�D0

]
(12)

and

/ =
[

1 − +D

+D
0

]
(13)

where �0� +0, �D0 , and +D
0 represent the donor measured life-

time and absolute emission quantum yield in the presence
and absence of the acceptor, respectively [212].
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Table 4. CIE �x� y� chromaticity color coordinates (calculated for the 2
 standard observer) of the emission of the U(600)nEu(CF3SO3)3, n = 20� 200
at different excitation wavelengths $x .

U(600)20Eu(CF3SO3)3 [170] U(600)200Eu(CF3SO3)3 [170]

$x (nm) 330 350 365 375 395 420 465 330 350 365 375 395 420 465

x 0�41 0�35 0�31 0�30 0�36 0�25 0�42 0�27 0�24 0�22 0�21 0�21 0�23 0�33
y 0�25 0�23 0�23 0�24 0�28 0�37 0�54 0�19 0�18 0�20 0�21 0�25 0�34 0�56

It is important to note that, in the case of the Eu3+-based
di-ureasils, we could achieve only a mean value for the effi-
ciency of the energy transfer / using Eq. (13) since we do
not know the relative contribution of each host-emitting cen-
ter. However, as in the Nd3+-based hybrids, it was possible to
measure the lifetime of the NH groups and siliceous nano-
domain emitting levels independently; we could separately
evaluate the respective contribution for the energy-transfer
mechanisms through Eq. (12) [173, 176].

We estimated the efficiency of the energy transfer
for all of the nanohybrids of both Eu3+-based di-ureasil
series where a decrease of the quantum yield value was
observed with respect to the value measured for the
corresponding undoped xerogels. Thus, whereas for the
U(2000)nEu(CF3SO3)3 series the n = 400 sample is the only
one where energy-transfer processes seem to be unimpor-
tant (as clearly expressed by the increase of the emission
quantum yield with respect to that of the undoped hybrid),
for the U(600)nEu(CF3SO3)3 hybrids, the energy-transfer

180K

300K

180K

300K

Figure 23. CIE chromaticity diagram showing the �x� y� emission
color coordinates (calculated for the 2
 standard observer) for the
U(2000)80(Eu0�05Tb0�15Tm0�80�(BTFA)3 · 2H2O hybrid as the temperature
varies from 14 to 300 K. Reprinted with permission from [172], L. D.
Carlos et al., Adv. Funct. Mater. 12, (2002). © 2002, Wiley–VCH Verlag
GmbH & Co.

mechanisms are activated only at n = 20 (Fig. 25B). For
the U(2000)nEu(CF3SO3)3 di-ureasils, the efficiency of the
energy transfer increases from 27 to 84% with the increase
in the europium content from n = 200 to 40. The value
found for the U(600)20Eu(CF3SO3)3 nanocomposite is 63%.
These values were calculated for an excitation wavelength
of 395 nm, and are independent of the excitation wave-
length used [170]. The energy-transfer efficiency in the di-
ureasils modified by Nd3+ ions was calculated for all of
the di-ureasils with concentrations lower than n ≥ 40 since,
for higher concentrations, it was not possible to detect the
experimental lifetimes of the NH and siliceous nanodomain
emitting levels (see Section 4.1). For the Nd3+-based U(900)
and U(2000) di-ureasils, the energy-transfer efficiency val-
ues from the NH groups /NH and siliceous nanodomains /Si
to the Nd3+ ions ranges from 0.16 to 0.83 and 0.05 to 0.86,
respectively [176, Table 1].

As noted for the Eu3+-based hybrids, the cation local
coordination site controls the activation of the energy trans-
fer mechanisms. Thus, it is easy to explain why the energy-
transfer mechanisms are active in both Nd3+-based di-
ureasils and for the whole concentration range studied since
the cations are coordinated to the oxygen atoms of the car-
bonyl groups of the urea linkages [169, 176]. In both series,
the energy-transfer efficiency increases with the increase of
the Nd3+ concentration, as more cations are located near
the hybrid host emitting centers [176]. We should stress that,
although the concentration range expressed in terms of n is
equal for both the U(900)- and U(2000)-based hybrids, the
Nd3+ content is greater in the latter materials.

In order to verify if the energy transfer occurring between
the hybrid host and the Nd3+ cations effectively contributes
to an enhancement of the Nd3+ infrared luminescence,
the spectra were detected under different excitation wave-
lengths: (1) 514.5 nm, direct excitation into the intra-4f3

levels, (5G9/2), and (2) 475.9 nm, which corresponds to
the preferential excitation of the hybrid host emitting cen-
ters, and thus, nonresonant with any one of the lanthanide
ion levels [176]. Regardless of the excitation wavelength
used, the infrared spectra are similar to the ones dis-
played in Figure 9A. In order to allow a qualitative com-
parison between the integrated intensity of each spectrum
measured under different excitation wavelengths, all of the
spectra were measured consecutively, and the experimen-
tal conditions were kept constant. As Figure 26 shows,
the emission-integrated intensity depends on the excitation
wavelength used, in such a way that the excitation via the di-
ureasil host contributes to increase the Nd3+ infrared emis-
sion [176].

The possible energy-transfer paths between the cation
(Eu3+ and Nd3+), the hybrid host emitting centers, and
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Table 5. CIE �x� y� chromaticity color coordinates (calculated for the 2
 standard observer) of the emission of the U(2000)80(Eu0�05Tb0�15Tm0�80� ·
(BTFA)3 · 2H2O hybrid at 377 nm excitation wavelength within the temperature range 14–300 K.

U(2000)80(Eu0�05Tb0�15Tm0�80�(BTFA)3·2H2O [172]

T (K) 14 50 100 150 180 200 225 250 275 300

x 0�36 0�33 0�36 0�37 0�38 0�39 0�42 0�46 0�51 0�52

y 0�54 0�54 0�54 0�54 0�54 0�51 0�48 0�42 0�37 0�37

the LMCT states observed in the case of the Eu3+-
based di-ureasils is illustrated in Figure 27 for the latter
hybrids. Figure 27 shows a schematic illustration of the
LMCT states, hybrid’s host emitting centers, and Eu3+ lev-
els for U(2000)n ·Eu(CF3SO3)3 (Fig. 27A) and U(600)n·
Eu(CF3SO3)3 (Fig. 27B) di-ureasils. For the LMCT band
and the hybrid’s host emitting levels, the diagram depicts the
lowest and the highest energy limits obtained for the differ-
ent excitation wavelengths (300–420 nm) and for the Eu3+

content for which energy transfer between the hybrid host
and the cations occurs.

The involvement of the di-ureasil emitting centers in the
luminescent properties of the U(2000) hybrid codoped with
Tb3+, Eu3+, and Tm3+, namely, the energy transfer from the
host to the lanthanide ions, was also demonstrated [172].
The Tb3+ 5D4 lifetime dependence with the variation of the
temperature was described by a thermally activated nonra-
diative mechanism. In the case of the lanthanide ions, this
mechanism is usually related to the LMCT states, but for
U(2000) codoped with Tb3+, Eu3+, and Tm3+, the deexcita-
tion occurs via the hybrid host emitting levels [172, 213]. The
Mott–Seitz model approximately described the probability
of nonradiative deexcitation of the 5D4 excited level with the
temperature variation through the following expression:

�−1 = �−1
0 + k exp�−)E/kBT � (14)

where � is the experimental lifetime, �0 is the lifetime at
0 K, k is the migration energy rate, )E is the energy gap
between the 5D4 level and the deexcitation levels, and kB

is the Boltzmann constant. The obtained activation energy
is 1365.5 cm−1, which is in agreement with the hypothesis
that the energy levels involved in the nonradiative thermally
activated deexcitation are the hybrid host emitting levels
(siliceous nanodomains and NH groups) [172]. In fact, for
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Figure 24. Room-temperature diffuse reflectance for the U(600)80 ·
(EuCF3SO3)3 di-ureasil (solid line and solid circles) and KBr (solid line)
for: (A) 720 nm, (B) 355 nm, (C) 395 nm, and (D) 420 nm excitation
wavelengths.

the excitation wavelength that favors the excitation of the di-
ureasil emitting centers (420 nm), the PL spectrum is com-
posed of not only the intra-4f6 lines, but also of the hybrid
host characteristic band (400–600 nm) [172]. In spite of the
fact that the value determined through Eq. (14) for the acti-
vation energy is underestimated, the Mott–Seitz model can
be generally applied to describe the 5D4 → 7F6 quenching
for temperatures between 180 and 300 K [172].

For hybrid materials in which the RE organic ligands
are covalently grafted to the hybrid framework, the energy-
transfer mechanisms involve predominantly energy transfer
from the ligand excited states to the energy levels of the
lanthanide ions. This evidence is clearly demonstrated by
the presence of a large broad band in the UV/Vis spec-
tral region in the PLE spectra of such hybrids. As noted in
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Figure 25. RT absolute emission quantum yields values for
(a) U(600)200(EuCF3SO3)3 (•) and U(2000)200(EuCF3SO3)3 (©)
di-ureasils, excitation wavelenths between 340 and 500 nm, and (b) the
U(2000)n(EuCF3SO3)3 (©) and U(600)n(EuCF3SO3)3 (•) di-ureasils.
Reprinted from [170], R. A. Sá Ferreira et al., Chem. Mater. 13, 2991
(2001). © 2001, American Chemical Society.
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Figure 26. Infrared emission integrated intensity recorded under excita-
tion of 514.5 and 457.9 nm for the (a)U(900)nEu(CF3SO3)3, n = 10� 40,
and 100, � and �, respectively, and (b) U(2000)nEu(CF3SO3)3, n =
10� 40, and 100, © and •, respectively. The lines are guides to the eyes.

Section 4.2, the band in the PLE spectra monitored around
the cations lines (essentially, Eu3+) (Figs. 14B, 15B, and
16B) was assigned to a transition occurring within the ligand
levels. The efficiency of energy transfer in this hybrid type
was demonstrated both by the lack of emission arising from
the ligands/host in the PL spectra and by the lower intensity
of the intra-4f6 transitions, relative to the ligand excitation
band, in the PLE spectra monitored around the Eu3+ emis-
sion lines.

Franville et al. compared the luminescence intensity of the
EuHi (i = 1–4) hybrids, and found the following decreasing
order: EuH2 > EuH3 > EuH1 > EuH4 [155]. The main fac-
tor considered to be responsible for this result was attributed
to the efficiency of the energy-transfer mechanisms between
the ligand and the Eu3+ cation, which depend on the relative
positions between the intra-4f6 levels and the excited states
of the ligands, namely, the singlet (S1) and triplet �T1� states
[155]. The S1 and T1 energies were determined by measuring
the absorption/emission spectra of the corresponding GdHi

(i = 1–4) materials (see Fig. 28). The emission intensity dif-
ferences were attributed to the resonant condition between
the Eu3+ 5D1 level and the ligand excited state T1 since it
is known that the most efficient energy transfer occurs from
the ligands to the intra-4f 6 level [155]. As Figure 28 shows,
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Figure 27. Schematic illustration of the energy diagram for (a)
U(2000)nEu(CF3SO3)3, 40 ≤ n ≤ 200, and (b) U(2000)20Eu(CF3SO3)3.
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siliceous nanodomain and NH group emitting levels, respectively. The
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between the host and the Eu3+ ions and between the LMCT states and
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Ferreira et al., Chem. Mater. 13, 2991 (2001). © 2001, Elsevier Science.
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the state T1 is closer to the 5D1 level for the EuH2 and EuH3
hybrids, contributing to a more efficient energy transfer (a);
the low intensity of the EuH2 regarding that of the EuH3
was attributed to the possible back transfer from the 5D2
level to the ligand excited level (b). For the remaining sam-
ples, two major factors were considered as responsible for
their low relative emission intensity: (1) the higher energetic
T1 triplet state, and (2) back transfer from intra-4f6 levels
(c) and (d), namely, 5L6 and 5D3 [155].

8. Eu3+ LOCAL COORDINATION
The Eu3+ local coordination was investigated in great detail
for the di-ureasils, U(Y)nEu(CF3SO3)3, Y = 600 and 2000,
and U(600)nEu(Cl4O)3, [166, 170, 171, 177, 180, 181], and
for the Eu3+-activated hybrids with four different dicarbox-
ilic acids, designated as EuHi (i = 1–4) [153, 155].

The typical Eu3+ emission lines for the di-ureasil hybrids
were already presented in Figure 7. The number of com-
ponents clearly identified for the 7F0–2 levels is one, three,
and five, respectively. While for the 7F1 level it is possi-
ble to discern unequivocally the three components, in the
7F2 level, there is some uncertainty in the assignment of
the lower energetic component [166]. The Eu3+ lumines-
cence features, namely, the number of Stark components
and respective energy, do not vary either with the exci-
tation wavelength or the ion content, except in the case
of highly concentrated U(600)nEu(Cl4O)3 (n > 62) and
U(600)nEu(CF3SO3)3 (n > 40) [170, 171, 181]. For these
samples, a variation of the energetic position of the emis-
sion lines with the variation of the excitation wavelength
was observed, namely, in the energy of the nondegener-
ated 5D0 → 7F0 transition (see Fig. 7B and C). The number
of local-field splitting 7F1� 2 Stark components detected and
the presence of the 5D0 → 7F0� 3 transitions indicate a low-
symmetry environment for the Eu3+ ions in the di-ureasil’s
host. Generally, the Eu3+ ions are accommodated in a con-
tinuous distribution of closely similar network sites in the
di-ureasils, excluding the U(600)nEu(Cl4O)3 (n > 62) and
U(600)nEu(CF3SO3)3 (n > 40) hybrids, where two different
local environments were discerned. This is also suggested
by the high values found for the FWHM of the 5D0 → 7F0
transition, between 17 and 31 cm−1 [166].

The chemical nature of the Eu3+ local sites can be dis-
cussed in greater detail through the analysis of the energy
of the 5D0 → 7F0 transition in a given sample Ecomplex rela-
tive to the value calculated for gaseous Eu3+ ions (Egaseous =
17374 cm−1 [166, 168, 205]). This shift )E was related to
the nature of the Eu3+ first coordination shell through the
following phenomenological equation [166, 168, 205]:

)E = Ecomplex − Egaseous = CN �n1�1 + · · · + nj�j� (15)

where CN is a nephelauxetic parameter adjustment related
to the total number of first-ligand atoms, nj is the number
of atoms of type j in the first coordination shell, and �j is
an adjusted parameter that measures the tendency of a par-
ticular atom to bond covalently to the Eu3+ ion [166, 168,
205]. Frey et al. gathered the energy of the 5D0 → 7F0 tran-
sition of several Eu3+-based materials whose local structures
were known, and determined the typical �j parameters for

several ligands, ordering the ligand types in terms of their
tendency to produce the nephelauxetic effect [205]: Cl >
OT > O > O� > ON > NT > OH > OE > OW, where
OT, O, O�, ON, NT, OH, OE, and OW represent oxy-
gen atoms that belong to charged carboxylate, amide car-
bonyl, �–diketonate, nitrate, hydroxyl, ether groups, and
H2O molecules, respectively [205]. This ordination suggests
that the oxygen atoms that belong to the polyether chain
(OE) have a lower tendency to establish covalent bonds to
Eu3+ than the oxygen atoms of the carbonyl groups (OT) of
the urea cross linkages.

An ordinal scale of covalency for lanthanide compounds
based on the overlap polarizability of a chemical bond was
recently proposed by Malta et al. [214], showing a good cor-
relation with the nephelauxetic effect, observed from the red
shift of the 5D0 → 7F0 transition in the Eu3+ complexes,
relatively to the value reported for free ion. This corrobo-
rates the conclusion reached in [205] and [215] stressing the
importance of covalency in the mechanism that governs the
red shift in the energy of certain transitions when the ions
are incorporated into solid structures, relatively to the value
found for free ions.

Considering the structural information supplied by
EXAFS and FTIR (see Section 3), Eq. (15) was used
to simulate the first coordination shell of the U(2000)n·
Eu(CF3SO3)3, n = 40� 60, and 80, di-ureasils. An 11-fold
coordination was considered in all cases. FTIR results sug-
gested that one of the three-triflate anions does not belong
to the first coordination shell. Therefore, five (or four) oxy-
gen atoms of the SO3 end groups of the remaining triflate
anions establish a tri- and a bidentate (monodentate) coor-
dination to the Eu3+ [164, 166, 168]. If the Eu3+ concen-
tration is expressed in terms of the number of available
oxygen atoms of the carbonyl group per Eu3+ cation, then
there are four, three, and two oxygen atoms of that type
for the di-ureasils with n = 80� 60, and 40, respectively. The
11-fold coordination is thus completed with two, three, and
four H2O molecules, respectively. As expressed in Table 6,
the predicted energy shift )E agrees well (within the cor-
relation uncertainty reported for the CN and �j coefficients,
±3 cm−1) with the experimental values )Eexp. These cal-
culations were performed using the CN and �j coefficients
present in [205, Table 2]. Note that, since the �j coeffi-
cient was not reported for the SO3 group, the value pro-
posed for the nitrate group was used. We should stress that
this assumption seems to be correct, as the predicted and

Table 6. Energy of the 5D0 → 7F0 transition for the U(2000)n ·
Eu(CF3SO3)3, n = 40� 60, and 80, Ecomplex . The experimental ()Eexp)
and simulated ()E� energetic shifts and the type and number of
Eu3+ first ligands, denoted according to the notation of [205], are also
presented.

U(2000)nEu(CF3SO3)3

n = 40 n = 60 n = 80

Ecomplex (cm−1� 17496�2 17494�7 17488�1

)Eexp (cm−1� −122�2 −120�7 −114�1

)E (cm−1� −120�6 −117�4 −114�8

Local 4SO3, 2OT, 4SO3, 3OT, 4SO3, 4OT,
environment 1OW 2OW 3OW
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experimental values coincide, within the referred correlation
uncertainty.

The decrease of )E when increasing the Eu3+ content
suggests that the covalence degree of the lanthanide first
coordination shell decreases with the increase in the amount
of incorporated Eu3+. This occurs due to the replacement
of oxygen atoms of the carbonyl group by H2O molecules in
the Eu3+ first ligands, whose �j coefficient is inferior to that
of the oxygen atoms of the carbonyl groups [166, 168].

As already noted in Section 3, the local coordination of
the Eu3+ ion depends on the length of the polymer chain.
In fact, for the U(2000)-based hybrids (40 ≤ n ≤ 400), the
lanthanide ions are mainly coordinated to the oxygen atoms
of the carbonyl group of the urea linkages, whereas for the
U(600)-based di-ureasils (n ≥ 60), the preferential coordina-
tion sites are the ether-type oxygens of the polymer chains.
As ether-oxygen atoms are characterized by a lower �j coef-
ficient than that of the oxygen atoms of the carbonyl groups,
it is expected that the Eu3+ first coordination shell in the
latter case presents a lower degree of covalence.

In fact, the PLE spectra monitored around the Eu3+ emis-
sion lines (Section 4.2) confirm this suggestion. The LMCT
states are more energetic in the U(600)-based hybrids than
in the U(2000)-based di-ureasils. As the energy of these
states is related to the covalence degree of the Eu3+ local
environment in such a way that a decrease in the LMCT
state’s energy is related to an increase in the covalence of
the Eu3+ coordination shell [see Eq. (5)], the PL data are in
perfect agreement with the different local coordination sites
suggested by the structural results.

The covalency and polarizability degree of the Eu3+ first
coordination shell may also be inferred from the calculus of
the intensity parameters, 6$ ($ = 2, 4, 6) [129, 168, 170,
216, 217]. The 62� 4� 6 parameters are determined from the
RT emission spectra by expressing the emission intensity of
the 5D0 → 7F0−6 transitions Ii→j in terms of the surface of
their emission curves Si→j :

Ii→j = 	�i→jAi→jNi ≡ Si→j (16)

where i and j represent the initial (5D0) and final (7F0–6) lev-
els, respectively, 	�i→j is the transition energy, Ai→j is the
corresponding Einstein’s coefficient of spontaneous emis-
sion, and Ni is the population of the emitting level (5D0)
[106–108, 129, 158, 168, 170, 216, 217]. The radiative transi-
tion probability krad from the 5D0 to the 7F0–6 levels may be
expressed from the Einstein’s spontaneous emission proba-
bility between levels i and j:

Ai→j = krad =
6∑

j=0

A0→j (17)

Usually, the 6$ intensity parameters are obtained from
absorption data. However, for the Eu3+ ion, the pure mag-
netic dipole character of the 5D0 → 7F1 transition enables
the determination of such parameters from the emission
spectra. Since this transition does not depend on the local
ligand field seen by the Eu3+ cations, it may be used as a
reference for the entire spectrum, A�5D0 → 7F1� ≈ 50 s−1

[218]. In that way, it is possible to express the radiative tran-
sition probability krad between the first excited state 5D0 and
the 7F0–6 levels as

krad = A0→1	�0→1

S0→1
×

6∑
j=0

S0→j

	�j
(18)

Moreover, the electric dipolar 5D0 → 7F2� 4� 6 transitions
depend only on the U�2�, U�4�, and U�6� reduced matrix ele-
ments, respectively, which allows the evaluation of the 6$

intensity parameters directly from the RT emission spectra.
It is important to note that theoretical calculations indicate
the contribution to the values of the 6$ intensity parame-
ters of two different mechanisms: forced electric dipole and
dynamic coupling [216, 217, 219]. Jørgensen and Judd first
reported the dynamic coupling mechanism in 1945 [220].
In a simple way, the dynamic coupling mechanism can be
described assuming that the electric field of the incident
radiation induced the formation of oscillating dipoles on the
atoms in the neighborhood of the Eu3+ cations, producing
an additional oscillating electric field. An interesting aspect
of two such mechanisms, forced electric dipole and dynamic
coupling, is that they contribute with opposite signs to the
value of the 6$ intensity parameters, so that when such
parameters are phenomenologically evaluated, it is not pos-
sible to individually identify each contribution. Nevertheless,
there are some empirical evidences that make relevant the
phenomenological evaluation of the 6$ intensity parame-
ters. The major contribution to the 62 intensity parameter
comes from the hypersensitivity electric dipole 5D0 → 7F2
transition. It was empirically observed that, in complexes
where a higher degree of covalence in the Eu3+ first coor-
dination shell should be expected, a higher value for the
respective 62 intensity parameter was also observed [212].
Another correlation was reported between the 64� 6 inten-
sity parameters and the local vibrational modes involving
the Eu3+ ions, suggesting that a greater rigidity of the mate-
rial is observed at higher values of such intensity parameters
[212]. The 66 intensity parameter is not usually calculated
due to the low relative intensity of the 5D0 → 7F6 transition,
regarding the remaining intra-4f6 transitions.

Summarizing, the expressions used in the calculus of the
Einstein spontaneous emission coefficients A0→2 and A0→4
are, respectively,

	�0→2A0→2

	�0→1A0→1
= S0→2

S0→1
(19)

and

	�0→4A0→4

	�0→1A0→1
= S0→4

S0→1
(20)

where 	�0→j and S0→j (j = 1� 2, and 4) are the energies
of the center of gravity and the integrated intensities of
the emission curves of the 5D0 → 7F1� 2� 4 transitions, respec-
tively. Finally, the expressions used for the calculus of the
62� 4 intensity parameters are

A0→2 =
4e2

3	4c3
�	�0→2�

3 n0�n
2
0+2�
9

62

〈
5D0

∥∥U�2�
∥∥7

F2

〉2
(21)
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and

A0→4=
4e2

3	4c3
�	�0→4�

3 n0�n
2
0+2�
9

64

〈
5D0

∥∥U�4�
∥∥7

F4

〉2
(22)

where e is the electron charge (in these equations, an undi-
mensional number equal to 1�16140 × 10−3), 	 is the Planck
constant (units cm−1 · s), c is the velocity of the light (in
cm · s−1), n0 is the refractive index of the medium, and U�2�

and U�4� are reduced matrix elements (values of 0.0032 and
0.0023, respectively [221]). In the case of the di-ureasils, n0
was set to 1.5, a value very close to that measured for similar
organic–inorganic hybrids [55, 72, 74].

The 62� 4 intensity parameters calculated for the
U(2000)nEu(CF3SO3)3, 400 ≥ n ≥ 20 [168] and U(2000)n·
Eu(CF3SO3)3, 200 ≥ n ≥ 40 di-ureasils are listed in Table 7.
The 62 and 64 intensity parameters found for the precur-
sor salt Eu(CF3SO3)3 were 0.6 and 5.8, respectively [168].
The high-molecular-weight di-ureasils exhibit higher values
for the 62� 4 intensity parameters than those of the U(600)-
based hybrids within the entire Eu3+ concentration range
examined. This result unequivocally states that the Eu3+

experiences a more covalent first coordination shell in the
former hybrids. This is exactly the same conclusion already
derived from the analysis of the energy observed for the
LMCT states detected in the PLE spectra monitored around
the Eu3+ lines.

The relatively high values found for the 62 intensity
parameters indicate that the local environment around the
Eu3+ cations is highly polarizable, suggesting an improve-
ment of the di-ureasil luminescence when compared with
that of the Eu(CF3SO3)3 [168]. Increasing the concentra-
tion in the U(2000)-based series results in a decrease of
the 62 values, except for the U(2000)80Eu(CF3SO3)3 hybrid,
which presents the highest value of the 62 intensity param-
eter, indicating a higher degree of covalence for the Eu3+

first coordination shell. This conclusion was independently
suggested by the lower energy observed for the LMCT
states of the remaining Eu3+ concentrations, and is in per-
fect agreement with the suggestion of the maximum num-
ber (four) of carbonyl-type oxygen atoms in the Eu3+ first
coordination shell [168, 170]. For the U(600)nEu(CF3SO3)3
di-ureasils, the variation of the 62� 4 intensity parameters
with the increase of the concentration from n = 200 to
n = 80 does not present the same trend observed for the
high-molecular-weight hybrids. In fact, the values of the
62� 4 intensity parameters oscillate between 5.6 (n = 60) and
7.6 (n = 40). A detailed interpretation of these results is
hard to realize since, as no EXAFS measurements were
performed in these di-ureasils, we do not know how the
number of Eu3+ first neighbors changes with the increase

Table 7. 62 and 64 intensity parameters [10−20 cm2] for the U(Y)nEu(CF3SO3)3, Y = 2000, 400 ≤ n ≤ 40 and Y = 600,
200 ≤ n ≤ 40.

U(600)nEu(CF3SO3)3 U(2000)nEu(CF3SO3)3

n = 200 n = 80 n = 60 n = 40 n = 400 n = 200 n = 80 n = 60 n = 40

62 6�5 7�1 5�6 7�6 10�9 10�4 11�8 9�6 8�1

64 4�6 6�6 4�1 4�3 8�6 8�4 12�2 9�7 8�4

of the Eu3+ content. However, the slight variation of the
62� 4 intensity parameters between n = 200 and n = 40 sug-
gests that possible changes in the Eu3+ coordination shell
are not as noteworthy as in the case of the U(2000)-based
hybrids.

Franville et al. carried out a detailed studied of the 5D0 →
7F0 Eu3+ excitation spectra for the EuHi (i = 1–4) organic–
inorganic hybrids [155]. These spectra were recorded at
15 K by monitoring the 5D0 → 7F2 transition of the four
hybrids. For all of the samples, the measured excitation
spectra revealed the presence of two contributions in the
profile of the 5D0 → 7F0 transition [155]. This observa-
tion clearly established the presence of two distinct local
Eu3+ coordination sites as this transition occurs between
nondegenerated levels. Assuming a sum of two Gaussian
functions, the spectra of the 5D0 → 7F0 transition were fit-
ted, and the peak energy, FWHM, and relative intensity
between the two contributions were estimated [155]. The
low and high energetic 5D0 → 7F0 transitions were related
to two local Eu3+ environments, designated as A and B,
respectively. For the EuHi (i = 1–3� hybrids, the 5D0 → 7F0
energy of the two contributions A and B was detected
around 17212–17218 and 17238–17240 cm−1, and present an
FWHM of 11.1–12.4 and 21.2–22.1 cm−1, respectively. For
the EuH4 hybrid, a blue shift of both A and B 5D0 → 7F0
transitions (17248 and 17262 cm−1� and an increase in
the respective FWHM values (13.5 and 24.3 cm−1) were
observed [155].

Taking into account that the energy of the 5D0 → 7F0
transition can be correlated with the number and type of the
Eu3+ first neighbors [Eq. (15)] [205], Franville et al. related
the aforementioned results with the structural data known
for each hybrid. The EuHi (i = 1–3) materials presented a
similar coordination mode for the lanthanide ion involving
a ninefold coordination, while the EuH4 sample exhibited a
fivefold coordination that was completed by nitrogen atoms.
The blue shift observed for the 5D0 → 7F0 transition of the
latter hybrid was attributed to the presence of N atoms, from
NO3 groups, that are known to have a lower tendency to
establish covalent bonds with Eu3+ compared with carbonyl-
type oxygen atoms [155, 205].

The presence of two singular Eu3+ environments was
further demonstrated by recording the 5D0 → 7F0 excita-
tion spectra at selective monitoring wavelengths that corre-
spond to each contribution (A and B) and under different
delay times after the laser pulse. Although no change was
observed in the shape of the spectra, the fitting procedure
revealed changes in the intensity ratio of the A/B Eu3+ dis-
tributions [155].
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9. LUMINESCENT UNDOPED
NANOHYBRIDS

The hybrid concept also has been employed to syn-
thesize stable and efficient white-light photoluminescent
amine-functionalized hybrids lacking metal activator ions,
such as these obtained from APTES and 3–glycidoxy-
propyltrimethoxysilane (GPTES) with carboxylic acids, and
from urea and urethane precursors (di-ureasils and di-
urethanesils; Schemes 9 and 10) [163, 177, 186, 191–195,
198, 222–230]. The APTES–formic acid hybrid is one of the
most efficient phosphors known among those lacking activa-
tor metal ions as it exhibits an external PL quantum yield of
0�35 ± 0�01 [222]. For APTES–acetic acid phosphors, lower
limits of 0.21 and 0.12 were estimated for the quantum yields
of the two distinct emissions reported [223, 224]. Similar val-
ues were found for the di-ureasils and di-urethanesils [194].

Comparing the PL efficiencies of these amine-
functionalized cross-linked hybrids with the characteristic
values of other materials used in solid-state luminescent dis-
plays (e.g., amorphous porous silicon, p–Si, and conjugated
conducting polymers), we note that the RT quantum yield
for these amine-based hybrids is higher than that reported
for p–Si [231], and similar to the typical values of the most
efficient conjugated polymers [232]. Nevertheless, the PL
features of the latter materials present substantial intensity
degradation under laboratory ambient conditions, with the
consequent drastic decrease in the quantum yield.

In spite of the potential technological relevance of the
amine-functionalized hybrids, the origin of their efficient
white-light intrinsic PL is not completely clarified [194–196,
228–230]. The identification of the nature of the emitting
centers and the characterization of the recombination mech-
anisms subjacent to the intrinsic emission of these amine-
functionalized cross-linked hybrids will certainly open new
directions for developing other siloxane-based hybrids with
similar or even greater light emission efficiency. Moreover,
as we have described in the previous sections, most of the
research on organic–inorganic frameworks has been focused
on the PL features of lanthanide-based hybrid matrices,
seeking essentially to take advantage of the high chromatic-
ity and long excited lifetime characteristic of the metal
ions, and of the improvement in the emission features and
mechanical stability of the samples (compared to those of
conventional silica gel hosts).

This section reviews the synthesis and the PL features of
sol–gel-derived APTES-based hybrids (classed as aminosils;
Scheme 11) and urea and urethane cross-linked organic–
inorganic xerogels (Schemes 9 and 10). The nature of the
white-light emission and the characterization of the recom-
bination mechanisms subjacent to this intrinsic emission
are also discussed. A detailed review on this subject was
recently published [195]. The conclusions may be easily
generalized to the di-ureasil precursor compounds (e.g.,
the diamines) and to other amine-functionalized hybrids,
such as those based on GPTES and APTES incorpo-
rating carboxylic acids such as formic (HCOOH), lac-
tic (CH3CHOHCOOH), acetic (CH3COOH), and valeric
(CH3(CH2�3COOH) [222–224, 228–230].
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O

O
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Scheme 11. Molecular structure of the aminosils.

9.1. Synthesis

The synthetic procedure of the white-light phosphors pro-
posed by Green et al. [222], which involves the reaction
of the TEOS and tetramethoxyortosilane (TMOS) precur-
sors with an excess of an organic carboxylic acid (formic,
lactic, acetic, trifluoroacetic, cyclopropanoic, malonic, citric,
tartaric, glyoxylic, or oxalic acids) at RT and under nitrogen
atmosphere, leads to the formation of gels at times ranging
from a few minutes to several days [222]. Solid acids were
dissolved in a minimum of anhydrous methanol, whereas
most acids were used as neat liquids. Thermal treatment per-
formed in air between 200 and 500 
C gave rise to white or
yellowish solid materials that underwent PL. The reaction of
APTES with some of the carboxylic acids listed above (per-
formed also by other groups all over the world [223, 224,
229, 230]) yielded a clear water-soluble material that could
be drawn into fibers from a melt or cast into films or mono-
lithic structures without any shrinking or cracking [222, 223,
229, 230].

The nondoped di-ureasil d–U(Y) and di-urethanesil
d–Ut(Y′) hybrids were synthesized using the procedure
described in Section 2.2.2, dealing with the detailed descrip-
tion of the synthesis of Class II RE-doped hybrids. The three
diamines used were Jeffamine ED-2001� (with a+ c = 2�5
and b = 40�5), Jeffamine ED-900� (with a + c = 2�5 and
b = 15�5), and Jeffamine ED-600� (with a + c = 2�5 and
b = 8�5) (Scheme 9). The PEGs employed have average
molecular weights of 300 and 2000 g/mol (PEG(300) and
PEG(2000), with m = 6 and 45, respectively; Scheme 10).
A slightly different synthesis procedure was proposed for
the di-ureasil hybrids using HCl or NH4F for acid- or base-
catalyzed hydrolysis, respectively [177, 186, 233]. Recently,
the synthesis of di-ureasil hybrids by a completely distinct
method involving acetic acid solvolysis in the absence of
water was introduced [230].

The aminosil hybrids discussed here (Scheme 11) were
prepared using the same procedure employed by Rousseau
et al. [234]. APTES was mixed, at RT, with H2O and
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methanol (molar ratio 1 Si:9.6 CH3CH2OH:1.5 H2O). This
procedure is substantially different from that reported pre-
viously for similar hybrids in which APTES reacts with car-
boxylic acids [222–224, 229, 230].

9.2. Photoluminescence

Figure 29 displays the PL spectra of representative amine-
based functionalities, the nonhydrolyzed precursors, and
the di-ureasil, di-urethanesil, and aminosil hybrids. Apart
from minor shifts in energy and in relative intensities, the
emission of the other two diamines (Jeffamine-ED-900�
and Jeffamine-ED-600�), nonhydrolyzed precursors, di-
ureasils, and di-urethanesils are quite similar. The spectra
also resemble those reported for APTES-derived hybrids
with HCOOH, CH3CHOHCOOH, and CH3COOH car-
boxylic acids [222–224, 226, 230]. Furthermore, both the di-
ureasils prepared with HCl or NH4F catalysts [177, 186] and
by means of acetic acid solvolysis (a procedure carried out
in the absence of water) [230] show identical PL features.
The hypothesis that these PLs might arise from any con-
taminant present in the starting commercial products used
in the synthesis was readily discarded [194–196]. Moreover,
based on the molecular structure of ICPTES and APTES
and on the fact that pure PEG (the organic precursor of the
di-urethanesils) is not luminescent, a suggestion relating that
emission with the lone pair of electrons of the NH-related
groups existent in all of these amine-functionalized materials
was previously pointed out in several works dealing with the
PL features of amine-based hybrids [191–196, 222, 223, 230].

The PL features of a series of solutions of Jeffamine ED-
2001�, using H2O and THF as solvents, provides other
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Figure 29. (A) Photograph showing the white-light emission of U(2000)
at 298 K under UV excitation (Ar ion laser). The diameter of the emit-
ting area is ≈3 mm2. (B) PL spectra (360–365 nm excitation at 298 K)
of representative amine-based functionalities, precursors, and di-ureasil
and di-urethanesil hybrids: Jeffamine ED-2001� (dashed curve), non-
hydrolyzed U(2000) precursor (dotted curve), U(2000) (solid curve),
Ut(2000) (solid curve with circles), and aminosil (solid curve with tri-
angles). Reprinted with permission from [195], L. D. Carlos et al.,
in “Handbook of Organic-Inorganic Hybrid Materials and Nano-
composites” (H. S. Nalwa, Ed.), Vol. 1, p. 353. American Scientific
Publishers, Morth Lewis Way, CA, (2003). © 2003, American Scientific
Publishers.
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Figure 30. Set of frames showing the real-time dependence (14–220 K)
of the di-urethanesil Ut(300) white-light emission during 3 s after the
Ar ion laser beam was turned off. Note that the emission color is slightly
distorted by the video camera. The real color is more “whitish–blue.”
Reprinted with permission from [172], L. D. Carlos et al., Adv. Funct.
Mater. 2, 111 (2001). © 2001, Wiley–VCH.

experimental evidence indicating that the NH-related groups
must be involved in the PL features of these materials [195,
196]. The supralinear decrease of the PL intensity with the
decrease of the diamine concentration in the solutions was
related to the increase of the average distance between NH2
groups (belonging to different chains) induced by the dilu-
tion. A similar suggestion was recently pointed out, stressing
that the emission properties of amine-functionalized hybrids
are connected to the existence of clusters involving both the
organic and inorganic components [186, 230]. In di-ureasils
and di-urethanesils, SAXS data [178, 181–183] and fluores-
cence probing [225, 227] were used to study these clusters.

The difference between the PL features of the hybrids
and those of their respective precursors was well estab-
lished by time-resolved spectroscopy [194–196]. As previ-
ously reported for di-ureasils and di-urethanesils, for SDs
between 0�08 × 10−3 and 5�00 × 10−3 s, two components are
clearly observed in the hybrids’ spectra, namely, in the blue
(≈2.50 eV) and in the purplish–blue (≈2.92 eV) spectral
regions. In contrast, the diamines’ time-resolved spectra dis-
play only one component, peaking at ≈2.50 eV [194]. Upon
increasing the time delay beyond 5�00 × 10−3 s, the time-
resolved emissions of the hybrids and the related diamines
became similar, as the more energetic purplish–blue emis-
sion in the hybrids’ spectra disappeared, and only the longer
lived component remained [194]. Besides having dissimilar
recombination time scales, the two bands also behaved dif-
ferently when the excitation wavelength was varied from 330
to 420 nm (2.95 to 3.76 eV). While the blue band was visi-
ble in the entire excitation range, the purplish–blue compo-
nent could only be detected within the interval between 350
and 375 nm (3.31 and 3.54 eV) [194]. Furthermore, the less
energetic band energy strongly depended on the excitation
wavelength, displaying a red shift as the excitation wave-
length increased, contrary to the purplish–blue emission that
presented no significant variation of its energetic position
[194, 195].

These results showed that another emission component
appeared after gelation, establishing the unequivocal pres-
ence of two distinct emissions in the bulk organic–inorganic



754 Luminescent Organic–Inorganic Nanohybrids

hybrids. These two emissions bands should arise from differ-
ent chemical–physical origins since the recombination mech-
anisms subjacent to each one occur in distinct time scales
[191, 194, 195] and present different behaviors when the
excitation wavelength changes.

The PL decay profiles of each di-ureasil emission com-
ponent and of Jeffamine ED-2001� emission could be
described by an exponential behavior, and were detected at
the maximum intensity position of each emission band under
an excitation of 365 nm (3.40 eV). The 14 K di-ureasil’s
lifetimes were 160.0 and 3.5 ms (errors within 3–5%) for
the blue and purplish–blue emissions, respectively [194, 195].
Raising the temperature up to 220 K led to no changes
in the lifetime of the longer lived emission, whereas the
purplish–blue band displayed a typical Arrhenius behavior
[194, 195]. Above approximately 220 K, an abrupt decrease
of both lifetimes was observed. This was well illustrated
by a set of real time frames, extracted from a video film
that recorded the white-light emission after the excitation
source was turned off (Fig. 31). For temperatures higher
than 220 K, the lifetimes were in a time scale smaller than
10−5 s, being ca. 10−8 s at RT [223], disabling the chance to
record the emission with the aforementioned experimental
setup.

The 14 K lifetime of the diamine emission was ≈120.0 ms,
and thus of the same order of magnitude as the U(2000)
blue band lifetime. Upon raising the temperature, the Jef-
famine ED-2001� lifetime remained constant until 200 K,
and for temperatures higher than 220 K, the value belonged
to a time scale smaller than 10−5 s, thus resembling the char-
acteristic behavior of the hybrid’s less energetic band [194].

The PL characterization of the Jeffamines�, non-
hydrolyzed precursors, di-ureasils, di-urethanesils, and
APTES-based hybrids supported persuasive arguments that
the full color emission (namely, the blue band) might involve
the NH groups of the cross linkages [186, 191, 194–196,
222, 227, 230]. For instance, the white-light emission of the
APTES hybrids with a variety of organic carboxylic acids
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Figure 31. RT PL spectra of (A) the Ut(2000) di-urethanesil, (B) the
U(2000) di-ureasil, and (C) the aminosil under different excitation
wavelengths, (a) 330 nm, (b) 350 nm, (c) 375 nm, (d) 395 nm, and
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was explicitly related to the presence of amide functional-
ities [222]. Furthermore, in di-ureasils and di-urethanesils,
the grafting of NH2 or OH to the isocyanate group—
with the subsequent formation of urea or urethane groups,
respectively—did not significantly alter the emission prop-
erties of the diamines [191, 194, 195]. Nevertheless, a new
band with completely distinct features was detected after
polycondensation and building up of the inorganic network
[191, 194, 195]. According to SAXS results, the di-ureasil
and di-urethanesil morphology has a diphasic structure
made of spatially correlated siliceous nanoclusters dispersed
and located at the ends of the organic chains [178–183, 191].
Consequently, the purplish–blue component present in the
emission spectra of the final xerogels must be related to the
existence of these siliceous nanodomains. This was further
confirmed by altering the conditions at which the hydrol-
ysis and condensation reactions occurred, thus modifying
the local structures of those siliceous nanoregions. A new
U(600) di-ureasil sample was synthesized using a different
ICPTES: ethanol: water ratio, which altered both the con-
densation degree and the relative proportions between the
two local Si surroundings, as confirmed by 29Si MAS NMR
results. The 14 K time-resolved spectra for that hybrid dis-
played a long-lived blue band similar to the one observed in
all of the other samples. However, a new short-lived band,
centered at ≈450 nm, was detected in the purplish–blue
region, supporting the suggested influence of the siliceous
nanoclusters on the full color emission detected, particularly
in the purplish–blue band [194, 195].

The emission of these classes of amine-functionalized
hybrids depended noticeably on the excitation wavelength
[186, 191–195, 222–224, 227]. Figure 31 exemplifies the sit-
uation found for the RT emission of the aminosil, the
U(2000) di-ureasil and the Ut(2000) di-urethanesil. When
the excitation wavelength increases, the maximum intensity
of the spectra moves to lower energies. The emission tun-
ing by choosing an appropriate excitation wavelength was
also observed for the sol–gel-derived APTES–CH3COOH
phosphors, both in fresh samples and in the gels aged for
30–60 days at 50 
C [223, 224]. The excitation wavelengths
were varied between 340 and 470 nm, and the correspond-
ing emission spectra were detected from the blue to the
orange–red spectral ranges. This is also reported for di-
ureasils obtained by carboxylic acid solvolysis [230].

In order to quantify the energy of those two distinct
emissions, a deconvolution fitting procedure was applied to
the emission spectra [191, 192, 194]. The procedure used
to fit the experimental emission spectra to the Gaussian
parameters (peak energy, integrated intensity, and FWHM)
was described previously for the Eu3+-based samples (Sec-
tion 4.1).

For excitation wavelengths between 300 and 400 nm
(3.10–4.00 eV), the curve-fitting method revealed the
presence of two Gaussian bands in the blue (≈2.50–
2.60 eV) and in the purplish–blue (2.80–3.10 eV) spec-
tral regions [191–196]. Only the former component could
be accounted for in the 400–420 nm excitation wavelength
range (2.95–3.10 eV). The FWHM reached approximately
0.40 and 0.35 eV for the blue and purplish–blue bands,
respectively. The Gaussian peak energies resulting from the
fitting procedure clearly show that it is the purplish–blue
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component that originates the shift of the emission spectra
as the excitation wavelength is varied. In the range of exci-
tation wavelengths used, the luminescence position of the
blue band remains approximately constant, around 2.50 eV.
The purplish–blue band shifts linearly as the excitation wave-
length increases from 350 to 400 nm (3.54–3.10 eV). For
excitation wavelengths between 330 and 300 nm (3.76 and
4.13 eV), the emission is invariably peaked between 415 and
400 nm (3.00 and 3.10 eV) [191–195].

This strong dependence of the emission energy the excita-
tion wavelength is characteristic of all of the materials under
analysis (diamines, nonhydrolyzed precursors and final di-
ureasil, di-urethanesil, and APTES-based xerogels), provid-
ing strong evidence of disorder-related processes generally
associated with transitions occurring within localized states
in noncrystalline structures (e.g., p–Si [235], hydrogenated
amorphous Si, a–Si:H [236], and As2Se3 glasses [237]). An
identical dependence was also reported for a nonhydrolyzed
di-ureasil precursor [186] and for APTES-based hybrids with
carboxylic acids [230].

Although no significant changes were detected in the
energy of the blue component, the energy of the purplish–
blue band depends on the sample. In fact, in silicon-based
nanostructured materials, the dimensional hierarchy of the
backbone determines the energy in such a way that an
increase in the siliceous network corresponds to a decrease
in the respective energy gap [238–241]. Figure 32 shows the
dependence of the di-ureasil emission energy on the respec-
tive domain sizes determined by SAXS [178, 181, 182] and
by XRD [191], designated as Rp and Lp, respectively. We
notice that the energy range of the emitting siliceous nano-
domains depends on the polymer chain length in such a way
that an increase in the domain size results in a decrease
of the corresponding energy gap. For each excitation wave-
length used, the emission energy follows approximately the
same trend presented in Figure 32. The different values
found for Rp and Lp are due to the fact that these param-
eters were calculated from different experimental data and
different structural models. However, the crucial point is
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Figure 32. Relation between the emission energy, excited at 365 nm,
of the di-ureasils, (��
) U(600), (��©) U(900), and (���) U(2000),
and the respective size domain determined by SAXS (solid symbols)
and XRD (open symbols) measurements. The dashed lines are a guide
to the eyes.

that, independently of the absolute value found for Rp and
Lp, we observe that greater nanodomain sizes correspond to
smaller emission energies. A similar behavior was reported
for other materials like, for example, nanocrystals of oxi-
dized silicon [242] and hydrogenated silicon clusters [243].
There are also other reports referring to the theoretical cal-
culation of the emission energy as a function of the nano-
domain size [238, 240, 242, 243].

9.3. Recombination Mechanisms

In order to enlighten the nature of the white-light emis-
sion detected in amine-functionalized hybrids, our following
discussion will be based on the recombination mechanisms
known for crystalline semiconductors, c–SC, with relevance
to amorphous materials. In c–SC, there are two types of
transitions, recognized as near band-edge and deep transi-
tions [199, 244, 245]. The former type involves either intrin-
sic states or donor–acceptor levels, whereas the latter type
is related to defects or deep impurities, usually oxygen or
metal transitions. The near band-edge transitions can be
divided into four main classes: (1) free exciton, (2) bound
exciton, (3) free carrier to neutral acceptor–donor, and (4)
donor–acceptor, D–A, pairs. The distinction between the
various near band-edge transitions can be made through
the analysis of the behavior of the emission intensity as the
excitation power is varied [244, 246]. The emission inten-
sity I depends on the excitation power L according to the
power law I ∝ Lk. When 1 < k < 2, we are in the presence
of exciton-like transitions; k ≤ 1 is characteristic of free-
to-bound and donor–acceptor pairs [244, 246]. Deviations
from this behavior were observed either when L was varied
more than two orders of magnitude or when the selected
excitation energy was resonant with the semiconductor band
gap [244].

Figure 33 represents the integrated intensity of the
U(2000) di-ureasil steady-state emission calculated for differ-
ent magnitudes of the excitation power [196]. A curve-fitting
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Figure 33. RT integrated intensity of the di-ureasil U(2000) emission
components, (©) blue and (�) purplish–blue and of the (�) Jeffamine
ED-2001� excited with an He–Cd laser (325 nm) at different power
excitations. The lines correspond to the data linear fit (r > 0�99).
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procedure was applied to all of the emission spectra in order
to access the energy and integrated intensity values of both
components independently [191]. The integrated intensity
depends sublinearly on the power excitation, with a k value
of 0�91± 0�07 and 0�89± 0�06 for the blue and purplish–blue
components, respectively (Fig. 33). This is a clear indication
that both emissions revealed a recombination mechanism
typical of D–A pairs, mediated by some localized centers
[244, 246]. Similar dependence on the power excitation
k = 0�98 ± 0�03 was detected for the integrated emission
intensity of Jeffamine ED-2001� (Fig. 33).

Relevant additional experimental evidence allowing the
identification of D–A transitions can be obtained from time-
resolved spectroscopy [247, 248]. For longer delay times, a
red shift is expected in the spectrum because distant pairs
have a smaller recombination probability. The respective
energy levels therefore have larger lifetimes, a situation
that is favored with the increasing delay time. As a con-
sequence, the recombination takes place at lower energies
[199, 245–248].

The results obtained for the energetic shift ()E) between
the energy of the maximum intensity of the time-resolved
spectra, measured for SD between 8 × 10−5 and 10−1 s, and
the corresponding value measured under continuous excita-
tion for the two components of the di-ureasil emission are
consistent with D–A pair recombination [195, 196].

The paragraphs that follow deal with several comments
regarding the possible chemical nature and the recombina-
tion mechanisms that induce the blue and the purplish–blue
D–A pair-related emissions. Let us start with the discussion
of the former component.

It has been clearly evidenced that the existence of oppo-
sitely charged defects in c–SC [248], amorphous semicon-
ductors a–SC, [246, 249], and organic compounds [250–252]
provides a good method for radiative electron–hole recombi-
nations. In the 1970s, it was reported that urea [OC(NH2)2]
and thiourea [SC(NH2)2] crystals exhibited luminescence in
the blue and green spectral regions (400–500 nm), induced
by X-ray radiation [250, 251]. It was proposed that the defects
responsible for the emission were related to the rupture of
intermolecular hydrogen bonds established between packed
urea molecules. The oxygen atom of each urea molecule
binds four hydrogen atoms of two adjacent molecules, form-
ing weak hydrogen-type bonds (N–H· · ·O C). When the
urea crystals were irradiated, proton transfer was induced,
and two defects with opposite charges, NH+

3 and NH−, were
formed. These two defects can act as electron and hole
traps, respectively, recombine radiatively, and account for the
observed emission. Photoinduced proton transfer has been
also reported in many others materials, for example, organic
systems involving amine groups [252], semiconducting poly-
mers [253], and microporous zeolites [254–256].

We have proposed the same type of defects as the chem-
ical species responsible for the PL blue component of
diamines, aminosils, di-ureasils, and di-urethanesils, that is,
NH+

3 /NH−, for the diamines and aminosils, and NH+
2 /N−

for the urea and urethane-based hybrids [195, 196]. Further-
more, similar defects could also be responsible for the PL
of GPTES- and APTES-based hybrids with carboxylic acids,
that is, NH+

3 and RCOO−, R = H, CH3, CH3CHOH, or
CH3(CH2�3 for HCOOH, CH3CHOHCOOH, CH3COOH,

and CH3(CH2�3COOH, respectively. It is interesting to note
that the presence of NH+

3 /CH3COO− defects was recently
proposed in xerogels formed by reactions of APTES, TEOS,
and CH3COOH [229].

The above suggestion is consistent with the observed
behavior of the emission intensity of Jeffamine ED-2001�
solutions in H2O and THF. The two solvents differ in the
polarity of their molecules. The H2O molecules are more
polar than those of the THF. Therefore, H2O behaves as a
more efficient vehicle for proton transport than THF, thus
contributing to a more efficient luminescent mechanism. As
a consequence, the PL intensity of the aqueous solutions
is higher than that of the THF solutions [195, 196]. More-
over, the observed red shift of the PL spectra of the aqueous
solutions, with respect to those of THF (characteristic of
emission-size-dependent) [195, 196] may also be explained
on the basis of the differences in the polarity between the
molecules of the two solvents. Considering the photoinduced
proton-transfer model, D–A pairs are formed in distinct
NH2 groups, and the distance between them determines the
emission energy in such a way that distant pairs emit at
longer wavelengths. For the aqueous solutions, the emission
arising from more distant NH2 groups is then favored due
to the presence of a much more efficient proton transfer
vehicle (greater polarity), resulting in a spectra blue shift
with respect to the emission measured for the THF solu-
tions. Another experimental result that supports the pre-
vious suggestion is the variation of the emission quantum
yield of the blue component with the length of the poly-
meric chain [196]. For the di-ureasil with shorter polymer
chains, U(600), strong hydrogen bonds are formed [198] that
localize the proton and render difficult the induced proton
transfer between NH groups, leading to the corresponding
decrease of the quantum yield. For di-ureasils containing
longer polymer chains, U(900) and U(2000), there is no evi-
dence of interactions via hydrogen bonds [198]. Therefore,
in spite of the larger distance between the NH groups, the
protons have a greater degree of mobility, a situation that
favors higher quantum yields.

The existence of mobile (free) protons in the hybrids
and in the diamines is further demonstrated by complex
impedance measurements. At RT, the ionic conductivity
of U(2000), U(900), U(600), and Jeffamine ED-2001� is
about 3�4×10−8, 5�0×10−9, 9�2×10−10, and 3�9×10−9 S/cm,
respectively. These results show that the mobility of the pro-
tons decreases from U(2000) to U(600), confirming the con-
clusions drawn from quantum yield analysis.

The explanation of the siliceous nanodomain-related
emission is less straighforward since, for silicon-based mate-
rials, several mechanisms and chemical origins have been
proposed as responsible for the luminescence features [242,
257–263].

One hypothesis for the observed RT emission invokes the
presence of Si nanoparticles or Si quantum wires that, due
to quantum confinement effects, are responsible for the visi-
ble emission [258]. The quantum confinement of the carriers
in the Si nanowires leads to a significant widening of the
band gap and to an enhancement of the oscillator strength,
thereby inducing efficient radiative recombination. An alter-
native mechanism suggested for the emission of amorphous
or disordered silicon-based structures is the existence of
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delocalized states induced by the lack of long-range order
or by the presence of impurities or defects [235–237]. It is
known that the radiative recombination arising from local-
ized states depends on the excitation wavelength [235–237],
and also that it is a thermally activated process.

Although the energy of the purplish–blue emission
depends on the nanodomain size, the red shift observed in
the emission spectra as the excitation wavelength decreases
[191–194] and the typical Arrhenius behavior displayed by
the respective lifetime [194] as the temperature increases
from 14 to 300 K strongly suggest the presence of localized
states probably created either by the amorphous properties
of the siliceous domains or by the presence of defects.

In parallel with the discussion concerning the physical
mechanisms under visible emission of silicon-based materi-
als, several hypotheses concerning the chemical nature of
the luminescent species were proposed, namely: (1) surface
contamination due to luminescent organic solvents [257];
(2) the presence of an amorphous silicon, a–Si, phase [235];
(3) the existence of silicon-based structures, like siloxene
(Si6O3H6� and siloxene derivatives, hydrides, and polysilane
chains [(SiH)]n [249] and the silanone bond (Si O) [261];
and (4) oxygen-related defects [261].

The possible influence of oxygen defects in the emis-
sion features of APTES-based hybrids containing carboxylic
acids [229] and TEOS- and MTEOS-based hybrids contain-
ing acetylacetonate (acac) and zirconium propoxide [228]
was previously suggested. In the APTES-based hybrids case,
it was observed that the luminescence intensity of such
organic–inorganic hybrids increases with the increase of
the heat treatment temperature between 20 and 200 
C.
Furthermore, the luminescence intensity is greater in the
xerogels treated under vacuum than in the hybrids treated
in air [229]. This finding was interpreted as an indication
that higher temperatures and vacuum conditions favor the
creation of oxygen-related defects [229]. The TEOS- and
MTEOS-based hybrids with doped with acac and zirconium
propoxide [229] were studied by the electron paramagnetic
resonance (EPR) technique, which demonstrated the exis-
tence of oxygen-related defects and silicon dangling bonds.

Another defect type associated with carbon impurities
was proposed as being in the origin of the luminescence of
sol–gel-derived silica gels based on TEOS and TMOS incor-
porating a variety of carboxylic acids [222]. Under adequate
heat treatments, above 520 K, at least, a carbon impurity is
created in the –O–Si–O– network forming –O–C–O– and/or
–Si–C– bonds [222]. However, the carbon-related defects
are only luminescently active after a heat treatment [222].
This situation contrasts with that found with oxygen-related
defects, as the luminescent centers are active prior to any
thermal treatment.

Since the di-ureasils and di-urethanesils discussed here
are RT efficient emitters, without needing a prior heat treat-
ment, we can rule out carbon-defect impurities as being
responsible for the siliceous nanodomain emission features.

The PL results on amine-based hybrids related to the
siliceous nanodomains undoubtedly show recombination
mechanisms associated with disordered structures mediated
by localized states, namely, the emission energy dependence
on the excitation wavelength and the Arrhenius behavior
characteristic of the respective lifetime. However, a detailed

description of the chemical–physical nature of such emis-
sion remains unsolved because, so far, we have not obtained
experimental evidence that enables us to unequivocally iden-
tify the chemical nature of the D–A pairs responsible for
the luminescent features described. However, we note that
preliminary RT EPR studies performed on the di-ureasils
demonstrated the existence of paramagnetic signals. This
experimental evidence is in agreement with the possible
existence of D–A pairs arising from nitrogen-, silicon-, and
oxygen-related defects.

10. SUMMARY
The interest in organic–inorganic hybrids is basically asso-
ciated with the extraordinary implications resulting from
the tailoring of novel multifunctional advanced materials
induced by the mixture in a single material and at the
nanosize level of organic, inorganic, and even biological
components. The synergy of that combination and the par-
ticular role of the inner interfaces open up exciting direc-
tions in materials science research and related technologies
for the processing of novel multiuse advanced materials with
innovative and unparalleled performances. Moreover, these
hybrids present preeminent advantages in assisting the inte-
gration, miniaturization, and multifunctionalization of the
devices, opening, therefore, a series of new opportunities for
many applications.

The synthesis of such hybrids requires “soft” chem-
istry methods. The sol–gel process is probably the preemi-
nent “soft” process allowing a “bottom-up” nanotechnology
approach in the chemical design of organic–inorganic struc-
tures as an assembly of nano-building blocks. Furthermore,
the sol–gel method clearly offers the flexibility necessary for
implementing the chemical design strategies that are the
basis of photonic hybrid materials, which are perhaps one of
the first systems to take real advantage of the hybrid mate-
rials approach.

The PL features of the RE-based hybrid frameworks
reviewed here illustrate nicely the impact on photonics that
could result from the encapsulating of RE complexes in
siloxane-based matrices through the simple embedding of
the complexes within the sol–gel-derived matrix (gener-
ally Class I hybrid materials), or by using complexing lig-
ands covalently grafted to the framework (Class II hybrid
materials).

GLOSSARY
CIE color coordinates Two chromaticity coordinates (x� y)
that map the color with respect to hue and saturation on the
two-dimensional CIE chromaticity diagram.
CIE color system Characterization of colors based on the
spectral power distribution of the light emitted from a col-
ored object and factored by sensitivity curves that have been
measured for the human eye.
Class I hybrid materials Hybrids in which the organic and
inorganic components are linked through weak interactions
(van der Waals contacts, hydrogen bonding or electrostatic
forces).
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Class II hybrid materials Hybrids in which the organic
and inorganic components are linked through strong chem-
ical bonds (covalent, ionocovalent or acid-base bonds).
Electroluminescence Emission of radiation obtained by
electric excitation.
Electroluminescence external quantum efficiency Fraction
of generated photons that leave the light-emitting diode.
Emission quantum yields The ratio of photons absorbed
to photons emitted through emission of radiation. The quan-
tum yield gives, therefore, the probability of an excited state
being deactivated by emission rather than by non-radiative
mechanisms.
Glass transition temperature The glass transition temper-
ature is the temperature at which the amorphous domains of
a polymer take on the characteristic properties of the glassy
state-brittleness, stiffness, and rigidity.
Hydroxyl quenching The luminescence efficiency of RE
ions is quenched by nonradiative multiphonon relaxation of
OH oscillators.
Ligand-to-metal charge transfer transition An electronic
transition of a metal complex that corresponds to excitation
populating an electronic state in which considerable electron
transfer from a ligand to a metal center has occurred.
Nephelauxetic effect (“could expanding” in Greek) A
slight shift of peak positions of f-f transitions depending on
the matrix, relatively to the values found for the free ion.
Electron-electron repulsion and spin-orbit coupling primar-
ily determine the excited levels of transition bands. For cova-
lent compounds the apparent values of the inter-electronic
repulsion parameters are smaller than those in aqueous
solutions, inducing a shift of the peak positions toward lower
energy with increasing covalency of the surrounding media.
Organic light-emitting diodes (OLEDs) OLEDs are made
from plastic compounds or small organic molecules that
glow when a voltage is applied.
Organic/inorganic hybrids Materials combining organic
and inorganic components at the nanosize level.
Photoluminescence Emission of radiation (usually in the
visible or in the infrared regions of the electromagnetic
spectrum) obtained by photon excitation (often in the
ultraviolet).
Quantum efficiency of emission Ratio between the radia-
tive transition probability and the experimental transition
probability (sum of the radiative and non-radiative transi-
tion probabilities). The inverse of the experimental transi-
tion probability is the lifetime of the state.
Recombination mechanisms Recombination of electrons
and holes is a process by which both carriers annihilate
each other. The electrons occupy—through one or multi-
ple steps—the empty state associated with a hole and both
carriers eventually disappear in the process. The energy dif-
ference between the initial and final state of the electron is
released in the process.
Sol–gel method Versatile “soft” chemical synthetic process
that involves the hydrolysis and condensation of precursor
molecules (often metal alkoxides) to yield gels with tunable
shape and properties.

Stark Effect Splitting of a free ion electronic level in a
series of Stark components due to the local charge distribu-
tion around a rare earth ion.
White light emission Emission of polychromatic radiation.
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1. INTRODUCTION
Single-wall and multi-wall carbon nanotubes (SWNT,
MWNT) have unique physical properties associated to
their one-dimensional nanostructures. They are considered
very promising materials for various applications [1–3].
For instance, thanks to their structure-dependent conduct-
ing or semi-conducting character, nano components such
as diodes and transistors have already been made with
nanotubes [4, 5]. Patterning nanotubes at the nanoscopic
scale is thus a challenge for what might be the electron-
ics of the future. But in this article, we focus rather on
another challenge—obtaining nanotube materials with inter-
esting macroscopic properties. For instance, nanotubes have
remarkable mechanical properties, with Young modulus of
the order of 1 TPa [6–9], and one may hope to obtain
very strong materials with them. More precisely, in this arti-
cle, we do not consider composite materials that include
only a small fraction of nanotubes, generally embedded
in polymeric matrices; rather we focus on materials com-
prised mostly of nanotubes. The physical properties of these
one-dimensional objects being strongly anisotropic, aligned
nanotubes materials are of particular interest. The topic
is in strong development, as is illustrated in Figure 1 by
the “exponential-type” of increase of the number of related

publications during the last few years. To obtain aligned
nanotube materials, two different approaches are followed:
(i) processing nanotubes, starting from an isotropic soot, and
(ii) the direct synthesis of aligned nanotubes. The processing
methods developed up to now are reviewed in Section 2. The
degree of alignment of the nanotubes and the related prop-
erties of materials are also discussed. Section 3 is the coun-
terpart of Section 2 for chemical vapor deposition, which
is the most widely used method for synthesizing aligned
nanotubes.

2. PROCESSING MATERIALS
OF ALIGNED NANOTUBES

After the discovery of nanotubes in 1991 [10], an impor-
tant step was the production of nanotubes in macroscopic
quantities, in 1996 and 1997, using laser ablation [11] and
electric arc [12] methods. As produced, nanotubes are under
the form of a fragile and isotropic soot. This soot is rather
difficult to use. Processing nanotubes on macroscopic scales
to obtain materials of more practical use was, and is still
now, a major challenge. In most cases, the nanotubes are ini-
tially dispersed in liquid media. Dispersing nanotubes is also
widely used for filtrations and purifications of raw materials
[13]. To be dispersed in a given medium, carbon nanotubes
generally have to be either chemically modified [14, 15] or
coated by adsorbed amphiphilic molecules [16]. Detailed dis-
cussion of the phase behavior of these suspensions is beyond
the scope of this article, but we want to emphasize that it is
of critical importance.

In this introduction, we briefly discuss the methods used
to quantify the degree of alignment of nanotubes. For
single-wall nanotubes, it can be deduced from electron and
X-ray scattering or from polarized Raman spectroscopy.
Single-wall nanotubes are usually assembled in bundles,
forming a two-dimensional hexagonal array perpendicular to
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Figure 1. Evolution of the number of articles with “align” and “nano-
tube” in the title, after ISI web of science

the bundle axis. The crystalline nature of the bundles has
been used to quantitatively probe their degree of alignment
using electron and X-ray diffraction. Mosaic distributions
are obtained from the angular intensity distributions of the
first diffraction peak of their hexagonal lattice (Fig. 2). In
most cases, it can be fitted by a Gaussian function with
a full width at half maximum (FWHM) related to the
angular distribution of nanotube axes in direct space. The
smaller it is, the better the nanotube alignment. For a two-
dimensional distribution of nanotube orientations within a
plane, the width of the intensity distribution directly gives
that of the distribution of orientations in direct space. For
a given FWHM, 76% of the nanotubes long axes lie within
±FWHM/2� from the mean direction of alignment. For a
three-dimensional distribution around an axis, the width of
the distribution in direct space is equal to that in recip-
rocal space for FWHM < 40�, and then becomes slighty
smaller: it is for instance equal to 70� for 75� in reciprocal

400

350

0 90 180 270 360
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Figure 2. X-ray scattering study [18] of the orientation of the nanotubes
along the axis of a fiber obtained by the spinning process described in
[16]. The angular distribution of the scattered intensity from a nanotube
fiber at constant Q value of 0.4 Å−1, which corresponds to the (1� 0)
peak position of nanotube hexagonal array, is reported. The orientation
of the nanotubes with respect to the fiber axis can be deduced from the
width of this angular distribution.

space [17]. For FWHM = 30� (75�), ∼50% of the nano-
tube axes lie inside a cone of angle 15� (35�). In this arti-
cle, we will refer to widths in reciprocal space, as was
done in quoted publications. A “two-phase” model can be
considered with partially aligned nanotubes, characterized
by the Gaussian distribution, plus a fraction of nonaligned
nanotubes [18, 19]. The nonaligned fraction may be sam-
ple dependent for a given method [20] and is not always
discussed in quoted references. Some information about
tubes not assembled, or poorly crystallized in bundles, may
be obtained from the analysis of the diffuse intensity dis-
tribution outside of the Bragg peaks [19]. The nanotube
alignment can also be deduced from polarized Raman mea-
surements. Indeed, Raman line intensities depend on the
angles made by the polarization of the laser excitation and
that of the scattered light with the nanotubes long axes
(Fig. 3). This is explained within a resonant model for
highly anisotropic tube absorption. All nanotubes assem-
bled in bundles or not, are probed in the same way with
this method. An advantage of the X-ray scattering method,
with respect to electron scattering or Raman spectroscopy,
is that the volume investigated is much larger. Moreover,
the interpretation of X-ray scattering experiments is more
direct than that of Raman experiments. On the other hand,
Raman spectroscopy probes all nanotubes, and not prefer-
entially those organized in crystalline bundles. Finally, for
multi-wall nanotubes, the method used to study their ori-
entation is X-ray (or electron) diffraction, the analysis of
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Figure 3. Raman scattering spectra (excitation wave-length = 647�1 nm)
of a SWNT fiber obtained by electrophoresis (H. H. Gommans et al.).
The analyzer polarization direction is parallel to the incident polariza-
tion. The angle between the fiber axis and the excitation polarization—
indicated at the right of the curves—varies from 0� to 90� direction.
The intensity of the nanotube lines decreases with increasing angle.
Reprinted with permission from [36], H. H. Gommans et al., J Appl.
Phys. 88, 2509 (2000). © 2000, American Institute of Physics.
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the intensity distribution being made on the diffraction peak
corresponding to the interwalls distance (∼3.4 Å). Other
methods are also reported in the literature, but they are not
quantitative. Under a scanning electron microscope (SEM),
the nanotubes can be visualized and thereby their alignment
roughly estimated. However, it is a rather local and only two-
dimensional probe. If the material is sufficiently transparent
(not too thick), it can be placed between crossed vertical
and horizontal polarizers: due to nanotube birefringence,
a bright transmitted light is seen when the nanotubes axes
make an angle of 45� with respect to the polarizers axes.

A variety of different methods have been developed dur-
ing the last few years to achieve films or fibers of nanotubes
with a marked preferential orientation, as shown in the fol-
lowing (first results have been reviewed in [21]).

2.1. Films of Magnetically
Aligned Nanotubes

Classical films of buckypaper [13] are made by deposition
from suspensions of single-wall carbon nanotubes onto a
membrane filter. The nanotubes lie preferentially in the
plane of the film but they are randomly oriented within this
plane. Moreover, the in-plane orientation is far from being
perfect: the upper limit for the FWHM of the Gaussian
distribution of nanotubes orientations with respect to the
plane of the paper is 56�, as deduced from X-ray scatter-
ing experiments [19, 22]. One may notice that much bet-
ter in-plane orientation (FWHM ≈ 4�) has been obtained
very recently by pressing a raw nanotube powder up to a
pressure of 10 kbars [23]. Despite their relatively poor two-
dimensional alignment, buckypapers obtained by deposition
already present interesting properties. Indeed, electrome-
chanical actuators based on such papers were shown to gen-
erate higher stresses than natural muscles and higher strains
than high-modulus ferroelectrics [24]. As a reference for
measurements on aligned nanotubes materials, we also give
here the Young modulus of buckypaper Y ∼ 1�2 GPa [24].

By filtering the nanotube suspension in a strong mag-
netic field Walters et al. [25] have achieved a preferential
orientation of the nanotubes in the plane of the film, as
schematically drawn in Figure 4(b). The film thickness typ-
ically ranges between 1 and 5 �m. The obtained materi-
als are denser than classical films of buckypaper because
of the higher compactness of oriented nanotubes. Accord-
ing to Smith et al. [22], the empty volume in magneti-
cally aligned nanotubes is about 30%, whereas it is between
70% and 90% in ordinary buckypaper, and of about 95%
as produced materials. The films cleave along a direc-
tion in parallel to that of the applied magnetic field H,
which indicates anisotropic strength of the film, maximal
along the H-direction (Fig. 5(a)). The degree of alignment
within the plane of the film has been measured using elec-
tron and X-ray scattering [19, 22, 26], and with polarized
Raman experiments [19]. The FWHM deduced from Gaus-
sian fits typically ranges between 25� and 45�. The first
results were obtained under high magnetic field (26 T) at
the National High Magnetic Field Laboratory in Florida.
But it was shown recently that similar values of FWHM ≈
35� are obtained with H = 7 T [19]. This last result is very

(a)

(c)

(b)

(d)

Figure 4. Schematic representation of the real materials of aligned
nanotubes obtained up til now. Nanotubes are represented by the thick
sticks; their direction of preferential orientation is indicated by an
arrow. (a) A fiber where the nanotubes are preferentially oriented along
the fiber axis, (b) a film where nanotubes have a preferential orien-
tation along a direction within the film, (c) array of nanotubes per-
pendicular to a surface, and (d) nanotubes inside meso or nanoporous
materials.

interesting because seven Tesla fields can be reached in
many laboratories using superconducting solenoids. It also
allows the authors to conclude that further enhancements
in anisotropic properties of the films may require optimiz-
ing the filter deposition process rather than large magnetic
fields. The degree of alignment of nanotubes with respect to
the plane of the film should be higher than within the plane,
due to conjugated deposition and magnetic field effects.
However, no value for it has been given yet.

Hone et al. [27] have reported quantitative measurements
of the anisotropic electrical and thermal transport properties
of magnetically aligned nanotubes. Both electrical and ther-
mal conductivities are found to be higher in the H-alignment
axis. The ratios between the parallel and perpendicular com-
ponents of the conductivity vary between 6 and 24 for dif-
ferent samples, the highest value corresponding to the best
nanotube alignment. Good correlation between resistivity
and texture parameters is found within a simple geometrical
model [19]. For annealed samples, where electronic “dop-
ing” effects are minimized, the order of magnitude of resis-
itivity is ∼10−5 �m in the H-direction at room temperature,
to be compared with ∼10−6 �m for a single bundle [28] and
to ∼1.7 10−5 �m for buckypaper [13]. Thermal transport
properties have been shown to be different in aligned and
nonaligned materials. At room temperature, the conductiv-
ity is about 230 W/mK in aligned materials along the applied
field axis and about 30 W/mK in nonaligned materials. We
note that the thermal conductivity of aligned materials is
within an order of magnitude of that of graphite, parallel
to the layers. Liu et al. [26] have performed momentum-
dependent electron energy-loss studies, taking advantage of
the macroscopic alignment of the nanotubes. They have
shown that the � plasmon is strongly anisotropic, confirming
experimentally its previously postulated polarization depen-
dent momentum dependence.
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Figure 5. Examples of oriented assemblies of nanotubes from the lit-
erature. (a) In plane-aligned assembly of SWNTs, obtained by filtra-
tion, under a magnetic field (reprinted with permission from [25],
D. A. Walters et al., Chem. Phys. Lett. 338, 14 (2001). © 2001, Else-
vier Science). Scale bar = 1 cm. The membrane was partially removed
from the filter: cleavage is found to occur parallel to the field axis.
(b) Membrane of self-organized SWNTs on a Si substrate: an edge-
on SEM image (reprinted with permission from [30], H. Shimoda
et al., Adv. Mat. 14, 899 (2002). © 2002, Wiley-VCH). The nanotubes
have a preferred orientation within the membrane plane. (c) Optical
micrograph of a SWNT fiber obtained after a spinning process (typ-
ical fibers diameters: 10–100 �m [16]). The nanotubes are preferen-
tially aligned along the fiber axis. The knot reveals the high flexibility of
the fiber. (d) Flake of aligned MWNTs collected on quartz tube walls,
after pyrolysis of homogeneously dispersed, toluene-ferrocene aerosols
(from Martine Mayne-L’Hermite, DSM/DRECAM/SPAM/LFP, URA-
CNRS 2453, CEA-Saclay and Luc Belin, DEN/DMN/SEMI, CEA-
Saclay; image credit: CEA-Saclay). (e) Repeating patterns containing
mutually orthogonal MWNTs arrays obtained by CVD on 5-�m deep
silica cylinders machined on silicon substrates (reprinted with permis-
sion from [79], B. Q. Wei et al., Nature 416, 495 (2002). © 2002, Nature).
Scale bar-50 �m. (f) SEM image of a long SWNT fiber obtained by CVD
(reprinted with permission from [80], H. W. Zhu et al., Science 296, 884
(2002). © 2002, American Association for Advancement of Science).
The nanotubes are preferentially aligned along the fiber axis.

In summary, the thermal and electrical properties of
magnetically aligned nanotubes are strongly anisotropic and
significantly improved when compared to that of traditional
buckypaper. Moreover, alignment of nanotubes at a macro-
scopic scale has made possible the experimental study of
some electronic properties of nanotubes.

2.2. Films of Mechanically
Aligned Nanotubes

As was said in the introduction, we do not consider in this
article composite materials that include only a small frac-
tion of nanotubes. However, let us mention the work of
Jin et al. [29], which will allow us to illustrate the effect of
mechanical stretching at still relatively high nanotube weight
fraction. Multi-wall nanotubes are mixed with a thermoplas-
tic polymer (polyhydroxyaminoether), and in this case, the
amount of nanotubes is rather large (50 wt % of raw carbon
nanotube materials incorporated). The obtained composite
films are uniaxially stretched at 100� C and are found to
remain elongated after removal of the load at room tem-
perature (final length L greater than initial length L0�. For
L/L0 = 330%� 58% of the nanotubes are partially aligned
along the stress direction, this alignment being characterized
by a FWHM = 46�, showing the efficiency of the process.

2.3. Films of Self-Assembled Nanotubes

Self-assembly of preformed single-wall carbon nanotubes
was reported in 2002 by Shimoda et al. [30]. Nanotubes
lengths were reduced to ∼1 �m by chemical etching.
A homogeneous suspension of such nanotubes could be
obtained in deionized water, probably because of the pres-
ence of sidewall defects terminated by polar groups due to
chemical etching. A hydrophilic glass slide was immersed
in the solution. When the water gradually evaporated, a
continuous nanotubes film is formed at the surface of the
glass (Fig. 5(b)). The process invoked for the film for-
mation is heterogeneous nucleation. The film thickness
ranges between 0.1 and 1 �m, depending on the nan-
otube concentration in the suspension. Shimoda et al. also
demonstrated that they could obtain a great variety of two-
dimensional structures by using hydrophobic surfaces pat-
terned with hydrophilic regions. The above-mentioned side-
wall defects on nanotubes can finally be removed after
annealing at 400 �C in 10−6 torr vacuum. Transmission elec-
tron microscopy (TEM), polarized Raman spectroscopy, and
optical measurements between crossed polarizers revealed
that the nanotubes exhibit a preferential orientation within
the film (Fig. 4(b)). The ordering may be attributed to
the interactions between nanotubes and to surface tension
effects at the interface between water and the hydrophilic
surface. These promising results are very recent: quantita-
tive studies of nanotube alignment or of the film properties
are much awaited.

2.4. Ribbons of Self-Assembled Nanotubes

Li et al. [31] reported in 2002 the self-organization of aligned
multi-wall nanotubes in ribbons. After adequate treatment,
in particular with concentrated nitric acid and hydrofluoric
acid, the nanotubes are put in solution in deionized water.
While the solution is annealed at 373 K in vacuum for 12 h,
long ribbons form on the wall of the container. The ribbons
are about 50–100 �m wide, 4–12 �m thick, and 100 mm
long, with a very clear rectangular cross-section. Scanning
electron microscopy shows that the nanotubes are prefer-
entially aligned along the long axis of the ribbon. The oxi-
dation with acid has introduced many functional groups at
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the surface of the nanotubes, which play a major role in the
self-organization phenomenon (no ribbons form when nano-
tubes are not refluxed with acid). It is suggested that poly-
condensation may take place through the functional groups
[32].

The Young modulus of as-grown ribbon is Y ∼ 24 GPa.
However, this is much below the Young modulus value of a
single nanotube [6–8], which can be attributed to too weak
interactions between the nanotubes. After thermal treat-
ment at 2200 �C under argon atmosphere, the Young mod-
ulus of ribbons increases to 60 GPa (Fig. 6(a)) [32]. This is
attributed to graphitization between nanotubes, which would
lead to stronger intertube cohesion.

2.5. Langmuir–Blodgett Films of Nanotubes

The Langmuir–Blodgett (LB) technique has been developed
for depositing molecularly ordered ultra-thin films with con-
trolled thickness and orientation [33]. In the case of nano-
tubes, a main impediment with respect to this method was
their poor dispersibility in aqueous solutions. In 2002, Guo
et al. [34, 35] reported the elaboration of homogeneous films
of single-wall carbon nanotubes with preferential orientation
within the film by this method. The nanotubes are chemically
modified: solubility of nanotubes in chloroform is brought
by the attachment of octadecylamine groups to the tubes.
They are then mixed with an amphiphilic polymer matrix
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Figure 6. The Young modulus (Y) is deduced from the slope of stress
versus strain curve at the origin. Stress-strain measurements: (a) For
an as-grown, self-organized ribbon of MWNTs (upper curve)—Y ≈
24 GPa—and for a graphitized ribbon (lower curve)—Y ≈ 60 GPa
(reprinted with permission from [32], Y.-H. Li et al., Chem. Phys. Lett.
365, 95 (2002). © 2002, Elsevier), (b) For a raw SWNT fiber obtained
by a spinning process—Y ≈ 10 GPa—and for a fiber stretched by 145%
in water—Y ≈ 40 GPa (reprinted with permission from [20], B. Vigolo
et al., Appl. Phys. Lett. 81, 1210 (2002). © 2002, American Institute
of Physics; (c) For a SWNT fiber synthesized by CVD—Y ≈ 77 GPa
(reprinted with permission from [80], H. W. Zhu et al., Science 296, 884
(2002). © 2002, American Association for Advancement of Science).
The authors have plotted true stress versus strain curve (A) and the
load versus engineering strain curve (B) because of the possible vari-
ation of the diameter of the fiber during deformation. They present
almost the same slope.

of poly(N-dodecylacrylamide) (PDDA). The SWNT/PDDA
mixtures are deposited on the water surface and condensed
mixed films are obtained, as in the case of pure PDDA. They
can thus be transferred vertically on glass, quartz, and sil-
icon substrates. Multilayer LB films have been successfully
realized. Their homogeneity is controlled by light absorp-
tion and mass measurements. Scanning electron microscopy
and polarized Raman spectroscopy show that the nanotubes
are preferentially aligned along the dipping direction of the
substrate (but the extent to which they are aligned has not
been quantified yet). Guo et al. underline that the realiza-
tion of these thin films of oriented SWNTs with controlled
thickness and optical transparency may be a useful tool for a
better understanding of some electronic and optoelectronic
properties of nanotubes.

2.6. Fibers Made By
an Electrophoretic Method

In 2000 Gommans et al. [36] have developed a method for
making fibers of SWNTs possessing substantial alignment
along the fiber axis (cf. the schematic drawing in Fig. 4(a)).
The first step of the method consists of dispersing nano-
tubes in N,N-dimethylformamide. A commercially available
carbon fiber is attached to a conducting wire coupled to a
motor-driven translation stage. The carbon fiber is trans-
lated along its axis down in the nanotube suspension to a
depth of few mm. The set-up is designed so that a voltage
can be applied between the carbon fiber and the suspension.
When a voltage is applied with the carbon fiber as the posi-
tive electrode, the nanotubes are attracted and form a cloud
around the carbon fiber. Then the carbon fiber is slowly
withdrawn from the suspension. As it pulls out of the liquid,
another fiber attached to its end, forms spontaneously from
the nanotube cloud. The formation of SWNTs cloud around
a positive electrode indicates that nanotubes are negatively
charged when dispersed in N,N-dimethylformamide; they
migrate electrophoretically towards the positively charged
carbon fiber. The fibers are several centimeters long and
their diameters typically range between 2 and 10 microns
depending on the preparation conditions. Selected area elec-
tron diffraction has been used to characterize the structure
of the fibers. The results qualitatively evidence a substantial
alignment of the nanotubes along the fiber axis. However,
this probe was restricted to the side of the fibers to allow
transmission of the electron beam. More detailed analysis
has been achieved using polarized Raman spectroscopy by
Gommans et al. and Hwang et al. [36, 37]. This study was
the first of this type. The authors have developed a model
to interpret the change of the Raman intensities depend-
ing on polarization (Fig. 3) by considering that absorption
phenomena induce an angle-dependent resonance enhance-
ment. The intensities have been fitted within a Lorentzian
model for the distribution of nanotubes orientations. The
FWHM of the distribution was found to be 23�, showing
a rather good alignment of nanotubes. Since the above-
mentioned publications [36, 37] in 2000, no new result has
been published on these fibers. Their mechanical, electrical,
and thermal properties are still to be analyzed.
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2.7. Ribbons and Fibers made
by a Spinning Process

Vigolo et al. [16] reported in 2000 a simple method to
assemble single-wall carbon nanotubes into long ribbons
and fibers. Their process is reminiscent of the flow-induced
alignment processes already used for rigid polymers [38]
or anisotropic colloids [39]. The nanotube bundles are dis-
persed in water with the help of a commercially avail-
able surfactant molecule—sodium dodecyl sulfate (SDS).
A detailed study of the phase diagram of the surfactant
stabilized nanotube dispersions has been performed, to
determine the optimized concentrations in surfactant and
nanotubes. The aim was to obtain an homogeneous suspen-
sion with a relatively large concentration in nanotubes (an
optimum was found for 0.35 wt % of SWNTs and 1 wt % of
SDS). The SWNTs dispersion was injected in the co-flowing
stream of a polymer solution that contains between 2 and
6 wt % of polyvinylalcohol (PVA), an amphiphilic polymer.
The PVA adsorbs onto the tubes and provides a strong
bridging attraction [40] between the bundles. This process
leads to the formation of long ribbons that remain stable
in the absence of flow. In [16], the nanotubes used were
single-wall nanotubes obtained by the electric arc method
[12]. Since then, the same process was successfully applied
to single-wall nanotubes obtained from the laser vaporiza-
tion method [11] or by using the more recent HiPCO pro-
cess [41], and to multi-wall nanotubes [42]. The alignment
of nanotubes in the ribbons has been studied by SEM and
by optical observations between crossed polarizers [16]. The
nanotubes have a clear preferential orientation along the
long axis of the ribbons. However, no quantitative measure-
ments of this orientation have been published yet.

In order to make systems that are more compact, rinsed
ribbons are vertically drawn out of water [16]. Capillary
forces, water drainage, and evaporation cause the ribbon to
collapse into a dense fiber (density ∼ 	1�4 ± 0�3� g/cm3 for
electric arc raw material) with a diameter ranging from a
few micrometers to 100 micrometers when dry. This sim-
ple method leads to several tens of centimeter long fibers.
Such a fiber is shown in Figure 5(c). A knot was intention-
ally made with it, to reveal its high flexibility. The amount
of nanotubes with respect to that of PVA is about 60% as
determined by thermogravimetric experiments [43]. More-
over, PVA can be completely removed by annealing the
fibers at high temperature [18]. Nanotube alignment in elec-
tric arc nanotube fibers has been studied using X-ray scat-
tering [18] and polarized Raman spectroscopy [44]. The
FWHM within a Gaussian model is found to be ∼75 ±
5� using X-ray scattering (Fig. 2). It remains the same if
PVA is burnt. Surprisingly, Raman measurements indicate
much better alignment; this apparent discrepancy is under
study. The value of FWHM, as determined by X-ray scat-
tering, is strongly dependent on the raw material used.
FWHMs ∼ 45� are found for fibers made from HiPCO
single-wall nanotubes [45]. Different hypotheses can be put
forward to account for the better nanotube alignment in
HiPCO nanotube fibers. The lower amount of impurities
in the as-produced material is one of them: HiPCO sam-
ples contain less amorphous carbon [41]. Others include the
shorter length of HiPCO nanotubes and the fact that HiPCO
nanotubes may be less entangled.

A procedure has been recently developed to improve
nanotube alignment in the fibers [20]. The fibers are rewet-
ted, swollen in a solvent of the polymer, and redried verti-
cally under tensile load with a weight attached to their end.
Even in a solvent in which the polymer is highly soluble,
they do not disassemble (this amazing result is attributed to
the fact that the networks of nanotubes and adsorbed poly-
mers form cross-linked assemblies). The reader can refer to
[20] for a more detailed discussion on the role of the fibers
wetting agent. The fibers can be stretched up to ∼160%, the
improvement of the nanotube alignment being significant:
FWHMs, determined by X-ray scattering [20], are reduced
by 40%, that is, to about 45� for arc discharge nanotubes.
Full width at half maximum as low as 30� are reached for
stretched fibers of HiPCO nanotubes [45].

Let us emphasize that the spinning process, as well as
the post-synthesis one developed to improve the nanotube
alignment, are very simple and could be easily scaled up for
industrial developments.

Mechanical measurements show that the mixed nanotube-
PVA fibers exhibit an elastic behavior followed by a plastic
one before they break (when PVA is removed, the plas-
tic region disappears and the Young’s modulus is slightly
reduced). The Young’s modulus of nonannealed fibers,
deduced from the slope of the curve stress versus strain in
the elastic region, varies between 10 and 20 GPa for arc
discharge nanotubes raw fibers [16]. It is one order of mag-
nitude greater than the modulus of high-quality buckypa-
per [24]. After fiber stretching, Young modulii of ∼40 GPa
can be found (Fig. 6(b)) [20]. Globally, the Young modulus
increases when the nanotube alignment gets better. A sim-
ilar trend was found for fibers made of HiPCO single-wall
nanotubes or of multi-wall nanotubes. One should notice
that the mechanical properties of nanotube fibers are still
far away from those of individual nanotube bundles [9], or
from those of carbon fibers (mechanical properties of car-
bon fibers are summarized in [2]). This is probably to be
attributed to too weak intertube interactions, as was already
discussed in Section 2.4. Further improvements are expected
if strong covalent bonding between nanotubes could be
established by functionalization, for instance. The study of
the electrical and thermal properties of the fibers is in
progress [46]. For such studies, insulating PVA is removed
by annealing. Room temperature electrical resistivities as
low as 6 10−5 �m could be obtained for purified HiPCO
nanotube fibers. Finally, the fibers can be used as electrome-
chanical actuators (Fig. 7) [47]. Stress generation and work
per cycle are higher than that of buckypaper.

Figure 7. Electromechanical actuation of a HiPCO SWNT spun fiber
in an electrolyte solution (NaCl 1 M) when an alternative voltage of
1 V is applied at a frequency of 1 Hz. It exhibits a periodic motion as
shown in the pictures.
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At the end of this section about nanotube processing, it
is interesting to compare the main results. They are also
summarized in Table 1.

Processing of SWNTs or MWNTs can be performed after
solubilization of the raw soot obtained by usual synthesis
methods. Films, ribbons, and fibers have been successfully
realized, using very different processes: alignment of nano-
tubes under magnetic field, in the flow of a polymer solu-
tion, by electrophoretic migration, or because of their (self-)
interactions. It is even possible to obtain two-dimensional
patterned arrays of these aligned nanotubes, or to precisely
control the film deposit width by the LB technique. In fibers,
the nanotubes are preferentially aligned along the fibers
long axes, as is schematically drawn in Figure 4(a). In films
and ribbons, the nanotubes are preferentially aligned within
the plane of the film or of the ribbon (Fig. 4(b)), with
possibly some additional out-of-plane misalignment. Typical
FWHMs, characteristic of the degree of alignment of nano-
tubes in fibers or films, are about 30�.

The mechanical properties of aligned nanotube assem-
blies are better than those of buckypapers with Young mod-
ulii up to 60 GPa to be compared to ∼1 GPa. The Young
modulus increases with the nanotube alignment. Further
improvement, to approach properties of individual tubes or
of carbon fibers, would need stronger interactions between
nanotubes inside the materials. Anisotropic electrical, ther-
mal, and optical properties are measured and found to
be correlated with the degree of alignment of nanotubes.
Moreover, electrical resistivities of ∼10−5–5 10−5 �m, to
be compared with 10−6 �m for individual SWNTs bundles,
indicate rather good contacts between nanotubes.

Table 1. Illustrates the variety of materials formed with aligned, single-wall nanotubes (SWNTs) and multi-wall nanotubes (MWNTs). FWHM is
a measure of nanotube alignment, as explained in the text. Given here are the smallest FWHMs reported for different methods used to obtain
aligned nanotubes materials, corresponding to the best alignments.

Sort of Nanotube
Geometry nanotubes alignment Method used Some properties

One-dimensional fibers SWNTs FWHM ∼ 30� [45] Processing (spinning [16], Young modulus increases with
electrophoretic process [36]) the degree of alignment [20];
and CVD [80] electromechanical actuation [47]

MWNTs Processing from a powder:
spinning [16]; spinning from
a CVD film [81]

Two-dimensional films SWNTs FWHM ∼25–35� Processing (spinning [16], Anisotropic strength [25], anisotropy
(or ribbons): nanotubes (magnetic field [22]) magnetic field [25], of electrical and thermal con-
preferred orientation self-organization [30], ductivities [27], anisotropic optical
within the plane LB method [34]) properties [30], � plasmon
of the film anisotropy [26]

MWNTs Processing (mechanical
constraint [29], self-
organization [31])

Two dimensional films: MWNTs FWHM ∼ 16� [73] CVD [63, 65, 66, 71–73]. Field emission [66], ultrahydrophobic
nanotubes preferred (Elaborated patterns such materials [78]
orientation perpendicular as pillows of aligned
to the plane of the film nanotubes: [77, 79])

Nanotubes inside meso MWNTs FWHM ∼ 34� [56] CVD [53, 55, 57] Membranes for lithium-ion
or nanoporous materials batteries [54]

SWNTs FWHM < 1� [60] CVD [58] Superconductivity [62]

3. DIRECT SYNTHESIS OF
MACROSCOPICALLY ALIGNED
NANOTUBES BY CHEMICAL
VAPOR DEPOSITION

Primary synthesis methods for producing carbon nanotubes
include arc-discharge [10, 12], laser ablation [11, 13], and
chemical vapor deposition (CVD) from hydrocarbons [48–
51]. These methods classically lead to the production of
entangled and disoriented nanotubes, and for CVD, to
nanotubes whose structure is often not perfectly graphitic,
as noted by Dai in his review article on nanotube growth
[2]. However, improved CVD methods have allowed one
to synthesize large arrays of aligned nanotubes with con-
trolled diameters and lengths (as an exception, let us cite
Liu et al. [52], who reported the synthesis of macroscopically
long ropes of well-aligned, single-walled carbon nanotubes
along plasma flow direction using an electric arc technique).
In this article, we focus on CVD results. First, we briefly
review the main approaches developed to make arrays and
films of aligned nanotubes (the literature on the subject is
very abundant; our aim here is only to give an overview of
the different realizations via a few examples). Then, we dis-
cuss more recent works showing the direct synthesis of long
macroscopic nanotube fibers by CVD methods. These fibers
are reminiscent of the ones described in Section 2.7. How-
ever, the fibers described in this section result from a direct
or quasi-direct synthesis instead of being produced by post-
synthesis spinning process.
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3.1. Growth Inside Templates

Nanotubes can be obtained by CVD of different precursors
inside nanoporous materials (Fig. 4(d)). The main advantage
of the method is that the orientation and diameter of nano-
tubes may be controlled by the pores inside which they grow.

As an example, we mention here the results obtained
by Che et al. [53, 54] inside alumina template membranes
(200 nm diameter pores, 60 �m thick). Ethylene or pyrene
were used as precursors and heated to 900 �C. Nanotubes
formed inside alumina pores. Their outer diameter was
the same as that of the pores, and they formed a highly
ordered assembly [53]. After further removal of the tem-
plate, the authors obtained freestanding nanoporous carbon
membranes. The tubes being electrochemically active for
intercalation of lithium ion, they suggested possible applica-
tions of the membranes for lithium-ion batteries [54]. The
use of templates to grow nanotubes can also allow one to
obtain more elaborate nanotube assemblies than paralell
nanotubes with the same outer diameter. For instance, Suh
et al. have recently made brushes of linearly joined nano-
tubes of 60- and 30-nm diameter, respectively [55]. The
location and shapes of the junctions are controlled by a
multistep anodization and pore-widening process of alu-
mina membranes. Acetylene was used as a precursor and
decomposed at 700 �C. Only a few quantitative measure-
ments of the degree of nanotube alignment inside tem-
plates are reported in the literature. We mention here the
X-ray scattering experiments of Dore et al. [56] on multi-
wall nanotubes obtained by CVD in microporous alumina
[57]: the angular intensity distribution is characterized by a
FWHM ≈ 34�.

The synthesis of aligned single-wall nanotubes by CVD
methods is much less developed than that of aligned
MWNTs. However, a few examples are shown in this article:
aligned SWNTs suspended between electrodes (Section 3.2),
SWNTs fibers (Section 3.3), and SWNTs inside zeolite crys-
tals. In this last case, the use of templates has allowed the
synthesis of one of the smallest diameter single-wall carbon
nanotubes observed so far. The template is single crystal
zeolite AlPO4-5, with very narrow parallel pores. In 1998,
Tang et al. [58] reported the formation of parallel-aligned
single-wall carbon nanotubes in the channels of single-crystal
zeolite by pyrolysis of tripropylamine. The nanotube diam-
eter, as determined for instance by X-ray scattering [59], is
about 4 Å. Their orientation is nearly perfect (FWHM <
1�) [60]. The above-mentioned nanoporous materials were
amorphous, while zeolite is crystalline. Thus one might hope
that interactions with the zeolite during nanotube forma-
tion could have led to the selection of only one helicity, but
recent Raman results [61] contradict this hypothesis. How-
ever, a very interest effect could be observed on these 4 Å
diameter nanotubes: they exhibit superconducting behavior
below 20 K [62]. Evidence for anisotropic Meissner effect
was made possible thanks to the nanotubes alignment.

3.2. Growth on Substrates

Chemical vapor deposition techniques have been developed
to grow controlled arrays of aligned nanotubes at the surface
of a template. In 1996, Li et al. [63] achieved the large-scale

synthesis of aligned carbon nanotubes by a CVD method,
with iron nanoparticles embedded in mesoporous silica. The
nanotubes, obtained from decomposition of acetylene at
700 �C, are multi-walled with their inner diameter at about
4 nm and their outer diameter at about 30 nm. They are
on average perpendicular to the surface of the substrate
and the spacing between the tubes is about 100 nm. The
alignment may be attributed to the constraint of the ver-
tically aligned pores from which the nanotubes grow out.
In 1997 Terrones et al. [64] obtained arrays of MWNTs
aligned with nanotracks of cobalt particles deposited on a
silica substrate by laser etching, by pyrolysis of 2-amino-4,6-
dichloro-s-triazine. The method allowed the control of the
length, up to 50 microns, and a diameter between 30 and
50 nm of the tubes. In 1998, Ren et al. [65] proposed a
plasma-enhanced, hot filament CVD method that allowed
them to work below the strain point of glass (∼650 �C),
which is of interest for display device fabrication. Acety-
lene gas was used as the carbon source and aligned MWNTs
were grown on nickel-coated glass. Their external diameters
range from 20 to 400 nanometers, depending on the nickel
layer thickness. Lengths from 0.1 to 50 �m are obtained.
In 1999, Fan et al. [66] obtained similar MWNTs arrays,
but on silicone substrates, with the promising possibility to
develop nanotube devices integrated into the existing semi-
conductor technology. Multi-wall carbon nanotubes form
after catalytic decomposition of acetylene on iron oxyde par-
ticles. Their alignment, perpendicular to the silicon film, is
attributed to van der Waals interactions between their out-
ermost walls. Their length, from ∼35 to 240 �m, can be
controlled by tuning the CVD reaction time. The sample
properties with respect to field emission appear interesting,
with low-operating voltage and high-current stability. For
a review on “carbon films as electron field emitters,” the
reader can refer to [67]. The ideal cathode would be formed
of well-spaced nanotubes aligned in the electrical field direc-
tion. However, no better results have yet been obtained for
aligned nanotube materials with respect to nonaligned ones
[68]. One has to improve in particular the nanotube crys-
tallinity and to control the spacing between them.

We have listed above some of the earliest contributions
dealing with the synthesis of arrays of nanotubes using CVD
methods. These methods have been largely developed and
improved by several other groups in the last few years.
Among the improvements we emphasize, through several
examples, the recently shown possibilities to grow aligned
nanotubes in high yields, as well as very long nanotubes, and
to achieve a higher degree of control using external fields.

After Rao et al. showed that aligned nanotube bun-
dles can be obtained in copious quantities from ferrocene
pyrolysis [69], progress was made toward important pro-
duction through catalytic decomposition of a ferrocene-
xylene mixture [70]. In 2001 Mayne et al. [71] synthesized
aligned MWNTs by pyrolyzing aerosols generated from ben-
zene/ferrocene mixtures at 800� or 950 �C. Syntheses from
toluene/ferrocene mixtures are also currently performed
(Fig. 5(d)). The nanotubes form on quartz tube walls and
show good alignment. They are 10–200 nm outer diameter
and are partially filled with metal [71]. The method opens
up new avenues in carbon nanotube synthesis using liquid
hydrocarbon and catalyst precursor. Due to the continuous
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feeding of the reactor, high yields of nanotubes can be pro-
duced. The nanowires inside tubes could also be of strong
interest. Furthermore, in 2002, Zhang et al. [72] have grown
arrays of very long MWNTs by catalytic decomposition of
a ferrocene-xylene mixture at 850 �C on a quartz substrate.
The nanotubes grow perpendicularly to the quartz surface
at a very high rate of 50 �m/min and reach 1.5 mm length
in about 30 mm. Their outer diameter ranges from 30 to
60 nm. They are also partially filled with iron.

Controlled structures have been even achieved by CVD
of acetylene on contoured surfaces, instead of flat films,
using a plasma-induced alignment method [73]. Bower et al.
have grown uniform nanotube films on substrates of dif-
ferent geometries. The MWNTs always grow perpendicular
to the local substrate surface. The alignment is primarily
induced by the electric self-bias field imposed on the sur-
face from the plasma environment. For flat silicon surfaces,
FWHM ∼ 16� has been deduced from X-ray diffraction stud-
ies, regardless of the substrate orientation in the growth
chamber. Radially grown nanotubes could even be obtained
on the highly curved surface of a 125-�m diameter opti-
cal fiber. Moreover, the growth rate in these experiments
is rather high (∼6 �m/min). The influence of an electrical
field on the nanotube synthesis was also expertly illustrated
by Zhang et al. [74] who have shown electric field-directed
CVD growth of single-wall nanotubes. They were able to
grow aligned, suspended SWNTs between silicon electrodes,
by applying an electric field during CVD of methane mixed
with hydrogen at 900 �C. These results appear promising for
directed growth of ordered molecular-wire architectures and
networks on surfaces.

Finally, attempts to obtain elaborated assemblies of
aligned nanotube patterns have been recently reported. The
growth of a single crystal of single-walled nanotubes formed
by self-assembly, using thermolysis of nano-patterned pre-
cursors, was reported in 2001 [75]. However, it was shown
recently that the majority of the structures formed are com-
pounds of molybdenum, carbon, and oxygen [76]. Wang
et al. [77] have synthesized pillars of bamboo-like MWNTs
by pyrolysis of iron(II) phtalocyanine. The growth mecha-
nism of these patterns is yet to be clarified. Recent results
indicate that such nanotube arrays are good candidates for
ultra-hydrophobic materials [78]. Wei et al. [79] were able
to grow aligned MWNTs in several directions at once in a
single process: the pyrolysis of xylene-ferrocene at 800 �C
over lithographically machined substrates of silica over sil-
icon. Indeed, nanotubes grow selectively on and normal to
silica surfaces. A beautiful pattern of “nanotube flowers”
obtained by the authors is shown in Figure 5(e).

In brief, MWNTs can be grown by CVD at the surface
of porous templates and of plain plates of quartz, silicon,
silica, glass, etc. In most cases, nanotubes are aligned per-
pendicularly to substrates [63, 65, 66, 71, 72], as drawn
in Figure 4(c). The precursors are hydrocarbons or metal-
organic compounds. With hydrocarbons as precursors, metal
catalysts (Fe, Ni, Co, etc.) should be added on the sur-
face. Aligned MWNTs and SWNTs can also be obtained
on highly curved surfaces [73] or between electrodes [74],
under the action of an electric field along which nanotubes
grow. More elaborated patterns, such as pillows or flowers
of aligned MWNTs, have also been recently made [77, 79].

Chemical vapor deposition methods are now rather well
controlled (Table 1). Their versatility makes them promising
processes for a variety of future applications ranging from
field emission devices to nanoelectronics through more spe-
cific domains such as biomimetic ultra-hydrophobic surfaces.

3.3. Direct or Quasi-Direct Synthesis
of Fibers by CVD Methods

The synthesis of films and arrays by CVD methods is
not particularly suitable for the production of macroscopic
3-dimensional materials containing aligned nanotubes. The
limitation of being attached to a template or a patterned
substrate has been recently overcome with two examples of
synthesis of nanotube fibers [80, 81]. Unlike previous meth-
ods that are reviewed in Section 2, the fibers are directly
grown or spun from nanotubes synthesized by CVD. The
first method consists in the direct growth by a CVD method
in a vertical furnace [80]. The second one consists in drawing
out nanotube yarns from aligned arrays of nanotubes [81].
We describe in the next section the main features of these
two methods and of the obtained fibers.

3.3.1. Direct Synthesis of Single-Wall
Nanotube Strands

Zhu et al. [80] have optimized a floating catalyst method in
a vertical furnace, where n-hexane is catalytically pyrolyzed.
The n-hexane solution, which contains some amount of
ferrocene and thiophene, was introduced into the reactor at
a rate of 0.5 ml/min with hydrogen as the carrier gas flowing
at a rate of 250 ml/min. Single-wall nanotubes formed during
this continuous process with yields of ∼0.5 g/h. The forma-
tion of very long SWNT strands is a unique characteristic of
this vertical floating process.

The obtained strands generally have a diameter of
∼0.3 mm. Scanning electron microscopy images showed
the preferential alignment of the tubes (Fig. 5(f)). Raman
spectroscopy measurements suggest that both metallic and
semiconducting single-wall nanotubes coexist with a wide
distribution of diameters, ranging from 1.1 to 1.7 nm with
a dominant diameter of 1.1 nm. Additional structural char-
acterizations were achieved using X-ray diffraction [82]: the
angular distribution is characterized by FWHM ∼ 44�. This
value is of the same order as that measured on raw HiPCO
nanotube fibers obtained by a spinning process, but it is
larger than that of ∼30� obtained after fiber stretching [45].

The SWNT strands exhibit a metallic behavior above
90 K, with an electrical resistivity of about 7 × 10−6 �m
at room temperature. Such a low value of the resistivity
suggests that there are macroscopic lengths of continuous
conducting paths in the strands. Young’s modulus was mea-
sured and found to range from 49 to 77 GPa (Fig. 6(c)).
This is far from Young’s modulus of individual nanotubes,
but among the best present results for fibers or ribbons of
aligned nanotubes.

The synthesis of nanotube strands by this improved CVD
method leads to promising materials with high electrical
conductivity and reasonable mechanical strength.
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3.3.2. Spinning From Nanotube Films
Jiang et al. [81] have shown that carbon nanotubes can be
self-assembled into yarns of up to 30 cm in length, simply by
being drawn out from aligned arrays of carbon nanotubes.
While pulling out carbon nanotubes from an array several
hundred micrometers high and grown on a silicon substrate,
the authors obtained a continuous yarn of pure nanotubes.
They estimate that an array of about 1 cm2 can generate
about 10 m of yarn. The authors could make optical polar-
izers by parallel alignment of their nanotube yarns. When a
beam of light passes through the nanotube polarizer, pho-
tons having a polarization direction parallel to the axis of the
tubes are absorbed, whereas those that are perpendicularly
polarized pass through it. The authors have also submitted
their fibers to a strong voltage under vacuum. After 3 h at
70 V, the conductivity of the filament slightly increases and
the tensile strength changes from 1 mN to 6.4 mN. These
results indicate that some welding effect may be occurring
at the weak connection points, because these points have a
higher resistivity and, as a result, a higher temperature when
a current is applied. Therefore it seems that the properties
of the fibers can be improved using this method. Neverthe-
less, the comparison with the properties of other materials
remains difficult because the data reported by Jiang et al.
are not normalized with respect to the mass or section of
the fibers.

In summary, the CVD synthesis of nanotubes aligned per-
pendicularly to a substrate (Fig. 4(c)), or inside a meso-
porous template (Fig. 4(d)), has been the subject of numer-
ous studies during the last few years. Within this method,
mostly MWNTs are synthesized. Possible applications of
these materials as field emitor screens, as membranes for
batteries or as ultra-hydrophobic surfaces are evoked. More-
over, fibers of SWNTs have been recently synthesized by
CVD. The first results reported on these fibers appear very
promising: the Young modulus is slightly higher than that of
the fibers obtained by spinning, and electrical conductivity
is low. Nanotube alignment is given by FWHM ∼ 45�, to
be compared to 30� for the best-aligned fibers obtained by
spinning and stretching.

4. CONCLUSION
For a few years, great progresses have been made in
the elaboration of aligned nanotube-based macroscopic
assemblies. Substantial alignments can now be obtained
(with typically FWHM ≈ 30�). It concerns both single-wall
and multi-walls nanotubes. Nanotubes can be aligned (i)
within fibers by post-synthesis processing or CVD methods,
(ii) parallel to two-dimensional planes via processing, or (ii)
perpendicular to two-dimensional films, and within meso- or
nano-porous materials, by CVD (Fig. 4, Table 1). Nanotube
processing can be realized by different methods: under the
action of a magnetic field, using a spinning process, by an
electrophoretic method, by a LB technique; or nanotubes
can even self-assemble under appropriate conditions. Via
CVD methods, one can vary the precursor, the catalyst, and
the substrate, and even control the alignment by applying an
electrical field.

The obtained materials present anisotropic optical,
mechanical, electrical, and thermal properties. Their field

emission properties or their electrochemical activity are also
particularly exciting. Fiber mechanical properties still have
to be improved but are progressing (Young modulus multi-
plied by 3–4 within the last year). Aligned nanotube mate-
rials may thus find industrial applications in the future. In
this respect, let us underline that spinning processes and
CVD methods developed to produce nanotube fibers could
be scaled-up for large-scale production.

In this article, we have mentioned examples of fundamen-
tal studies on electronic properties of nanotubes, by electron
energy loss spectroscopy on films of magnetically aligned
nanotubes, or on superconductivity and Meissner effect for
nanotubes inside zeolite crystals. We emphasize that the
alignment of nanotubes on a macroscopic scale is also of
critical importance for the understanding of their fundamen-
tal properties.

GLOSSARY
Carbon multi-wall nanotube (MWNT) Nanotube formed
of concentric single-wall nanotubes.
Carbon single-wall nanotube (SWNT) Cylinder at the sur-
face of which carbon atoms are organized in a honeycomb
lattice.
Chemical vapor deposition (CVD) method A method to
deposit solid films via chemical reaction of gases.
Nanotube (NT) Tube with a very small diameter (less than
10 nm).
Process A series of actions that bring about a particular
result (in this article, the result is the alignment of nano-
tubes).
Self-assembly Spontaneous organization (in this article:
spontaneous organization of nanotubes).
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1. INTRODUCTION
Rechargeable batteries are used in modern communications,
computers, and electric vehicles. The Ni-MH battery is one
of the key competitors in the rechargeable battery market,
especially for commercial electric powered vehicles, which
constitute a rapidly expanding market. Rechargeable bat-
teries made from nickel–metal hydride are a better choice
for rechargeable batteries than those made from nickel–
cadmium in terms of environmental benefits and perfor-
mance.

For most commercial Ni-MH batteries, their negative
electrodes are of rare-earth system alloys, which have low
theoretical discharge capacities (LaNi5 alloy has a theoreti-
cal discharge capacity of 370 mAh/g). The capacities of the
negative alloy electrodes restrict the further improvement
of the capacities of nickel–metal hydride batteries. In order
to increase the energy density of the Ni-MH battery, it is
necessary to improve the negative (metal hydride) electrode
properties.

Mg and Mg-based hydrogen storage alloys are promising
energy conversion and storage materials because they pos-
sess very high theoretical hydrogen storage capacities; for
example, the theoretical discharge capacity of Mg2Ni alloy is
999 mAh/g [1]. Magnesium is also abundant in nature, light
in weight, and relatively low in cost. However, the absorption
and desorption of hydrogen in Mg-based hydrogen storage
alloys require high temperatures (over 250 �C for Mg2Ni) at

around atmospheric pressure [2], and therefore many efforts
have been made to lower the hydrogen-absorbing tempera-
ture of Mg alloys for practical application in Ni-MH batter-
ies [3–5].

A large number of investigations have shown that
amorphous and nanocrystalline metals and alloys have the
features of new alloy compositions and new atomic con-
figurations, which are different from those of crystalline
alloys. There also appear to be some possibilities of achiev-
ing high discharge capacities with amorphous and nanocrys-
talline Mg-based alloys.

1.1. Amorphous Alloys

The distinctive feature of the amorphous state for a single-
phase solid alloy is that it has no crystal lattice, no grain
boundaries, and no dislocations. However, it does have
a structure that is dependent on the way its atoms are
arranged, and this structure is important in determining the
properties described in some metallic glass structural mod-
els, such as the dense random-packed hard sphere model
[6], local-coordination model [7], and so on.

1.1.1. Methods for Achieving
Amorphous Alloys

Amorphous metals and alloys can be made using rapid
quenching from the liquid and the vapor phase [8], mechan-
ical alloying [9], mechanical milling [9], evaporation deposi-
tion [10], sputtering deposition [11], ion-implantation [12],
and electrodeposition [13]. The amorphous metals and
alloys prepared by rapid solidification processing have fea-
tures that enable various kinds of characteristics to be
achieved, such as excellent mechanical properties, useful
physical properties, and unique chemical properties, which
have not been obtained for conventional crystalline alloys
[14]. Solid-state amorphization by mechanical alloying (MA)
and mechanical milling (MM) has become the most effective
method for obtaining amorphous alloys [9].
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1.1.2. Rapid Quenching (RQ) from Melt
This is one of the most commonly used methods in prepar-
ing amorphous alloys. Amorphous alloys formed by RQ are
also named metallic glasses because they are formed when
liquids are cooled but fail to crystallize and instead continu-
ously and uniformly congeal into solids [8]. The basic prin-
ciple of obtaining amorphous alloys by RQ from the melt is
that the liquid must be converted very rapidly from a droplet
or jet into a thin layer or wire in contact with a highly ther-
mally conductive metal to produce thin plats, ribbons, or
wires.

1.1.3. Mechanical Alloying (MA) and
Mechanical Milling (MM )

For a large-scale production of amorphous alloys, MA/MM
is the most commonly used method. Mechanical alloy-
ing/milling is usually carried out in high-energy mills such
as vibratory mills, planetary mills, and attrition mills. The
energy transfer to the powder particles in these mills takes
place by a shearing action or impact of the high-velocity
balls with the powder. In addition to the above mills, sev-
eral other types of mills such as the rod mill, modified rod
mill, and other specially designed mills have been used for
mechanical alloying/milling.

During MA/MM processes, the kinetics of alloying and
other phase transformations depend on the energy trans-
ferred to the powder from the balls. The energy transfer
is governed by many parameters such as the type of mill,
milling speed, type and size of the balls, ball/powder weight
ratio, choice of dry or wet milling, atmosphere in the mill,
and the duration of milling.

The ball-milling sequence consists primarily of collision,
shearing, wearing, and cold-welding. The formation of amor-
phous phase by MA/MM is a very complicated process,
which not only depends on the alloy system but is also
affected by many ball-milling parameters. The MA process
synthesizes amorphous alloy powders by reacting elemental
crystalline powders through solid-state chemical diffusion,
being often accompanied by a negative heat of formation.
In the MM process, however, crystalline alloy or compound
powders are transformed into amorphous solid powders by
destroying the periodic long-range order of atomic arrange-
ment without any changes of chemical composition due to
long-distance solid-state diffusion.

MA is a chemical reaction of mA (crystal) + nB
(crystal) → AmBn (amorphous) proceeding from a higher
free-energy state to a lower one, providing a continuous evo-
lution in the local chemical composition through long-range
solid-state chemical diffusion.

MM is a phase transformation of AmBn (crystal) → AmBn

(amorphous) going from the ground state to an excited
state caused by destroying the long-range order of atomic
arrangement, without any changes of chemical composition
[15].

1.2. Nanocrystalline Materials

A novel way of transforming a material to a metastable
state is to reduce its grain size to very small values of a few
nanometers where the proportion of atoms lying on grain

boundaries is equivalent to or higher than that of those in
the interior of the grains. Materials with such small grain
sizes are referred to as nanocrystalline materials, which are
defined as single or multiphase polycrystals, with a crystal
size typically within the range 1–100 nm. Because of their
ultrafine grain sizes, nanocrystalline materials exhibit a vari-
ety of properties that are different from and often con-
siderably better than those of conventional coarse-grained
polycrystalline materials [16]. These include higher catalytic
activity [17], more uniform corrosion [18] and superior local-
ized corrosion resistance [19], improved strength/hardness
[20], enhanced diffusivity [21], higher electrical resistivity
[22], increased specific heat [23], higher thermal expansion
coefficient [24], and better magnetic properties [25] com-
pared with conventional coarser-grained materials.

1.2.1. Structure of Nanocrystalline Materials
The structures of nanocrystalline materials are dominated
by their ultrafine grain sizes and their large number of grain
boundaries. Much research has been done to determine the
structure of nanocrystalline materials. Most of the results
have been interpreted according to a two-components
microstructure: perfect long-range ordered atomic arrange-
ment within the grains and a random interfacial atomic
arrangement [16, 24, 26, 27]. Because of their ultrafine grain
size, nanocrystalline materials have a significant fraction of
their atoms in grain boundary environments, where they
occupy positions relaxed from their normal lattice sites. For
conventional high-angle grain boundaries, these relaxations
extend over about two atomic planes on either side of the
boundary, with the greatest relaxation occurring in the first
plane [28, 29]. The percentage of atoms in grain bound-
aries (including grain boundary junctions) of a nanocrys-
talline material is a function of grain diameter [30], assum-
ing that the average grain boundary thickness ranges from
0.5 to 1.0 nm, about 2 to 4 atomic planes. Assuming that
grains are spherical, the volume fraction of nanocrystalline
materials associated with the boundaries can be calculated
[31].

1.2.2. Synthesis and Processing
of Nanocrystalline Materials

In principle, any method capable of producing very fine
grain size polycrystalline materials can be used to pro-
duce nanocrystalline materials. If a phase transformation
is involved, for example, liquid to solid or vapor to solid,
then steps have to be taken to increase the nucleation
rate and decrease the growth rate during formation of the
product phase. The methods include inert gas condensation
[32], mechanical milling [33], chemical vapor deposition [34],
sputtering [35], spray conversion processing [36], electrode-
position [37], sol–gel processing [38], spark erosion [39],
plasma processing [40], and quenching a melt under high
pressure [41]. Among these, gas condensation and mechan-
ical milling methods are the most commonly used. A typical
apparatus [16, 42] for gas condensation is widely used for
synthesis of nanocrystalline materials by the in-situ consoli-
dation of gas-condensed clusters.

Mechanical milling (MM) is a popular method for
making nanocrystalline materials because of its simplicity,
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the relatively inexpensive equipment needed, and the appli-
cability to essentially all classes of materials. MM produces
nanostructures not by cluster assembly but by the structural
decomposition of coarser-grained structures as the result
of severe plastic deformation. The major advantage often
quoted is the possibility for easily scaling up to tonnage
quantities of material for various applications [43]. This pro-
cess consists of repeated welding, fracturing, and reweld-
ing of powder particles in a dry high-energy ball mill. In
this process, a metal, an alloy, or mixtures of elemental
or pre-alloyed powder are subjected to grinding under a
protective atmosphere in equipment such as attrition mills,
vibrating ball mills, and shaker mills. A majority of the
work on nano-crystalline materials has been carried out in
highly energetic small shaker mills, and it has been shown
that nanometer-sized grains can be obtained for almost any
material after sufficient milling time. The grain sizes were
found to decrease with milling time down to a minimum
value, which appeared to scale inversely with the melt-
ing temperature. Further, mechanical alloying of immisci-
ble metals can be achieved with very large metastable solid
solutions, presumably related to solute segregation at the
nanocrystalline grain boundaries [33].

2. MAGNESIUM–NICKEL ALLOYS
FOR HYDROGEN STORAGE

In the early 1970s, the interest in metal hydrides and the
development of their applications started with the discovery
of hydrogen absorption by LaNi5 [44] at Philips Research
Laboratories in Holland and FeTi [45] at the Brookhaven
National Laboratory in the United States. Since then, many
metals, intermetallics, and alloys that react reversibly with
hydrogen to form hydrides have been observed. In the 1970s
and 1980s, the practical applications for these new materi-
als included hydrogen storage, hydrogen compression and
purification, heat pumping, refrigeration, and thermal stor-
age [46]. Later in the 1980s, utilizing hydrogen storage
alloys instead of cadmium as an anode material in alkaline
rechargeable batteries had brought about a revolution in
power sources. By 1990, the first Ni-MH batteries reached
the marketing stage [47]. In late 1997, a hybrid electric vehi-
cle power-assisted by a high-power Ni-MH battery was com-
mercialized in Japan by Toyota [48]. More recently, atten-
tion has been paid to the investigation and development
of various new hydrogen storage alloys with high hydrogen
absorption capacities and low costs.

2.1. Types of Hydrogen Storage Alloys

The hydrogen storage alloys in common use are classified
in terms of their stoichiometric composition into four cate-
gories: AB5, AB2, AB, and A2B types [49]. Here are some
examples of hydrogen storage alloys studied by researchers
around the world:

• AB5-type (LaNi5; La is often replaced by mischmetal
(Mm), which is a commercial mixture of rare earths,
predominated by Ce, La, Nd, and Pr. Ni is partially
substituted by Al, Si, Fe, Mn, Sn, etc.)

• AB2-type (MgNi2, ZrV2, ZrCr2, TiV2, TiMn2, TiCr2,
ZrNi2, ZrMn2, etc.)

• AB-type (TiNi, MgNi, CaNi, TiFe, etc.)
• A2B-type (Ti2Ni, Mg2Ni, Mg2Cu, etc.)

In these alloys, it is the A component which forms the sta-
ble hydride. The B component performs several functions
[50]: (i) playing a catalytic role in enhancing the hydrid-
ing/dehydriding characteristics; (ii) altering the equilibrium
pressures for the hydrogen absorption/desorption and rais-
ing it or lowering it to a desired level, and (iii) stabiliz-
ing the alloys. The last function is important because some
of the A components can be readily oxidized. The hydrid-
ing/dehydriding characteristics of these alloys can be altered
by a partial substitution or a small addition of other ele-
ments. Anani and co-workers [50] summarized the roles of
some substitutes or additives as follows: (i) to increase or
decrease the crystal lattice constants, thereby changing the
equilibrium pressure for hydrogen absorption/desorption;
(ii) to decrease the hysteresis during hydrogen absorp-
tion/desorption; (iii) to catalyze hydriding/dehydriding reac-
tions; and (iv) to improve the stability of these alloys,
thus preventing oxide formation on one or more of the
components.

2.2. Magnesium-Based Alloys
for Hydrogen Storage

Magnesium is the lightest of the commercial structural mate-
rials and is the sixth most abundant element on the earth.
Magnesium can also reversibly store about 7.65 wt.% hydro-
gen according to the reaction (Mg+H2 → MgH2�. MgH2
contains much more hydrogen than other metal hydrides.
Unfortunately, the reaction is generally difficult to nucleate
because the surface is usually contaminated by magnesium
oxide (MgO), or magnesium hydroxide (Mg(OH)2� which
either inhibits the dissociative adsorption of hydrogen or the
transfer of hydrogen from the surface to bulk.

In order to eliminate the limitations of using Mg alone,
studies of numerous metal additions to Mg (binary, ternary,
and multicomponent) were carried out in order to find the
optimum alloy for hydrogen storage. Reilly and Wiswall
[51, 52] reported a fairly rapid reaction of Mg2Ni and
Mg2Cu with hydrogen at about 300 �C. They concluded that
the presence of Ni or Cu has a catalytic effect on the hydro-
genation of Mg. The catalytic effect of these elements is
probably due to the formation of oxide-free penetration sites
on the surface of Mg particles, as reported for the Mg-
Mg2Cu system [53–55].

2.3. Mg–Ni Based Alloys
for Hydrogen Storage

It is known that in the phase diagram of the Mg-Ni sys-
tem, two intermetallic compounds are formed: Mg2Ni and
MgNi2. The latter does not react with hydrogen at pressures
up to 540 atm in the temperature range −196 to 300 �C.
However, Mg2Ni reacts with hydrogen to form a ternary
hydride Mg2NiH4 even at room temperature, and it will
react rapidly at 200 �C and a pressure of 14 atm [51]. The
hydrogen content in Mg2NiH4 is about 3.6 wt.%, which is
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still a very good value compared to other hydrogen storage
materials, but it is less than one-half the amount of hydrogen
in MgH2 (7.65 wt%).

Substitution is one of the most widely used methods
to control or improve the hydrogenation properties of the
hydrogen storage alloys. Many substituted Mg2Ni alloys have
been investigated with a view to improving their hydrogena-
tion properties. In the early 1980s, Oesterricher et al. [56]
suggested that the partial substitution of Mg in Mg2Ni by
an element with a more exothermic heat of hydride forma-
tion, such as Ca, Sc, or Y, might result in a rise of equilib-
rium pressure for the substituted Mg2Ni. This would bring
Mg2Ni into the range of reversible room temperature hydro-
gen sorption. Yvon et al. [57] suggested that the maximum
hydrogen concentration of this compound is mainly limited
by electronic factors and that structurally related compounds
having more than four hydrogen atoms per formula unit
could possibly be stabilized by partially replacing Ni with a
transition metal of lower valence, or Mg by a non-transition
metal of higher valence.

The compounds prepared by partially replacing Ni by 3d
elements [58–62], and Mg by non-transition elements [61],
in the binary phase of Mg2Ni show that the alloys prepared
could not form to hydrides having more than four H atoms
per formula unit. On the other hand, they show some inter-
esting properties with respect to hydriding and dehydrid-
ing kinetics as well as the dissociation temperature of the
hydride. It was also reported [63–65] that the partial substi-
tution of Mg by 3d metals on Mg-rich, rare-earth intermetal-
lic compounds resulted in improved dehydriding kinetics.

In order to achieve partial substitution of Ni atoms in
Mg2Ni by iron or cobalt, some experiments were performed
by Mintz et al. [58]. However, no significant amount of
substitution occurred in the Mg2Ni1−xMx (M = Fe or Co)
systems. The highest substituent concentrations of about
2 at.% were obtained for Co. The effects of these low-
concentration additives on the stability of the corresponding
hydrides were negligible. The same observation was reported
by Darnaudery et al. [60] for the addition of Mn or Ti,
but they did observe the substitution of other elements
such as V, Cr, Fe, Co, Cu, and Zn. On the contrary, Lupu
et al. [62] reported that there was no substitution of Ni by
Fe in Mg2Ni1−xFex �x ≤ 0.37) alloys. This was explained
on the basis of Extended X-ray Absorption Fine Structure
(EXAFS) measurements with Mössbauer spectral results. In
this range of composition multiphase alloys were obtained
containing Mg2Ni, Mg, and more or less finely dispersed Fe
in the form of isolated atoms or small clusters as proved by
the EXAFS technique and Mössbauer spectroscopy. Thus
they confirmed that there is no significant substitution of Ni
by Fe atoms in the Mg2Ni lattice, which is in agreement with
the observation of Mintz et al. [58].

A study of the action of hydrogen on Mg2Ni1−xMx (M =
V, Cr, Fe, Co, Cu, or Zn; x = 0�25) alloys has been car-
ried out [60]. Hydriding of the alloys resulted in the forma-
tion of quarternary hydrides. The hydriding process leads
to ternary alloys, except in the case of the Cu-containing
alloy. This behavior of Mg2Ni0�75Cu0�25 seems to be similar to
that of Mg2Cu due to the decomposition of the alloy during
the hydriding reaction [52]. The thermal stabilities of these

compounds are close to that of Mg2NiH4. In each case the
hydrogen/alloy mole ratio is lower than for Mg2NiH4.

The replacement of Ni in Mg2Ni by the 3d elements
alters the dissociation temperature markedly. For exam-
ple, the dissociation temperature in 1 atm pressure for
the Cu-containing alloy drops significantly from 250 �C to
227 �C, whereas for the Co-containing alloy this temper-
ature increases to 267 �C. The absorption and desorption
rates for Mg2Ni1−x Mx alloys are close to those obtained
with Mg2Ni except for the Co-containing alloy. Because of
the encouraging results obtained with the Mg2Ni1−xCux sys-
tem, Darnaudery et al. [66] continued their work on the
same system by varying the x values from 0 to 0.85 in order
to optimize the composition. The absorption and desorption
rates for these alloys are close to those obtained with Mg2Ni.

Au and co-workers [67] have investigated the hydrogen
storage properties of multi-component Mg-based alloys and
found that Mg0�833Ni0�066Cu0�095Ml0�006 (Ml stands for La-rich
mischmetal) has good hydriding/dehydriding properties. It
can absorb 4.75 wt.% hydrogen at 330 �C under 0.1 MPa
pressure in 0.5 h. The alloying elements Ni, Cu, and Re
(rare-earth metal) are identified as having positive effects on
the kinetic properties of Mg-based alloys. The intermetallic
compound of Mg with Ni, Cu (and Re), namely Mg2(Cu,
Ni), plays the key role in improving the kinetic properties of
the multicomponent Mg-based alloy.

Iwakura et al. [68] investigated the effect of partial sub-
stitution of Mg in MgNi with both Ti and V and found
that subsequent surface modification with graphite greatly
enhanced the hydrogen desorbability of the MgNi alloy com-
pared with either the partial substitution or the surface
modification.

2.4. Hydrogenation Properties
of Nanocrystalline and Amorphous
MgNi Alloys

As Mg and Mg-based alloys are some of the most promis-
ing hydrogen storage alloys, there has been extensive work
on Mg-based hydrogen storage alloys for more than three
decades, from both fundamental and applications points
of view. In recent years, it has been found that ball
milling is a highly effective method of improving the hydrid-
ing/dehydriding kinetics and hydrogenation characteristics
of Mg-based alloys. In the late 1980s, Khrussanova et al.
reported that ball milling a 90 wt.% Mg and 10 wt.% TiO2
mixture in a planetary mill results in improvement of the
absorption and desorption characteristics of magnesium [69]
and that ball milling is favorable to the appearance of a
clean Mg surface without the usual thin oxide film [70].
Ball-milled 90 wt.% Mg and 10 wt.% V2O5 mixture is acti-
vated quickly and has a high hydrogen capacity which is
preserved after prolonged cycling. It also has good desorp-
tion characteristics [71]. Ball milling can also greatly improve
the hydrogen absorption rate of Mg2Ni intermetallic com-
pound [72]. Song [73–75] investigated the hydriding and
dehydriding characteristics of mechanically milled Mg and
mechanically alloyed mixtures with the compositions Mg-x
wt.% Ni (x = 5, 10, 25, and 55) using a planetary mill. The
results indicated that the Mg-x wt.% Ni and Mg-25 wt.%
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Ni mixtures are easily activated with the activation acceler-
ated within 5 min, and also show much larger hydrogen stor-
age capacities and much higher hydriding rates, and higher
dehydriding rates, than other magnesium-based alloys or
mixtures. Mechanically milled Mg-based composites, Mg-G
(graphite) and Mg-Pd-G (graphite), were extremely active
with respect to hydrogen absorption even at 27 �C and
showed good reversibility for hydriding/dehydriding [76–79].
The ball-milled MgNi alloy with graphite can also absorb
hydrogen at 30 �C in much larger quantities than that pre-
pared by induction melting [80]. Considerable work has also
been done on ball milling ternary hydrogen storage alloys,
such as Mg2Ni1−xZrx (0 < x ≤ 0�3) [81], and Mg-based com-
posite [82–85], which has led to better hydriding/dehydriding
kinetics and/or larger hydrogen absorption abilities of the
materials.

Ball milling is the most effective and simplest method to
manufacture nanocrystalline and amorphous MgNi alloys.
The activation of nanocrystalline Mg2Ni is much easier, or
even unnecessary. At high temperatures (about 300 �C), the
hydrogen absorption rate is very high, even for as-made
nanocrystalline samples. The absorption rate can be fur-
ther improved by applying one hydrogenation cycle as a
pretreatment. Nanocrystalline Mg2Ni also exhibits hydrogen
absorption at lower temperatures (for instance at 200 �C,
i.e., below the temperature of structural transformation of
the Mg2NiH4 hydride) without any activation [86]. Tanaka et
al. investigated the hydrogen absorbing rates and pressure–
composition isotherms (P -C-T ) of nanocrystalline MgNi
and MgNi-Re (Re = La, Nd) alloys prepared by a melt-
spinning and crystallization method. These nanocrystallized
alloys, particularly of the MgNi-Re systems, exhibit excel-
lent hydrogen absorbing kinetics and P -C-T characteristics
in comparison with those of the corresponding as-cast alloys
with coarse eutectic structure [87].

Orimo et al. investigated the hydrogenation proper-
ties of amorphous MgNi alloys prepared by ball milling
under a hydrogen atmosphere [88, 89]. The hydrogen
pressure–composition isotherms in dehydriding processes of
amorphous MgNi alloy show that the dehydriding reaction
proceeds below 0.1 MPa even at 160�C. The pressure depen-
dence of the hydrogen content is small, compared to the
other amorphous alloys with a broad site energy distribution
for hydrogen atoms, such as the FeTi system [90, 91]. This
suggests that the energy distribution is narrower in amor-
phous MgNi alloy. Funaki et al. [92] synthesized amorphous
MgNiCx (x = 0–1.31) by mechanical alloying of amorphous
MgNi and graphite as starting materials. Upon hydrogena-
tion of MgNiCx, the atomic ratio of hydrogen plus carbon to
metal (H+C)/M remained at a constant value of about 0.9.

Tsushio and co-workers investigated the effect of elemen-
tal substitutions on the hydrogenation properties of amor-
phous MgNi0�86M0�03 (M = Cr, Fe, Co, Mn) alloys prepared
by ball milling [93]. Most of the P -C-T curves were com-
pletely different from those of the crystalline Mg2Ni-H2,
Mg-H2 systems, and even amorphous MgNi alloy [89]. They
show a monotonic increase of hydrogen content with the
logarithm of applied pressure with no plateau. The synthesis
and hydriding/dehydriding properties of Mg2Ni1�9M0�1 (M =
none, Ni, Ca, La, Y, Al, Si, Cu, and Mn) alloys mechan-
ically alloyed from Mg2Ni1�9M0�1 and Ni powder were also

reported [94]. The pressure–composition isotherms of amor-
phous Mg2Ni1�9M0�1 (M = none, Ca, and Cu) indicate that
elemental substitutions of amorphous MgNi alloys can effec-
tively change their hydriding/dehydriding properties [94].
The formation of amorphous or nanocrystalline Mg-based
hydrogen storage alloys produced by ball milling results
in dramatic changes in hydrogen sorption properties, espe-
cially by elimination of the need for activation and improve-
ment of hydriding/dehydriding kinetics. Yang et al. have
successfully synthesized Mg2Ni0�75M0�25 (M = Ti, Cr, Mn,
Fe, Co, Ni, Cu, and Zn) alloys by the ball-milling diffusion
method [95]. Results show that the alloys after treatment
have the best performance: the hydrogen desorption capac-
ity reaches the highest value after only two adsorption/
desorption cycles. The ratio of H/M is about 1.18 (approx.
3.3 wt.%) under the STP conditions for each alloy. After
substitution for Ni in Mg2Ni (Fig. 1), there are three results:
Cr, Mn, and Co all lower the decomposition plateau pres-
sure of Mg2Ni; Ti and Cu have the opposite effect on Mg2Ni
from Cr, Mn, and Co; Fe and Zn have little effect. The
preparation and hydrogen absorption/desorption capacities
of the alloys reported by various researchers are shown in
Table 1.

3. MAGNESIUM–NICKEL ALLOYS
ELECTRODES FOR Ni-MH BATTERIES

After the invention of the Pb-acid battery in 1859 and the
Ni-Cd battery in 1899, no successful rechargeable battery
appeared for 90 years. The Ni-MH battery is the third prac-
tical secondary battery and is now a key component not only
for advanced information and telecommunication systems,
but also for the next generation of vehicles in which energy
can be used efficiently with low emissions to the environ-
ment. The key materials for this high-tech battery are the
hydrogen storage alloys [48].
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Figure 1. P-C desorption isotherms of the ternary Mg2Ni0�75M0�25 alloys.
Reprinted with permission from [95], H. B. Yang et al., J. Alloys Comp.
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Table 1. Preparation method and hydrogen absorption/desorption capacity of the alloys reported by various researchers.

Hydrogen absorption/desorption
Alloys Preparation capacity of the alloy Ref.

MgNi MgNix alloys were prepared by ball milling 2.0 wt.% [130]
MgNi1�5 mixtures of metallic Mg and Ni 1.1 wt.%
MgNi2 0.7 wt.%

MgNi MgNi alloy was prepared from Mg and Ni An amount of absorbed hydrogen [80]
mixed powders by mechanical alloying saturated at H/M ratios of ca. 1.0 and
under Ar for seven days 0.58 for the alloys prepared by MA and

induction melting respectively

Mg2Ni0�75M0�25 Mg, Ni, and M powders were mixed, H/M = 1.3, ≈3.3 wt.% [95]
(M = Ti, Cr, Mn, Fe, ball-milled under Ar for 2 h, pressed

Co, Ni, Cu and Zn) to pellets, and sintered in Ar

Mg2Ni Mixing of Mg and Ni powders, At 200 �C, 2.6 wt.% (abs.) at 5 Mpa [128]
then mechanical alloying 120 h At 300 �C, 3.75 wt.% (abs.) at 5 MPa

Mg2Ni0�9Cu0�1 Mechanical alloying 120 h At 200 �C, 3. wt.% (abs.) at 0.01 MPa

Mg2−xNi (x = 0) Mg flakes and Ni powders were premixed H/M = 0.11 [117]
Mg2−xNi (x = 0�25) and poured into a die cavity. The mixture H/M = 0.23
Mg2−xNi (x = 0�5) of powders was repeatedly extruded H/M = 0.26

and compressed using a high-speed
(Nanostructured) forging machine Alloys were immersed in 6 M

KOH solution for 44 h

Mg2Ni Mg, Ni, and Zr powders were mixed, 3.3 wt.% for Mg2Ni0�7Zr0�3, which is a [131]
Mg2Ni1−xZrx ball-milled under Ar for 2 h, little higher than that of Mg2Ni

pressed to pellets, and sintered in Ar

Mg2Ni+Ni Alloys were prepared in an induction H/M = 0.1 for Mg1�9Al0�1Ni (80 �C), [110]
Mg1�9M0�1Ni (M = Al, Mn) furnace under inert gas, pulverized, Mg1�9Mn0�1Ni (125 �C), and

then mechanically ground (MG) for 100 h Mg2Ni (150 �C)

MG-Mg2Ni+Ni H/M = 1.2 (80 �C)

Mg2Ni-Ni composite Ingot of Mg2Ni alloy was prepared by H/M = 1.02, ≈4.0 wt.% for Mg2Ni [132]
induction melting, pulverized, and 2.4 wt.% for Mg2Ni-Ni
mixed with Ni powder

Crystalline Mg2Ni Theoretical value 3.6 wt.% on
basis of Mg2NiH4

Mg1�8Ag0�2Ni Pure Mg, Ni, and Ag metal powders were Hydriding and dehydriding process [139]
mixed, ground, and ball-milled under Ar; can take place at 150 �C.
pressed into pellets under Ar and Hydrogen storage capacity reached
heated for 4 h 2.2 wt.% at 150 �C

In 1969, Zijlstra and Westendorp accidentally found dur-
ing research on rare-earth magnets (SmCo5� that rare-earth
intermetallic compounds absorbed large amounts of hydro-
gen [96], opening a new scientific and technical field—
hydrogen storage alloys. Soon after the discovery of hydro-
gen storage alloys, intermetallic compounds were applied
as “hydrogen storage alloy electrodes,” for instance, TiNi-
Ti2Ni [96], LaNi5 [97, 98], and LaNi5−xMx (M = Al, Cr,
Cu, Mn) [99–101]. Markin et al. constructed and evaluated
the rechargeable nickel–metal hydride (Ni-MH) batteries
composed of nickel hydroxide positive electrodes and metal
hydride negative electrodes using LaNi5 [102, 103].

Since 1985, a tremendous research and development
effort has been conducted on MH electrodes and the Ni-MH

battery, leading to outstanding progress in every area of
performance. The good combination of both metal hydride
technology and Ni-Cd technology resulted in the rapid com-
mercialization of the sealed Ni-MH battery by the end of
1990 [104]. The hydrogen storage alloys used for the nega-
tive electrode materials of Ni-MH batteries must satisfy the
following requirements [7, 105, 106]:

• Large electrochemical hydrogen storage capacity.
• High electrochemical catalytic activity.
• High durability against oxidation in concentrated alka-

line solution.
• Good electrochemical hydriding-dehydriding kinetics.
• Low cost.
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Table 2. Capacity of MgNi-based alloy electrodes.

Discharge Discharge
current density capacity

Alloy (mA/g) (mAh/g) Ref.

Mg2Ni-Ni composite 1090 (theo.) [112]
Mg2Ni 50 very low
Ball-milled Mg2Ni 440
Mg2Ni-Ni composite 1082
(Homogeneous amorphous) mAh/g(Mg2Ni)
(Ball milling)

Mg2Ni-Ni composite 50 870 [111]
(Homogeneous amorphous) mAh/g(Mg2Ni)
(Ball-milling)

MG-Mg2Ni+Ni 20 750 mAh/g(Mg2Ni) [109]
MG-Mg1�9Al0�1Ni 690 mAh/g(alloy) [110]
(All are amorphous)
(Mechanical grinding)

Mg50Ni50 100 387�2 [126]
Mg50Ni45Ti5 400
Mg50Ni45Zn5 388�3
Mg50Ni45Mn5 345
Mg50Ni45Cu5 343�3
Mg50Ni45Fe5 273�3
Mg50Ni45Co5 247�5
Mg50Ni45Zr5 239�2
Mg50Ni45W5 226�7
Mg50Ni45Cr5 204�2
Mg50Ni45Se5 93�3
Mg50Ni45Sb5 28�3
Mg50Ni45C5 13�3
(All are amorphous) mAh/g(alloy)
(Mechanical alloying)

Mg0�9Ti0�06V0�04Ni 50 510 [124]
Mg0�9Ti0�1Ni 490
Mg0�9V0�1Ni 480
MgNi 520
(All are amorphous) mAh/g(alloy)
(Mechanical alloying)

MgNi 50 490 [113]
MgNi1�5 370
MgNi2 200
(All are amorphous) mAh/g(alloy)
(Mechanical alloying)

Amorphous MgNi 20 522 [140]
(Ball milling) mAh/g(alloy)

Mg2Ni (Surface fluorination) 100 120 [141]
(Mechanical alloying)
Mg2Ni (without fluorination) 130

Mg50Ni50 (12 h) 20 15 [127]
(24 h) 365
(60 h) 500

Mg50Ni50 (12 h) 100 7�5
(24 h) 255
(60 h) 405

continued



782 Magnesium–Nickel Nanocrystalline and Amorphous Alloys for Batteries

Table 2. Continued

Discharge Discharge
current density capacity

Alloy (mA/g) (mAh/g) Ref.

Mg50Ni50 (as-cast) 20 50
Mg50Ni40Co10 450
Mg50Ni45Si5 422
Mg50Ni45Al5 285
Mg50Ni22�5Co22�5Si5 158
Mg50Ni40Co10 100 324
Mg50Ni45Si5 181
Mg50Ni45Al5 110
Mg50Ni22�5Co22�5Si5 106
(All are amorphous) mAh/g(alloy)
(Mechanical alloying)

Mg2Ni (120 h-milled) 10 170 [128]
Mg2Ni0�9Cu0�1 (120 h-milled) 350
Mg2Ni0�9Mn0�1(120 h-milled) 130
Mg2Ni0�9Co0�1 (120 h-milled) 40
(Nanocrystalline) mAh/g(alloy)
(Mechanical alloying)

MgNi-Pd 50 110–410 [142]
MgNi-La 27–34
MgNi-Ca 30–120
(amorphous) mAh/g(alloy)

MgNi by ball milling Mg2Ni 250 30 [143]
(amorphous) 80 149

40 255
20 388
10 435
5 496

mAh/g(alloy)

MgNiCx (x = 0) 20 522 [144]
MgNiCx (x = 3�5 wt.%) 332
(Mechanical alloying) mAh/g(alloy)

Mg2Ni (Ni-mixed) 50 95 mAh/g(Mg2Ni) [129],
(Polycrystalline) [123]

Mg2Ni (Ni-ball-milled) 50 680 mAh/g(Mg2Ni)
(Amorphous) 100 538 mAh/g(Mg2Ni)

200 390 mAh/g(Mg2Ni)

Mg2Ni (Ni-coated) 50 756 mAh/g(Mg2Ni)
(Amorphous) 100 612 mAh/g(Mg2Ni)

200 440 mAh/g(Mg2Ni)

Mg2Ni (ball-milled with Co 50 476 mAh/g(Mg2Ni)
powder) 100 440 mAh/g(Mg2Ni)

200 390 mAh/g(Mg2Ni)
Mg2Ni0�9Mn0�1 50 118 mAh/g(alloy)

100 5 mAh/g(alloy)
Mg2Ni0�9Mn0�1 (ball-milled) 50 672 mAh/g(alloy)

100 437 mAh/g(alloy)
200 140 mAh/g(alloy)

Mg2Ni0�9Mn0�1 (Ni-coated) 50 780 mAh/g(alloy)
100 546 mAh/g(alloy)
200 190 mAh/g(alloy)

Mg1�85Ti0�15Ni0�9Co0�1 50 778 mAh/g(alloy)
(Amorphous) 400 560 mAh/g(alloy)

continued
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Table 2. Continued

Discharge Discharge
current density capacity

Alloy (mA/g) (mAh/g) Ref.

Mg1�9Al0�1Ni0�8Co0�1Mn0�1 50 630 mAh/g(alloy) [121]
(Ball-milled with Ni for 50 h,
alloy is amorphous)

Mg1�9Al0�1Ni0�8Co0�1Mn0�1 50 510 mAh/g(alloy)
(Ball-milled with Ni for 120 h,
alloy is amorphous)

Mg2−xNi (x = 0) 17 414 [117]
Mg2−xNi (x = 0�25) 17 445
Mg2−xNi (x = 0�5) 17 534
(After forging and
compression cycles,
implying amorphous for
x = 0�25 and 0.5)

3.1. Capacities of Mg-Ni-Based
Alloy Electrodes

In recent years, some research has shown that the MgNi-
type alloys are promising materials for increasing the nega-
tive electrode capacity of Ni-MH batteries.

By sintering Mg and Ni powders in their required propor-
tions under an argon atmosphere, crystalline Mg2Ni alloys
can be prepared. The sintered crystalline Mg2Ni alloys have
extremely low discharge capacities of only 15 or 18 mAh/g
at a discharge current density of 50 mA/g, which is negligibly
small in comparison with their theoretical discharge capac-
ity. Thus, common crystalline Mg2Ni alloy is not suitable for
use as a rechargeable anode material in an alkaline solution
at room temperature.

Orimo and Fujii [107] reported that by ball milling Mg2Ni
with Ni powder, the resulting MgNi alloy absorbed hydro-
gen more easily than the initial crystalline Mg2Ni alloy.
Iwakura et al. [108] have also improved the discharge capac-
ity of MA Mg-based alloy with graphite surface modifica-
tion by ball milling (BM). Kohno et al. reported that by
mechanical grinding of Mg2Ni alloys with Ni powders, a dis-
charge capacity of 750 mAh/g (Mg2Ni) was obtained at a
discharge current density of 20 mA/g [109, 110]. Iwakura
et al. reported that the calculated discharge capacity of
the Mg2Ni-Ni composite is ∼1090 mAh/g(Mg2Ni) [112],
while a Mg2Ni-70 wt.% Ni (Mg2Ni/Ni = 1/1.28 in mole
ratio) composite had a homogeneous amorphous structure
and exhibited a maximum discharge capacity of ca. 1082
mAh/g(Mg2Ni) (636 mAh/g(Mg2Ni + Ni)) at 30 �C [111,
112]. However, the capacity decay of the Mg-based alloy
electrode is still serious, which makes it difficult to use as
an electrode material in practice.

Table 2 lists the capacity of MgNi-based alloy electrodes
reported by various researchers. It is seen from Table 2 that
the addition of other elements can increase the discharge
capacities of Mg2Ni electrodes. Cui and co-workers reported
a discharge capacity of 150 mAh/g for Mg1�9Al0�1Ni0�9Y0�1
alloy [114, 115] and 90 mAh/g for Mg1�8Ti0�2Ni0�75Fe0�25 alloy
[116] compared with only 8 mAh/g for Mg2Ni alloy at a dis-
charge current density of 5 mA/g.

3.2. Cycle Lives of Mg-Ni-Based
Alloy Electrodes

When Mg is immersed in an alkaline solution, hydrogen gas
generation and Mg(OH)2 formation take place, but these
reactions terminate soon after immersion because the Mg
surface is coated with Mg(OH)2. Mg(OH)2 could thus also
form on the Mg2−xNi alloy surfaces. Kuji et al. found that
during the first charging–discharging cycle, the alloys were
severely corroded. Especially during the discharging process,
the alloys were anodically polarized, so that the maximum
hydrogen concentration obtained by the second charging
process was markedly reduced and as a result only a small
discharge capacity was obtained [117].

Microencapsulation of Mg2Ni-type alloys by metal and
alloy coatings can improve the electrode performance.
Luo and Cui [118] increased the discharge capacity of
Mg1�9Al0�1Ni0�9Y0�1 alloy to about 175, 200, and 230 mAh/g
at a current density of 10 mA/g by microencapsulation with
Ni-B, Ni-P, and Ni-Pd-P, respectively. The discharge capac-
ity of the bare Mg1�9Al0�1Ni0�9Y0�1 alloy was only 140 mAh/g
at the same discharge current density. Lei et al. prepared
MgNi alloy by mechanical alloying (MA) and demonstrated
discharge capacities of around 500 mAh/g at a current den-
sity of 20 mA/g [119, 120]. Mg1�9Al0�1Ni0�8Co0�1Mn0�1 alloy
fabricated by ball milling with Ni powder for 50 h showed
good discharge capacity at a discharge current density of
50 mAh/g [121].

Zhang et al. [113] reported that the cycle performance of
MgNix alloys can be significantly enhanced by increasing the
x value. The X-ray patterns of the MgNix alloys show that
only broad peaks at around 40–45� were observed, indicating
that amorphous MgNix phases were formed for the MgNi,
MgNi1�5, and MgNi2�0 alloys shown in Figure 2. The charge–
discharge capacities of MgNix alloys as a function of the
cycle number are shown in Figure 3.

The electrode containing the nickel ball-milled
Mg1�8Ti0�2Ni alloy gave a discharge capacity of 720 mAh/g
at a discharge current density of 50 mAh/g and over 42
cycles to a specific capacity of 100 mAh/g [122]. A discharge
capacity of 780 mAh/g was achieved at a discharge current
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Figure 2. X-ray diffraction patterns of MgNix alloys (x = 1� 1�5 and
2.0). Reprinted with permission from [113], S. G. Zhang et al., J. Alloys
Comp. 293–295, 552 (1999). © 1999, Elsevier Science.

density of 50 mAh/g for Ni-coated Mg2Ni0�9Mn0�1 electrodes
[123]. Figure 4 shows the discharge capacities of the bare,
nickel ball-milled, and nickel coated Mg2Ni0�9Mn0�1 alloy
electrodes as a function of cycle number. Figure 5 shows
the discharge capacity as a function of the cycle number
for Mg2Ni alloy, ball-milled Mg2Ni alloy, and Mg2Ni-Ni
composite. The Mg2Ni-Ni composite exhibited a longer
cycle life than the ball-milled Mg2Ni alloy and Mg2Ni alloy.

Mg0�9Ti0�06V0�04Ni alloy prepared by mechanical alloy-
ing showed better performance than either Mg0�9Ti0�1Ni or
Mg0�9V0�1Ni alloy [124]. Figure 6 shows that the discharge
capacity of MgNi alloy decreases greatly with increasing
discharge current density, which may be due to the low
electrochemical reactivity of the alloy surface and poor dif-
fusivity of hydrogen into the alloy bulk [68]. In charge–
discharge cycle tests, the partial substitution of Mg with
Ti and V or surface modification with graphite suppressed
the decay of discharge capacity with increasing cycle num-
ber. Mg0�9Ti0�06V0�04Ni alloy modified with graphite exhib-
ited further improved cycle performance as compared with
either unmodified Mg0�9Ti0�06V0�04Ni or MgNi alloy modified

Figure 3. Discharge capacity as a function of the cycle number for the
MgNix alloys (x = 1� 1�5, and 2.0). Reprinted with permission from
[113], S. G. Zhang et al., J. Alloys Comp. 293–295, 552 (1999). © 1999,
Elsevier Science.
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Figure 4. The discharge capacities of the bare, nickel ball-milled, and
nickel-coated alloy Mg2Ni0�9Mn0�1 electrodes as a function of cycle num-
ber. Reprinted with permission from [129], H. K. Liu et al., Materials
Science Forum 315–317, 545 (1999). © 1999, Trans Tech Publications
Ltd.

Figure 5. Discharge capacity (30 �C) as a function of the cycle number
for the Mg2Ni alloy, ball-milled Mg2Ni alloy, and Mg2Ni-Ni compos-
ite electrodes. Reprinted with permission from [111], S. Nohara et al.,
J. Alloys Comp. 267, 76 (1998). © 1998, Elsevier Science.

Figure 6. Discharge capacities at 30�C as a function of discharge cur-
rent density for MgNi, Mg0�9Ti0�06V0�04Ni, MgNi-graphite composite, and
Mg0�9Ti0�06V0�04Ni-graphite composite electrodes. Reprinted with per-
mission from [68], C. Iwakura et al., J. Solid State Ionics 148, 499 (2002).
© 2002, Elsevier Science.
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Table 3. Discharge capacity and cycle life of the Mg-based alloy electrodes reported by various researchers.

Alloy composition Capacity (mAh/g) Cycle life to capacity (mAh/g) Ref.

Mg2Ni+Ni 750 20 (250 mAh/g) [110]
Mg1�9Al0�1Ni+Ni 690 20 (400 mAh/g)
(Mechanical grinding)

Mg2Ni 95 8 (0 mAh/g) [129]
Mg2Ni (ball-milled) 680 18 (100 mAh/g)
Mg2Ni (Ni-coated) 756 56 (100 mAh/g)
Mg2Ni0�9Mn0�1 118 7 (0 mAh/g)
Mg2Ni0�9Mn0�1(ball-milled) 672 20 (100 mAh/g)
Mg2Ni0�9Mn0�1(Ni-coated) 780 62 (100 mAh/g)

BM- Mg2Ni 420 12 (100 mAh/g) [123]
BM-Ni-Mg2Ni 680 28 (100 mAh/g)
BM- Mg1�8Ti0�2Ni 490 20 (100 mAh/g)
BM-Ni-Mg1�8Ti0�2Ni 720 42 (100 mAh/g)
BM-Mg1�8Ce0�2Ni 414 17 (100 mAh/g)
BM-Ni-Mg1�8Ce0�2Ni 658 31 (100 mAh/g)
BM-Mg1�8Mn0�2Ni 580 15 (100 mAh/g)
BM-Ni-Mg1�8Mn0�2Ni 560 32 (100 mAh/g)
BM-Mg1�8Co0�2Ni 470 16 (100 mAh/g)
BM-Mg1�8Co0�2Ni 710 38 (100 mAh/g)
Mg2Ni 55 7 (0 mAh/g)
Mg1�9Ti0�1Ni 88 16 (0 mAh/g)
Mg1�8Ti0�2Ni 90 19 (0 mAh/g)
Mg1�9Ce0�1Ni 83 14 (0 mAh/g)
Mg1�8Ce0�2Ni 85 17 (0 mAh/g)
Mg2Ni0�9Mn0�1 78 8 (0 mAh/g)
Mg2Ni0�8Mn0�2 74 7 (0 mAh/g)
Mg2Ni0�9Co0�1 76 9 (0 mAh/g)
Mg2Ni0�8Co0�2 70 10 (0 mAh/g)

Mg1�9Al0�1Ni0�8Co0�1Mn0�1 630 22 (243 mAh/g) [121]
(ball-milled for 50 h)
Mg1�9Al0�1Ni0�8Co0�1Mn0�1 510 22 (280 mAh/g)
(ball-milled for 120 h)

MgNi 490 20 (150 mAh/g) [113]
MgNi1�5 370 20 (210 mAh/g)
MgNi2 200 20 (∼150 mAh/g)
(Mechanical alloying)

Mg0�9Ti0�06V0�04Ni 510 20 (360 mAh/g) [124]
Mg0�9Ti0�1Ni 500 20 (275 mAh/g)
Mg0�9V0�1Ni 480 20 (275 mAh/g)
MgNi 520 20 (200 mAh/g)
(Mechanical alloying)

with graphite [125]. The partial substitution of Ti for Ni
in Mg50Ni50 increases both the discharge capacity and the
degradation rate. The substitution of Zn for Ni shows no
effect on the discharge capacity but increases the deteri-
oration rate. The substitution of Fe, W, Cu, Al, or C for
Ni decreases both the deterioration rate and the discharge
capacity, while the substitution of Se, Sb, Co, or Si decreases
both the discharge capacity and the cycle life [126, 127].
Woo and Lee reported that the discharge capacity of a
nanostructured Mg2Ni electrode is much higher than that
of a polycrystalline one, while the partial substitution of Cu
for Ni increased the hydrogen desorption of the nanostruc-
tured Mg2Ni electrode at 30 �C [128]. All the investigation
suggests that the amorphous Mg-based alloys differ greatly

in nature from the crystalline ones, and Ni may play an
extremely important role in facilitating the absorption and
desorption of hydrogen.

Table 3 lists the discharge capacity and cycle life of the
Mg-based alloy electrodes at different discharge current
densities. The best performance in discharge capacity and
cycle life is found with Ti-containing alloys. It is clearly
seen that the discharge capacity, high-rate discharge capa-
bility, and cycle life of these Mg-based alloy electrodes were
greatly improved by the ball-milling and nickel-coating pro-
cesses. For example, the discharge capacities of the bare
Mg2Ni0�9Mn0�1 alloy electrode at 50 mA/g and 100 mA/g
were only 118 mAh/g and 5 mAh/g, respectively, and
the corresponding discharge capacities of the nickel-coated
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Table 4. Comparison of LaNi5, ZrV2, and Mg2Ni hydrogen storage alloys as the negative electrode of Ni-MH batteries.

Type of alloys AB5 AB2 A2B

Example of alloys LaNi5 ZrV2 Mg2Ni
MmNi3�55Co0�75Mn0�4Al0�3 Cubic or hexagonal [137] Hexagonal
Mm (mischmetal including C15, Zr3V3O, BCC [138]

La, Ce, Pr, Nd) Amorphous-like state [110]
Structure type Hexagonal [137]

Example of hydrides LaNi5H6 ZrV2H5�3 [137] Mg2NiH4

Hydrogen content wt.% 1.4 [138] 2.2, BCC [138] 3.6

Theoretical capacity 372 763 999
(mAh/g)

Practical capacity 300 400 750 [110, 129]
(mAh/g) 780 [111]

870 [111]
Mg2Ni-Ni composite 1082 [112]

Alloy density (g/cm3� 7.8 5.4 2.5

Electrical activation 5 10 1
(cycles at 0.2C rate)

High-rate discharge 0.2C to 5C 0.2C to 1C 0.2C to 0.4C

Capacity decay (0.2C rate) 10% (500 cycles) 8% (1000 cycles) 10% (50 cycles)

Self-discharge high low high

Discharge plate potential −810 −810 −830
(mV vs Hg/HgO)

Commercial price 15 22.5 7.5
($/Kg)

Advantages Environment acceptable Environment acceptable High capacity
Higher specific energy Higher specific energy Light weight
Higher charge-rate capability Higher charge-rate capability Relative abundance

compared with Ni/Cd batteries compared with Ni/Cd batteries Lower cost

Disadvantages Low capacity Low capacity Serious capacity
Expensive Expensive decay
Poisonous element Co Poisonous element V
Deterioration and disintegration Slow electrode activation Poor hydriding/

of electrodes Poor high rate discharge dihydriding
Low charging efficiency kinetics

Present use MmNi3�55Co0�75Mn0�4Al0�3 Used by several companies Under development
is commercialized and mostly
used in Ni-MH battery.

Mg2Ni0�9Mn0�1 electrodes at 50 mA/g and 100 mA/g were
780 mAh/g and 546 mAh/g.

The reasons for the short cycle life of MgNi-based alloy
electrode are that (1) magnesium oxide easily forms on
the alloy surface exposed to air and the MgO layer pre-
vents hydrogen molecules from penetrating into the bulk;
(2) Mg on the surface of MgNi-based alloy is easily cor-
roded to Mg(OH)2 in alkaline solutions, and the insolu-
ble Mg(OH)2 layer may prevent the diffusion of hydrogen
into the alloy bulk to form the hydride. So for improving

the anticorrosion properties and overcoming the kinetic
limitations of MgNi-based alloys, it is necessary to sup-
press the oxidation of the alloys. Yang et al. [133] reported
that the electrochemical properties of the ternary alloys
Mg2−xMmxNi (x < 0�2) show that the substitution of Mm
for Mg reduces the reaction resistances and improves the
absorption/desorption properties. Zhang et al. reported that
the loss of the active hydrogen-absorbing element Mg is
definitely the main cause for cycling capacity deterioration
[134]. Han et al. have reported that Ni and graphite can
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protect the Mg from oxidation in nanocrystalline and amor-
phous Mg2Ni-based alloys for Ni-MH batteries: after 50
cycles, the degradation of the bare electrode was 94% of
maximum capacity, but that of coated electrode with Ni
and graphite was 45 and 76% of maximum capacity [135].
Han et al. reported from electrochemical impedance spec-
troscopy analysis that the charge transfer resistance between
the Mg0�7Ti0�3Ni alloy and the electrolyte does not increase
during charge–discharge cycles. They also reported from
auger electron spectroscopy that the thickness of the sur-
face oxide layer on the Mg0�7Ti0�3Ni alloy is thinner than
that of the oxide layer on the MgNi alloy and from X-
ray photoelectron spectroscopy that the magnesium in the
Mg0�7Ti0�3Ni alloy exists in a metallic state while the tita-
nium forms an oxide layer, indicating that the titanium oxide
layer not only prevents further oxidation of magnesium, but
also induces a nickel-enriched layer on the alloy surface
[136].

Table 4 is the basic information on comparison of the
magnesium–nickel hydride alloys with two current battery
materials. It is clear that the practical capacity is nearly
double the current one while the cost is about one-half
to one-third of the current cost. The capacity has been
reached 750–780 mAh/g (Mg2Ni), the remarkable value
for Mg-based hydrogen storage alloys [109–112, 123]. The
capacity decay of the nickel-coated alloy electrode was
10% after 50 cycles [123] at high-rate charge–discharge
(50 mA/g). This breakthrough has a real commercial
potential.

4. CONCLUSIONS
The MgNi-based alloys are promising hydrogen storage
materials because of their high storage capacities and the
abundance of the constituent elements in nature. However,
they are inadequate for practical use in hydrogen storage
applications because of their poor hydriding and dehydrid-
ing properties at ambient temperature and easy corrosion in
alkaline solutions. The kinetics of the hydriding/dehydriding
reactions of Mg-based alloy electrodes can be greatly
improved by the processes of ball milling with Ni (or
graphite) and chemical coating. The amorphous Mg-based
alloys differ greatly from the crystalline ones, and Ni (or
graphite) may play an extremely important role in facili-
tating the absorption and desorption of hydrogen. A sur-
face modification to protect MgNi alloys from corrosion
is very effective in improving hydrogen desorbability and
charge–discharge cycle performance of the alloys for practi-
cal applications. From the encouraging results, it is expected
that Mg-based alloys will be excellent negative electrode
materials of the third generation for nickel–metal hydride
batteries.

GLOSSARY
Amorphous alloy For a single-phase solid alloy at amor-
phous state, it has no crystal lattice, no grain boundaries,
and no dislocations.
C rate The discharge or charge current, in milliamperes
(mA), expressed as a multiple of the rated capacity in
milliampere-hours (mAh).

Capacity The total number of milliampere-hours that can
be withdrawn from a fully charged battery under specified
conditions of discharge.
Cycle Set of charge and discharge steps for a secondary
battery.
Cycle life The number of cycles that can be delivered by
a secondary battery before it fails to meet specified perfor-
mance criteria.
Electrode The conductor and associated active materials
at which an electrochemical reaction occurs.
Nanocrystalline alloys They are defined as single- or mul-
tiphase polycrystals with a crystal size typically within the
range 1–100 nm.
Ni-MH battery It is composed of nickel hydroxide posi-
tive electrodes and metal hydride negative electrodes using
LaNi5.
Rechargeable battery A cell which may be restored to a
fully charged state by passage of an electric current through
the cell (opposite direction to that used in discharging the
cell.)
Specific capacity or capacity density Ah/kg (ampere hour
per kilogram) or mAh/g (milliampere per gram).
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1. INTRODUCTION
In recent years, there has been renewed interest in the
problem of motion of charge carriers in nanostructured sys-
tems, perturbed by external magnetic fields. The princi-
pal tool for their study has been the so-called “effective
mass approximation” or “envelope function approximation,”
which replaces the effect of the periodic field by a mass
tensor, the elements of which are determined by the unper-
turbed band structures.
We can consider the crystal as a quantum system formed

by two subsystems, a gas of electrons and a gas of phonons.
All the phenomena or elementary excitations that take place
in a solid are given by one of these two subsystems or by
their interaction, which is known as electron–phonon cou-
pling, or also for the answer that each one of them sepa-
rately, or together, gives to an external perturbation, which
can be represented by a impurity potential, an electric field,
a wave of light or acoustics, a thermal source, a barrier
potential, or finally a magnetic field.
Between the elementary excitations and quasi-particles

more well known in the solids we can mention the following:
excitons, polarons, plasmons, polaritons, magnons, Cooper
pairs, etc. The definition of a solid as a mixture of electrons
and phonons is implicit to the consideration of the elec-
tron as a quasi-particle and of the phonon as an elementary
excitation.

When a crystal undergoes to the presence of a magnetic
field, a series of phenomena can occur that involves the
electron as much as the phonon and their interaction or
coupling. We can distinguish four types of phenomena or
fundamental effects, such as:

(i) The interaction of the orbital angular moment of the
electron with the magnetic field. In the semiconduc-
tors and the metals this phenomenon gives rise to
Landau levels.

(ii) The interaction of the angular moment of spin of the
electron with the magnetic field. In the semiconduc-
tors this phenomenon gives rise to splitting of each
Landau level in two.

(iii) The interaction of the orbital angular moment of the
electron with the phonon and both with the magnetic
field. This is known as the electron–magnetophonon
resonance phenomenon.

(iv) The interaction of the angular moment of spin of the
electron with the phonon and both with the magnetic
field. This is known as the spin–magnetophonon res-
onance phenomenon.

These four phenomena are shown in Figure 1.
The polar semiconductors are artificially created com-

pounds, uniting two or three elements of the periodic table.
The binary polar semiconductors generally are formed by
III–V, II–V, and III–VII chemical elements, although the
most abundant and exploited in the technological applica-
tions are the first two. The ternary compounds are semicon-
ductors binary doped with a metal. When this metal is of
magnetic origin such as Mn, Fe, Zn, and Ni, then they are
called diluted magnetic semiconductors.
One of the most significant movements in semiconductor

physics has been the progressive miniaturization of devices.
On the one hand, this led to explosive growth in computer
technology; on the other hand, the opportunity to fabricate
devices with characteristic dimensions significantly below

ISBN: 1-58883-060-8/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 4: Pages (791–833)



792 Magnetic Field Effects in Nanostructures

n = 3

n = 2

n = 1

n = 0
n = 0

i) ii)

n = 3

n = 2

n = 1

n = 0

iii) iv)

Figure 1. Schematic view of the magnetic field effect on the energy
bands of semiconductors.

1 �m led to the investigation of a whole range of novel
physical phenomena. In turn, these new physical phenomena
promise to give rise to new generations of devices work-
ing on completely different physical principles than their
predecessors.
The nanostructured systems are real solids built artificially

with polar semiconductors, binary and ternary. In this way
the quasi-particles and elementary excitations in them feel
a potential barrier that limits their movement to a deter-
mined space of mesocospic dimensions, giving rise to a set
of energy discrete states, which it makes these solids very
attractive systems for their novel properties.
In the past three decades, nanostructured semiconductors

have been studied extensively both theoretically and exper-
imentally and applied to various electronic and photonic
devices. The interest in the quantum size effects present
in the low dimensional structures has been primarily moti-
vated by the fact that the optical and electronic properties of
these structures are modified and improved by the reduction
of dimensionality. It is expected that the same properties
will be further improved by the reduction of dimensional-
ity. The fabrication of quantum structures by methods such
as molecular-beam epitaxy, metal-organic chemical vapor
deposition, lithography and others allows one to obtain
high-quality samples which are required in investigations
with experimental techniques, including optical studies such
as photoluminescence spectroscopy and photoluminescence
excitation spectroscopy [1–6]. In addition, theoretical prop-
erties have been reported [7–14], such as electronic structure
[15–26], impurity levels [27–42] and excitonic states [43–52].
Experiments in magnetic fields are of particular inter-

est in order to understand the basic physical properties of

nanostructures, because the magnetic confinement poten-
tials compete with the geometric confinement potentials
depending on the strength and orientation of magnetic field.
The magnetic length can be varied from values which are
larger than the typical lateral dimensions of quantum wires
and quantum dots to values that are smaller than these
dimensions. This information about the geometric confine-
ment potentials can be obtained in a very direct way by
magnetic field studies.
A number of magneto-optical studies on interband tran-

sitions in GaAs based quantum wires and dots have been
performed previously [53–59]. An anisotropy of the photo-
luminescence of GaAs wires for different orientations of the
magnetic field relative to the wire axis was observed [57].
For In0�13Ga0�87As/GaAs wires [58] and GaAs/Al0�36Ga0�64As
wires [59] a transformation from quasi-one-dimensional
quantum wire states to quasi-zero-dimensional, fully quan-
tized states was observed with increasing magnetic field
normal to the wire axis. However, all these studies were per-
formed on wire patterns that contained only wires of one
fixed lateral width. Other work on the magnetic field effect
in nanostructures can be found in [60–76].

2. EFFECT OF STATIC EXTERNAL
MAGNETIC FIELD ON THE
QUASI-PARTICLE ENERGY
LEVELS IN THE LOW
DIMENSIONAL STRUCTURES

2.1. Magnetic Field Effect
in the Quasi-Two-Dimensional System

The study of the magnetic field effects (Landau quanti-
zation) gives access to fine characterization methods of
conducting in the quasi-two-dimensional structures through
cyclotron resonance or Shubnikov–de Haas experiments
[79]. At the same time, they prove to be difficult to under-
stand. As we shall see, a magnetic field �B completely
reorganizes the energy spectrum of quasi-two-dimensional
electrons by splitting the continuum of the low dimensional
structure density of states �B = 0� into highly degenerate
levels which are separated by finite bandgaps �B �= 0�. Thus,
what was a metallic system at B = 0 is now either metallic
or insulating at finite B depending on whether the Fermi
level sits in the gaps or in the levels. The existence of finite
bandgaps is responsible for the quantization of the Hall con-
ductivity into multiples of the fundamental constant e2/�.
The quantized Hall effect has become one of the most spec-
tacular experimental effects discovered in solid state physics
these last three decades.
In the following discussions band structure effects are

ignored. The carriers are characterized by an isotropic effec-
tive mass, which is assumed to be position independent.
In this topic we consider the motion of a quasi-two-

dimensional electron under the action of a static and uni-
form magnetic field �B, which forms an angle � with respect
to the growth z axis of the structure (see Fig. 2). Thus �B is
given by

�B = �0
 B sin �
B cos �� (1)
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It can be shown that the Lorentz force �q/c��v × �B acting
on a particle of charge q can be derived using the Hamilton
equations

d�r
dt

= �H

� �p
d �p
dt

= −�H

� �r (2)

provided the particle momentum �p is replaced by � in the
classical Hamiltonian. The vector � is equal to

� = �p − q

c
�A (3)

where �A is the vector potential of the magnetic field �B which
is related as

�B = � × �A (4)

and q is the algebraic charge of the carrier (q = −e for elec-
trons). Unfortunately �A is only a mathematical tool which
is in fact not very convenient since, if �A is replaced by �A′ =
�A+�f where f is an arbitrary differentiable scalar function,
the magnetic field �B′ = � × �A′ coincides with �B. Thus, there
is a large ambiguity in the choice of the vector potential
which corresponds to a given field �B. Since only �B retains
a physical significance, the results should only depend on �B
and not on the precise choice of �A (i.e., should be gauge
invariant). In the following we will use

�A = �Bz sin �
Bx cos �
 0� (5)

as well as the notations

B sin � = B⊥ B cos � = B// (6)

�c⊥ = eB⊥
m∗

ec
�c// = eB//

m∗
ec

(7)

The electron spin � interacts with the field adding to the
particle energy the quantity

g∗�B� · �B (8)

where �B = e�/2m0c is the Bohr magneton and g∗ is the
effective Landé g factor of the quasi-particle (g∗ = 2 for
electrons in the vacuum, g∗ > 0 or g∗ < 0 in the semicon-
ductors). The operator � has the eigenvalues ±1/2. The
electron Hamiltonian is expressed by

Ĥ = 1
2m∗

e

(
−i�

�

�x
+ e

c
B⊥z

)2

+ 1
2m∗

e

(
−i�

�

�y
+ e

c
B//x

)2

+ p̂2
z

2m∗
e

+Vb�z�+g∗�B� · �B (9)

Figure 2.

Thus, the envelope wave function for Ĥ can be written as
a product of functions depending on separated orbital and
spin variables

f ��r
 �� = f ��r�#��� (10)

Suppose � is quantized along �B. Let us denote by ↑� and
↓� the two eigenvectors of �z and by $� the eigenstates
of the orbital part of Ĥ , associated with the eigenvalues %$ .
The eigenstates and eigenenergies of Eq. (9) are obtained
in the following form:

f ��r
 �� = ��r $�⊗ ↑� %$ + 1
2
g∗�BB (11)

f ��r
 �� = ��r $�⊗ ↓� %$ − 1
2
g∗�BB (12)

The spin term is rotationally invariant. Therefore, if � is
quantized along a fixed direction (say z), which is not nec-
essarily colinear to �B, we will obtain (after diagonalizing
g∗�B� · �B� the same spin eigenvalues ±�1/2�g∗�BB. Thus
the spin splitting g∗�BB depends on the modulus of �B, not
on its direction.
Since the spin effects are now well known, let us put our

attention on the search for the eigenvalues %$ . The spin
effects, however, will have to be taken into account when
evaluating the carrier density of states.
The enveloped wave function for the orbital part of Ĥ ,

considering that the motion in y is independent, can be
written as

f$��r� = 1√
Ly

exp�ikyy�'��x
 z� (13)

Generally [� �= 0, Vb�z� arbitrary], x and z variables can-
not be separated. However, except when � is close to (/2,
the separability between x and z motions appears to be a
good zero order approximation. In fact, let us rewrite Ĥ in
the form

Ĥ = Ĥ// + Ĥ⊥ + )Ĥ (14)

where

Ĥ// = p̂2
z

2m∗
e

+ Vb�z� (15)

Ĥ⊥ = p̂2
x

2m∗
e

+ 1
2m∗

e

(
�ky + e

c
B//x

)2

(16)

)Ĥ = )Ĥ1 + )Ĥ2 = 1
2m∗

ec
2
e2B2

⊥z
2 + p̂xz

eB⊥
m∗

ec
(17)

and where Eq. (13) was used. If the splitting of our original
Hamiltonian proves to be correct, the zero order energies
(i.e., those of Ĥ// + Ĥ⊥� will only depend on B// and not
on B⊥. This means that, in contrast to the spin term, the
eigenvalues %$ will depend on the component of �B parallel
to the growth axis.
An immediate experimental check of this property for a

given heterostructure is to rotate the sample with respect to
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B and to see whether the physical property (of orbital ori-
gin) which is under study depends on B// (i.e., on the angle
�). For a three-dimensional isotropic system with vanishing
Vb�z�, it is very easy to show that the eigenvalues of Ĥ only
depend on the modulus of �B and not on its direction. Thus,
provided the decoupling of Ĥ into a main separable term
and a small nonseparable one is valid, a clear proof of the
existence of quasi-two-dimensional electron gas in a given
heterostructure is obtained by studying the angular depen-
dence of magnetic field dependent properties.
Let us then examine the validity of the decoupling pro-

cedure. First we investigate the eigenstates of Ĥ// + Ĥ⊥.
The wave functions '��x
 z� factorize into

'��x
 z� = +m�z�'n�x� (18)

where

Ĥ//+n�z� = -m+m�z� (19)

and

Ĥ⊥'n�x� =
{

p̂2
x

2m∗
e

+ 1
2m∗

e

(
�ky + eB//

c
x

)2
}
'n�x�

= %n'n�x� (20)

+m�z� are the wave functions for the z motion, which cor-
respond to the mth state (bound or unbound) of energy -m
for the heterostructure Hamiltonian at zero magnetic field.
The functions 'n�x� are the eigensolutions of a harmonic
oscillator problem (frequency �q) centered at

x0 = − .2ky

cos �
(21)

where . is the magnetic length

. =
√

�c

eB
(22)

The eigenvalues of Eq. (20) are ky independent and evenly
spaced in ��q . They are the celebrated Landau levels:

%n�ky� =
(
n + 1

2

)
��q n = 0
 1
 2
 � � � (23)

The eigenfunctions of Eq. (15) which correspond to the
eigenvalue �n + 1/2���q can be expressed in terms of the
Hermite polynomials

'n�x� = cos �1/4√
.

1√
2nn!√(

exp
[
−cos �

2.2
�x − x0�

2

]

× Hn

[(
x − x0

.

)√
cos �

]
(24)

where

Hn�x� = �−1�n exp�x2�
dn

dxn
exp�−x2� (25)

It can be verified that

�n − 1xn� =
∫ �

−�
'n−1�x�x'n�x� dx = .√

cos �

√
n

2
(26)

�nxn� = x0 (27)〈
n − 1

∣∣∣∣ �

�x

∣∣∣∣n
〉

=
√
cos �
.

√
n

2
(28)

We have thus succeeded in classifying the eigenstates of
Ĥ// + Ĥ⊥. These eigenstates consist of Landau level ladders,
which are attached to each of the zero field heterostructures
bound (or unbound) states. Each of the levels is degenerate
with respect to ky or to x0, the center of the nth harmonic
oscillator function. Thus, apart from the spin quantum num-
ber we may write

$� = m
n
 ky� (29)

which corresponds to the energy

%$ = -m +
(
n + 1

2

)
��c// (30)

The remarkable point is that the carrier motion is entirely
quantized; Vb�z� has quantized the z component of the car-
rier motion, while the B// component, which is parallel to
the growth axis, has quantized the in plane motion.
Each of the eigenvalues %$ is, however, enormously

degenerate. This orbital degeneracy gorb can be calculated
as follows: the center of the harmonic oscillator function has
to be in the crystal. Thus

−Lx

2
< x0 <

Lx

2
(31)

where the dimension Lx is so large that the crystal bound-
aries were justifiably ignored in Eqs. (14)–(17).
The allowed ky values are uniformly distributed and sep-

arated by the interval 2(/Ly (periodic boundary condition
applied to the y axis). Thus, the degeneracy of the eigen-
value %$ is equal to

gorb = LxLy

2(.2
cos � (32)

Notice that gorb is exact at � = 0 ()Ĥ1 = )Ĥ2 = 0 in this
case) but only approximate at � �= 0 since the effects of )Ĥ1,
)Ĥ2 have not yet been evaluated.
We now have to investigate the effects of )Ĥ on the

zeroth order eigenstates m
n
 ky�. The first term )Ĥ1 does
not affect the separability between x and z (as a matter
of fact )Ĥ1 could have been included into Ĥ//). The only
effect is that the different quantum states of the z motion
are admixed. For a state m�, which is sufficiently energy
separated from the others (e.g., the ground state), )Ĥ1 can
be treated by first order perturbation calculus. Thus -m is
changed by )-m where

)-m = e2

2m∗
ec

2
B2

⊥�+mz2+m� (33)
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To ensure the convergence of our perturbative scheme
�+n)Ĥ1+m� should remain much smaller than the level
spacing -n − -m. For the states of a confined particle
by a potential well of range ≈ L
 -n ≈ �

2(2n2/2m∗
eL

2

whereas �+nz2+m� ≈ L2. Thus, �+1)Ĥ1+2�/�-2 − -1� ≈
L4 sin2 �/3(2.4 and the perturbative approach will be justi-
fied for the ground state if the Landau quantization along
the z direction remains much smaller than the size quanti-
zation arising from Vb�z�.
Suppose, for instance, that the heterostructure consists of

a quantum well of thickness L, clad between impenetrable
barriers. For the ground state we obtain

)-1 = e2B2

4m∗
ec

2
sin2 �L2

(
1
6

− 1
(2

)
(34)

If B = 10 T, � = (/4, L = 100 Å, m∗
e = 0�067m0, we

obtain )-1 ≈ 0�2 meV, which is much smaller than -2 − -1 ≈
168 meV. Note, however, that )-1 ≈ -2 − -1 if L ≥ 500 Å.
In the latter situation, the first order perturbation becomes
insufficient. A better approach would have been to include
)Ĥ1 into Ĥ// from the very beginning. However, the failure
of the perturbative approach indicates that the whole decou-
pling procedure underlying Eqs. (14) and (15) becomes
dubious. This is what happens when the system is weakly
two-dimensional, either because the bound states supported
by Vb�z� are too dense or [when Vb�z� is finite] too close
to the continuum. A better zero order Hamiltonian is the
whole magnetic field dependent term (bulklike). The pertur-
bation becomes Vb�z� and, if B is large enough, the effects
associated with Vb�z� can be treated within the subspace
which is spanned by all the states of a given n. For more
complete treatments of tilted magnetic effects in superlat-
tices, see [80, 81].
The second kind of perturbing term, )Ĥ2, can be rewrit-

ten as zp̂x�c⊥. )Ĥ2 has no nonvanishing diagonal elements
in the m
n
 ky� basis since �np̂zn� = 0. To the second
order of perturbation theory we obtain

)�-m+%n�=
∑

m′
n′ �=m
n

�2
c⊥�+mz+m′ �2�'np̂x'n′ �2

-m−-m′ +�n−n′���q

(35)

Thus, )Ĥ2 couples Landau levels of different subbands
whose indexes n′, n differ by one. In addition, if Vb�z� is
even in z, only subbands of opposite parities are coupled by
)Ĥ2. Note that )/-m + %n0 can become very large (but can-
not be described by means of perturbative treatments) when
the energy denominators in Eq. (35) vanish. Practically, this
means that two consecutive Landau levels, which belong to
two adjacent subbands, intersect. For the sake of definite-
ness, let us assume that the involved levels and subbands
are n = 0, n = 1, and m = 1, m = 2 respectively. Notice
that at � = 0 the two levels 1
 1
 ky� and 2
 0
 ky� can cross
since )Ĥ2 vanishes. Let us denote by Bc the crossing fields
at � = 0: Bc = �-2 − -1�m

∗
ec/�e. At finite �, the crossing

field would take place at Bc/ cos �. However, the )Ĥ2 matrix
element which connects the two levels is now nonvanishing
and increases with �. Thus, the crossing is suppressed and

replaced by an anticrossing (see Fig. 3). Retaining the dom-
inant )Ĥ2 contributions and neglecting )Ĥ1, we can write

f � ≈ #1
 1
 ky� + 12
 0
 ky� B ≈ Bc/cos � (36)

The eigenvalues are the solutions of
∣∣∣∣∣

-1 + 3
2��q − % �2
 0
 ky)Ĥ21
 1
 ky�

�1
 1
 ky)Ĥ22
 0
 ky� -2 + 1
2��q − %

∣∣∣∣∣ = 0 (37)

or

%± = -1+-2
2

+��q

±
√(

-2−-1−��q

2

)2

+�2
0
ky)Ĥ21
1
ky�2 (38)

The magnitude of the anticrossing (which is the energy dif-
ference )% = %+ − %− evaluated at B = Bc/ cos �� is

)% = 1
.�Bc�

�+1z+2�
�eBc

m∗
ec

tan �
√
2 (39)

which varies like B3/2
c . At the anticrossing the mixing

between the two interacting levels is complete: # = 1 =
1/

√
2. Note finally the close formal analogy between this

type of anticrossing and those that arise when the cyclotron
energy ��q becomes equal to the energy of the longitudinal
optical phonon energy ��LO (magnetopolaron [82]).

2.1.1. Magnetic Field Density of States
Since the effects of )Ĥ1 are only approximately known, our
attention in this section will be restricted to the case of
� = 0, taking into account the spin splitting effect. As the
z and �x
 y� motions are separable, we can decompose the

Figure 3. Schematic fan charts of Landau levels attached to two sub-
bands 1 and 2 with confinement energies -1 and -2 respectively. The
dashed lines represent the effect of the anticrossing induced by )Ĥ2.
Reprinted with permission from [186], J. L. Marín et al., “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.
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total density of states into contributions which arise from
different subbands m,

2�%� = ∑
m

2m�%� (40)

where

2m�%� = ∑
�z
 ky
 n

)

{
% − -m −

(
n + 1

2

)
��q − g∗�B�z

}

�z = ±1
2

(41)

Since the eigenenergies are ky independent, the summation
over ky can immediately be performed. This results in the
appearance of the orbital degeneracy factor gorb. Thus

2m�%� = S

2(.2

∑
n
 �z

)

{
% − -m −

(
n + 1

2

)
��q − g∗�BB�z

}

(42)

As the carrier motion is entirely quantized, the density of
states is zero except at the discrete energies

%mn�z
= -m +

(
n + 1

2

)
��q + g∗�BB�z (43)

where it is infinite. The results of Eqs. (41)–(43) are quite
remarkable when compared with the zero field situation:

2B=0
m�z

�%� = m∗
eS

2(�2
Y�% − -m� (44)

At zero field the quasi-two-dimensional electron gas is
metallic, with a gapless density of states for % > -1. A finite
magnetic field dramatically alters this situation, replacing the
continuum Eq. (44) by pointlike singularities [Eq. (42)] sep-
arated by gaps. Thus, depending on the respective locations
of the characteristic electron energy 5 (the Fermi energy for
a degenerate electron gas at T = 0 K) and %mn�z

, the elec-
tron gas will behave either like an insulator (5 �= %mn�z

� or
a metal (5 = %mn�z

�. Notice that similar effects cannot be
found in bulk materials: the carrier-free motion along the
field prevents the density of states from vanishing at any
energy larger than ��c/2 − g∗

c �BB/2.
Of course, we know that imperfections (impurities, inter-

face defects, etc.) will alter the deltalike singularities of
2m�%�, rounding off the peaks, adding states into the gaps.
However, it remains generally accepted that, if B is large
enough (i.e., B ≥ few Teslas in good GaAs–Ga1−xAlxAs
heterostructures at low temperature), the previous conclu-
sions retain their validity, at least for the following meaning:
for energies belonging to a certain bandwidth of finite (yet
undefined) extension, the density of states is large and cor-
responds to conducting states, whereas for other energy seg-
ments, the states are localized (i.e., at T = 0 K are unable to
contribute to the electrical conduction at vanishingly small
electric fields).
Some words have to be added concerning the broaden-

ing effects. The present state of the art is far from being
satisfactory. First, there is, to the authors’ knowledge, no
general consensus on the microscopic origin of these effects.

Most likely it is sample dependent: in some samples, charged
impurities play a dominant part. In others, interface rough-
ness or alloy scattering (if it exists) may dominate. Second,
even if we assume that the disorder potential has a sim-
ple algebraic form (e.g., uncorrelated deltalike scatterers),
it proves difficult, if not impossible, to obtain precise infor-
mation on 2m�%� by any method other than by numerical
simulation. The complications are twofold:

(a) The unperturbed density of states is highly singular.
This precludes the use of non-self-consistent pertur-
bative treatments of the disorder potential.

(b) When the required self-consistency is included, cal-
culations are performed up to a finite order in the
perturbation approach. By doing so, the nature of
the states which occur in the tails of the broadened
delta function are ill-treated: a localized level requires
an inclusion of the electron disorder potential to an
infinite order.

2.2. Magnetic Effect
in Quasi-One-Dimensional Systems

The energy spectrum of a particle confined within a cir-
cle in the presence of an external magnetic field perpen-
dicular to the plane of confinement is studied both exactly
and approximately by the quasi-classical formalism (WKB).
For pure spatial confinement (without magnetic field) the
energy spectrum for states other than the ground state is
twofold degenerate, while in the case of pure magnetic con-
finement the spectrum shows infinite-fold degeneration, typ-
ical of Landau states. For both types of confinement, the
latter infinite-fold degeneration is lifted due to spatial con-
finement. Interestingly enough, for a given ratio between
spatial and magnetic confining lengths, the magnetic flux is
quantized. The conditions for the quantization of the flux
are established; the nature and peculiarity of the energy
spectrum are also discussed.
Basically, the physical properties are implicitly contained

in the wavefunction; it is clear that this function is modi-
fied whenever the system is restricted on its available space
either by its size (spatial confinement) or by an external per-
turbation (field confinement).
In this context, the first attempt at the study of these kind

of systems will be the solution of the Schrödinger equation
in which the corresponding Hamiltonian addresses in one
way or another some of the characteristics of the spatial
restrictions [83].
If the boundary which encloses the system is impenetra-

ble, its energy increases as the confinement region decreases
in agreement with the uncertainty principle; that is, more
localization in space means an increase in the moment and
consequently in the energy. If the latter boundary is pene-
trable then there is a probability of the system to escape and
thus if the surroundings possess available states the system
can occupy those which will be consistent with its energy and
selection rules.
One of the simplest systems of this kind is a single parti-

cle confined by impenetrable boundaries and perturbed by
an external magnetic field. This system was first studied by
Rensink [52] to show how the energy spectrum transforms
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smoothly to that of a free particle spectrum as the magnetic
field strength goes to zero.
In this context we shall study a similar system but we fur-

ther analyze the situations raised whenever the typical length
introduced by both types of confinement are far apart or
nearly equal.

2.2.1. Spatial Confinement
Let us consider the two-dimensional confinement of a parti-
cle within a circle of radius r0 and kz = 0. The Hamiltonian
in this case can be written as

Ĥ0 = p̂2

2m∗ + Vb�r� (45)

where the confining potential is given by

Vb�r� =
{
0 0 ≤ r ≤ r0

� r > r0
(46)

In polar coordinates �r
 '�, the corresponding Schrödinger
equation for Ĥ0 is given by

{
1
r

�

�r

(
r
�

�r

)
+ 1

r2
�2

�'2
+ 2m∗

�2
/%0 − Vb�r�0

}
f0�r
 '� = 0

(47)

where %0 is the energy of the particle and f0�r
 '� is its enve-
lope wavefunction that must satisfy

f0�r0
 '� = 0 (48)

due to the form of the confining potential Vb. The solutions
of Eq. (47) have already been studied previously; thus, con-
sidering the condition for the wavefunction given by Eq. (48)
the energy spectrum is obtained as

%
n
 m
0 = �

2#2
n
 m

2m∗r20
(49)

Here, #n
 m denotes the nth zero of Jm.
Note that for m �= 0, the energy levels are twofold degen-

erate with eigenfunctions

f n
m
0 = 1√

2(
An
 mJm exp im' (50)

and

f n
−m
0 = 1√

2(
An
 mJm exp�−im'� = (

f n
m
0

)∗ (51)

Due to the properties of the zeroes of Jm, the energy lev-
els satisfy

%
1
 m
0 < %

1
 m+1
0 < %

2
 m
0 < %

2
 m+1
0 < %

3
 m
0 · · · (52)

The dependence of the lowest energy levels on the confine-
ment radius r0 is displayed in Figure 4.
Two main features emerge from this figure: (i) as the

confinement radius decreases the energy of each level
increases. This fact is consistent with the uncertainty princi-
ple (i.e., more localization of the particle implies an increase

200

200

100

100

300

300

400

500

0

0

E
n
e
rg

y
(m

eV
)

a (Å)

α1,0

α2,0

α3,0

α1,1

Figure 4. Energy %
n
 m
0 as a function of confinement radius r0. From

bottom to top, the states with �n
 m� = (1,0), (1,1), (1,2), and (1,3)
are displayed. Reprinted with permission from [186], J. L. Marín
et al., “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

of its momentum and consequently a greater energy). (ii) As
the confinement radius is increased, the energy level separa-
tion decreases and they coalesce smoothly into a single one,
the free particle spectrum. The latter is consistent with the
results of Rensink [52], as expected.

2.2.2. Magnetic Confinement
Let us now consider the case of a charged particle moving in
the plane �x
 y� in the presence of a homogeneous magnetic
field �B = B0êz, without spatial confinement [i.e., Vb�r� = 0].
The Hamiltonian for this system can be written as

Ĥ = P̂ 2

2m∗ (53)

where

P̂ 2 =
(
p̂ − q

c
�A

)2

= p̂2 − q

c
p̂ · �A − q

c
�A · p̂ + q2

c2
�A2 (54)

Now, for any state vector 9

�p̂ · �A�9 = −i�� · � �A9� = −i�
[
�� · �A�9 + �A · ��9�

]
= [−i��� · �A� + �A · p̂]

9 (55)

Then, when the gauge � · �A = 0 is chosen, p̂ · �A = �A · p̂;
that is, �A and p̂ commute and Ĥ can be written as

Ĥ = p̂2

2m∗ − q

m∗c
�A · p̂ + q2

2m∗c2
�A2 (56)

As a consequence of the symmetric gauge � · �A = 0, �A is of
the form

�A = 1
2

�B × �r = 1
2
B0

(−êxy + êyx
) = 1

2
B0rê' (57)
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This choice leads to

�A · p̂ = −1
2
i�B0

(
x
�

�y
− y

�

�x

)
= −1

2
i�B0

�

�'
= 1

2
B0L̂z

(58)

where L̂z is the z-component of the angular momentum �L.
If we define the cyclotron frequency �c = −qB0/m

∗c, Ĥ is
now given by

Ĥ = − �
2

2m∗�
2 + 1

2
�cL̂z + 1

8
m∗�2

cr
2 (59)

This Hamiltonian can be envisioned as that of a two-
dimensional oscillator (first and third terms in Ĥ� with oscil-
lating frequency � = �c/2, perturbed by the “potential”
�cL̂z/2 = �L̂z. That is,

Ĥ = Ĥosc + Ĥ ′ (60)

with Ĥosc = −��2/2m∗�� 2 + �1/2�m∗�2r2 and Ĥ ′ = �L̂z.
Moreover, it can be easily shown that /Ĥ
 Ĥ ′0 =

/Ĥosc
 Ĥ
′0, a property that allows one to establish that Ĥ ,

Ĥosc, and Ĥ ′ possess common eigenfunctions. In view of the
latter, if flm�r
 '� is the complete set of eigenfunctions of
Ĥ , then

Ĥoscflm�r
 '� = %oscflm�r
 '� (61)

and

Ĥ ′flm�r
 '� = %′flm�r
 '� = ��mflm�r
 '� (62)

Here %osc is the energy of a two-dimensional isotropic har-
monic oscillator, which can be found by separating the corre-
sponding Schrödinger equation in polar coordinates, to give

%osc = ���2l + m + 1� l = 0
 1
 2
 � � � (63)

The total energy for this system is then given by

%lm = %osc + %′ = ���2l + m + m + 1�

= 1
2
��c�2l + m + m + 1� (64)

and the wavefunctions

flm�r
 '� = Nlm√
2(

r m exp
(

−1
2
#r2

)

× F �−l
 m + 1
 #r2� exp�im'� (65)

where # = m∗�c/2�, Nlm is a normalization constant, and
F is the confluent hypergeometric function [52, 78]. As can
be immediately seen, the energy levels for a given l and m
negative or zero are infinitely degenerate since m +m = 0
in such a case. The levels given by Eq. (64) are the well-
known Landau levels [84].
Moreover, as �c → 0 (i.e., when the field is vanishingly

small), the levels coalesce into a single level correspond-
ing to the free particle, analogous to the previous section.
Figure 5 shows the behavior of the energy levels as a func-
tion of the strength of the magnetic field B0.
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0 as a function of magnetic field strength B0.
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ative are infinitely degenerate, while the states �l
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2001. © 2001, Academic Press.

2.2.3. Spatial and Magnetic Confinement
In this context we shall study the case of a charged particle
with both types of confinement considered in the previous
cases. In this context, the Hamiltonian can be written as

Ĥbc = − �
2

2m∗�
2 + 1

2
�cL̂z + 1

8
m∗�2

cr
2 + Vb�r� (66)

As can be seen, the inclusion of the term Vb�r� requires
that the wavefunction satisfy the boundary condition given
by Eq. (48) and this fact prevents l [Eq. (63)] from being a
good quantum number as in the previous section. Instead,
the boundary condition is now satisfied if [see Eq. (65)]

F �−1nm
 m + 1
 #a2� = 0 (67)

where now 1nm represents the nth zero of F . Then the
energy for the system can be written as

%nm = 1
2
��c�21nm + m + m + 1� (68)

an expression similar to Eq. (64), but the infinite degenera-
tion of the levels for a given n and m negative is lifted by
the spatial confinement because, in spite of the fact that m
is still a good quantum number, the zeroes of F depend on
its value, in contrast with the case of the preceding section.
Hence, the problem can be solved if we find the zeroes of
F as a function of r0 for a given value m and �c.
Alternatively, it is interesting to note that L̂z commutes

with all operators appearing in Eq. (66) and then the states
of the new situation have a definite value of m. The latter
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property allows one to construct the total wavefunction as
the expansion

f m
bc �r
 '� =

�∑
n=0

anf
n
m
0 �r
 '�

= 1√
2(

exp�im'�
�∑
n=0

anJm

(
#n
 mr

r0

)

=
�∑
n=0

annm� (69)

Here we have exploited the fact that radial functions found
in Section 2.2.1 represent a complete set of orthogonal func-
tions satisfying the proper boundary condition. Of course
this is not the only basis in which the total wavefunction can
be expanded, but it would represent an alternative represen-
tation of F in terms of Jm�#n
 mr/r0� to that of [78].
As can be noted, in the Dirac notation,

�nmn′m′� = )nn′)mm′ (70)

Hence, to find the energy levels for a given value of m, we
must diagonalize the matrix with elements

Ann′ =
[
%
n
 m
0 + 1

2
�m�c

]
)nn′ + 1

8
m∗�2

c�nr2n′� (71)

Strictly speaking, the involved matrix is infinite, but in prac-
tice we can use one large enough, but finite, depending on
the precision required to find the eigenvalues. In the present
case we have used a (256,256) matrix, a choice that leads to
a precision of about six decimal places.
The diagonalization procedure will render the eigenval-

ues as well as the eigenvectors >an? and thus we have the
complete solution of this problem. In Figure 6, the energy of
the lowest states is displayed as a function of the strength of

Figure 6. Energy of the lowest states for a particle confined within a
circle of radius r0 = 2�0 Bohrs, as a function of magnetic field strength.
From bottom to top, the states with �n
m� = (1,0), (1,1), (1,2), and
(1,3) are displayed. Note the energy scales introduced by the selected
confinement regime. Reprinted with permission from [186], J. L. Marín
et al., “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.
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Figure 7. Energy of the lowest states for a particle confined within
a magnetic field B0 = 1 Tesla, as a function of confining radius r0.
From bottom to top, the states with �n
m� = �1
 0�, (1,1), (1,2), and
(1,3) are displayed. Reprinted with permission from [186], J. L. Marín
et al., “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

the field for r0 = 2�0 Bohrs, while Figure 7 shows the same
levels as a function of r0 for B0 = 1 Tesla.
Before closing this case we can mention three main

points: (i) the spatial confinement lifts the degeneration
on the Landau levels (see Fig. 6). (ii) The magnetic con-
finement lifts the degeneracy of levels with positive and
negative values of m (see Fig. 7). (iii) Each kind of con-
finement introduces a typical length; namely, the spatial
confinement length is of the order of r0 while the magnetic
confinement length is of the order of lm ≈ √

�c/qB0 �
484�52B−1/2

0 (Bohrs), when q = e and B0 is given in Teslas.
In this sense, we can talk about a competition between the

two kinds of confinement depending on the ratio of r0/lm, a
fact that will be discussed in the next section.

2.2.4. WKB Approximation
for Energy Levels

Now we shall study approximately a variety of situations
raised depending on the relative size of confining region
a and the characteristic length introduced by the magnetic
field lm. To do the latter we shall follow the WKB formalism
as developed in the book of Morse and Feshbach [85]. In the
first place, we note that the extension of one-dimensional
WKB formalism to the two- or three-dimensional radial
Schrödinger equation is accompanied by the change

m2 − 1
4

→ m2 (two-dimensional) or

l�l + 1� →
(
l + 1

2

)2

(three-dimensional) (72)

in the centrifugal barrier. Once the latter is recognized, the
formalism can be applied in exactly the same way as in the
one-dimensional case.
The effective potential in our case is of the form

Veff�r� = 12r2 + m2

r2
(73)



800 Magnetic Field Effects in Nanostructures

For illustrative purposes, this potential is displayed in
Figure 8 from which two different situations merge, depend-
ing on the size of spatial confinement as compared with
magnetic confinement, namely, when the energy is smaller
or greater than Veff�a� = 12r20 + m2/r20 . This fact is impor-
tant since we are interested in analyzing approximately the
solution of this problem, say by the quasi-classical method
or more precisely by the WKB method.
Notice that when the energy is smaller than Veff�r0� there

are two classical turning points whereas when it is greater
there is only one, and hence the application of the WKB
approximation is different for each case.
When only one turning point exists, the approximate

wavefunction can be written as

F �r� ≈ A cos
(∫ r

r1

qr dr − 1
4

)
(74)

where A is a normalization constant and r1 is the turning
point (lowest zero of qr), where

qr = √
#2 − Veff (75)

and

#2 = 2m∗%
�2

− m∗�c

�
m (76)

Additionally, the boundary condition demands that F �r0� =
0, which implies that

∫ a

r1

qr dr − 1
4
( =

(
N + 1

2

)
( (77)

or

∫ a

r1

qr dr =
(
N + 3

4

)
( (78)

which represents the quantization condition as a function
of r0 and the magnetic field through r1 (lowest zero of qr).

8

6

4

2

0
0 1 2 3

r (arb. units)

V
ef

f(
ar

b.
un

its
)

r1

r1 r2

r0

r = a

Vc = ∞

Figure 8. Qualitative drawing of Veff�r� used to illustrate its turning
points and minimum.

Performing the integral of qr , the eigenvalues satisfy the fol-
lowing transcendental equation:

√
#2r20 −12r40 −m2+

(
#2

21

)(
(

2
−arcsin

[
#2−212r20√
#4−4m212

])

−m
(
(

2
+arcsin

[
#2r20 −2m2

r20
√
#4−4m212

])
=2(

(
N + 3

4

)
(79)

In the case when r0 � r2 (greatest zero of qr) it can be easily
shown that

%Nm � 1
2
��c

(
2N + m + m + 3

2

)
(80)

an expression which is similar to that of the Landau lev-
els [see Eq. (64)], except that the level spacing is slightly
different because of the boundary condition on the wave-
function at r = r0 � r2. Thus in the case when the greatest
turning point is equal to the radius of the confining region,
the corresponding spectrum is Landau-like and represents
an extreme situation because in this case

r0 � r2 = #√
21

(
1 +

√
1 − 4m212

#4

) 1
2

(81)

from which one can see that

#2 = 12r20 + m2

r20
= Veff�r0� (82)

Then when #2 ≥ Veff�r0�, only one turning point can exist
and the energy spectrum of the system is of Landau type.
However, when #2 ≤ Veff�r0� two turning points merge and
the quantization rule, in the standard WKB approximation,
would be

∫ a

r1

qr dr =
(
N + 1

2

)
( (83)

but this result will only be valid for r2 � r0 because the
corresponding WKB function in the region r2 < r < r0 is
exponentially decaying and does not satisfy the boundary
condition at r = r0. Hence only when r2 � r0 will the lat-
ter function approximately be consistent with this boundary
condition and will the energy spectrum of the system behave
Landau-like [i.e., as that given by Eq. (80)]. Whenever the
condition r2 � r0 is not fulfilled, the standard WKB approx-
imation cannot be used.
Another interesting situation corresponds to the case

when there is only one turning point but r0 � a (see Fig. 8).
At this point Veff has a minimum when a = √m/1. Then
inserting this value into Eq. (79), we obtain

√
V − r0 + (V −

41
− V +

21
arcsin

(√
V −

√
V +

)
= 2(

(
N + 3

4

)
(84)

where

V − = #2 − 2m1 (85)
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and

V + = #2 + 2m1 (86)

Moreover, when #2 � 2m1,
√
V −

√
V + � 1 − 2m1

#2
(87)

and the approximation

arcsin�1 − z� � (

2
− �2z�1/2 z � 1 (88)

can be used to obtain

%Nm = �
2(2

[
N + 1

2

(m + 3
2

)]2
2m0r

2
0

+ 1
2
m��c (89)

which clearly resembles the energy of a particle in a box
“perturbed” by a term related with the eigenvalues of L̂z.
Since the minimum of Veff depends on m and the strength
of the field, we note also that the infinite degeneration is
removed for the level whose value of m is “tuned” by the
field strength to satisfy r0 = √m/1. The latter property
could not be applied to the ground state since in such a case
r0 = 0 and the system would behave as a confined oscillator
whose energy levels would be similar to those studied in
[86]. Interestingly enough, if we analyze more closely the
situation when r0 = a = √m/1 it can be seen that

r20 = m
1

= m 2�
m∗�c

= 2m �c

eB0
(90)

or

B0(r
2
0 = mhce (91)

The term of the left is just the magnetic flux across the con-
fining circle while the term of the right represents an integer
number of times m the quantum flux �c/e. The latter
means that in this situation the magnetic flux is quantized;
thus by changing the field strength, the system can be tuned
into states in which the magnetic flux is quantized. It also
must be noted that when r0 = a, r0 = √

2mlm, where lm is
the magnetic length defined in the previous case.
The results obtained in Sections 2.2.1, 2.2.2, and 2.2.3,

which are summarized in Figures 4–7, show the same trends
as those obtained by Rensink [52]; that is, when the spatial
confining radius is much greater than the magnetic length
the spectrum approaches smoothly the free particle spec-
trum, while when it is much less the energy spectrum is a sort
of Landau-like spectrum. In between, the spectrum is very
rich because the typical infinite-folded degeneration of the
Landau-like spectrum is lifted by the spatial confinement.
Special attention is necessary for the energy spectrum for

which the spatial confining radius coincides with the mini-
mum of the effective potential, since in this case three main
features merge:

(i) The magnetic flux is quantized for field strengths
which are an integer multiple of the inverse of
the cross-sectional area of spatial confining [see
Eq. (91)].

(ii) The nature of these states is quite different from
those of Landau-like or pure spatial confining-like
states, since they can only be observed when the spa-
tial confining length is an integer multiple of the
magnetic length. In this sense, they may be called
“surface states.”

(iii) These special or “surface states” are nondegenerate
[see Eq. (89)] and their energies are greater than
those of the “bulk” states [87] [compare Eq. (68) and
(89)].

The aforementioned properties make this system attractive
for further study and characterization. It would be inter-
esting to study its energy spectrum and/or some important
physical properties when, for instance, the confining poten-
tial is finite. The latter would also motivate new experiments,
which would lead to some insight on the overall physical
properties of these kinds of systems.

2.3. Two-Dimensional Quantum Dot
in an External Magnetic Field

In the last few years the properties of the fundamental quan-
tum systems, quantum dots, defined in two-dimensional elec-
tron gases in semiconductor heterostructures, have become
the subject of intensive research because these systems are
widely used in many fields of modern technology [88]. In this
connection, the problem of creation of quantum comput-
ers [89–91], memory devices and electronics (see [92] and
references therein), new types of lasers [93–95], and other
problems connected with the ultrafast switching and quan-
tum information processing should be mentioned. Quantum
dots are the most promising candidates for this kind of tech-
nology because they have a discrete atomiclike density of
states, due to the strong quantum confinement. Many impor-
tant results on quantum dot can be found in a great number
of review articles (see for example [96, 97]).
For all the applications mentioned, the feature of bigger

importance is the flexibility of the electronic structure of
quantum dot, which is controlled by magnetic and electric
external fields, so it is of particular interest to investigate the
structure of the states in more detail for different external
conditions.
Here we discuss the one-electron energy spectra in a two-

dimensional quantum dot with magnetic confinement. The
spectra are calculated under the assumption of two different
types of the boundary conditions. In the first case, there is
only the spatial confinement due to a nonmagnetic finite
potential barrier (we will call spatial confinement); in the
second case the spatial confinement is combined with the
magnetic spatial confinement.

2.3.1. Equations
The Hamiltonian for an electron confined by the finite
potential V ��r� within a magnetic field �B in a two-
dimensional quantum dot is given by

H = − �
2

2m∗�
2 + �c

2
Lz + 1

8
m∗�2

cr
2 + V ��r� (92)

where r and � are defined in the plane. We have used the
same symmetric gauge as that used by Rosas et al. [83].
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In this work we begin with a more realistic shape of the
potential V ��r� instead of that used in [83]. Namely, let the
potential be described by the following expression:

V ��r� =
{
0 0 ≤ r ≤ a

Vc r > a
(93)

In this case the Schrödinger equation can be rewritten in
polar coordinates,

{
�
2

2m∗

[
1
r

�

�r

(
r
�

�r

)
+ 1

r2
�2

�'2

]

+ i��
�

�'
− m∗

2
�2r2 + E − Vc

}
B = 0 (94)

where the frequency � = �c/2 was introduced.

2.3.2. Quantum Dot without Magnetic Field
If the magnetic field is not included, Eq. (94) can be
rewritten as

�
2

2m∗

(
1
r

�

�r

(
r
�

�r

))
C+ �

2

2m∗
1
r2

�2

�'2
C+�E−Vc�B =0 (95)

In this equation E is the energy of the particle and the wave
function C must satisfy the boundary condition at r = a:

C′
−�r
 '�

C−�r
 '�
= C′

+�r
 '�
C+�r
 '�

(96)

Here C− is the solution of Eq. (95) for the region 0 ≤ r ≤ a
and C+ for r > a and the derivatives are taken with respect
to r . However, for the region 0 ≤ r ≤ a we should take the
solution of the Schrödinger equation with the magnetic field
instead of C−. Let us consider Eq. (95) in the region r > a.
In this case the variables are separable and the substitution
C = R�r�9�'� yields the set of well-known equations

r�rR′�′ − �r2k2 + m2�R = 0 (97)

9′′ + m29 = 0 (98)

where m is a separation constant and

k2 = 2m∗

�2
�E − V � < 0 for r > a

The solution of this equation set is

B+ = AKm�kr�e
im' (99)

where Km is the modified Bessel functions (or Macdonald
functions), and A is a constant.
The solution of Eq. (95) in the region 0 ≤ r ≤ a as well

as the energy spectrum have been discussed earlier [83].
For this reason we do not need consider it here again (in
this region of r we are interested in the wavefunction that
corresponds to the case with magnetic field).

2.3.3. Quantum Dot
with Magnetic Confinement

The case of a charged particle moving in the homogeneous
magnetic field B0 without a spatial confinement was dis-
cussed in a previous work [83]. Here we would only like
to mention that in this case the Schrödinger equation for a
particle of mass m∗ is

{
�
2

2m∗

[
1
r

�

�r

(
r
�

�r

)
+ 1

r2
�2

�'2

]

+ i��
�

�'
− m∗

2
�2r2 + E

}
C = 0 (100)

which has the solution

Cm=Aeim'e− x
2 x

m
2 F

(
−%−m−m−1

2

m+1Fx

)
(101)

where

x= r2

2l2m
l2m = �

m∗�c

= c�

eB0

�= �c

2
% = E

��

(102)

In the case when we need to take in consideration the spin of
the electron we should change the energy E by �E +��

s
B0�

in the last expression, and the corresponding degeneracy will
be lifted.
The energy levels that can be obtained with the boundary

condition at r = a for the wavefunctions corresponding to
the regions 0 ≤ r ≤ a and r > a are [see Eq. (96)]

1
m∗

B ′
m�r

2�

Bm�r
2�

= 1
m∗

K ′
m�r�

Km�r�
(103)

where Bm�r
2� is the solution of Eq. (101) in the region

0 ≤ r ≤ a, r2 = 2xl2m, and Km�r� is the Macdonald function
which is the solution of Eq. (100) for the region r > a.

2.3.4. A More Realistic Potential
It is clear that the energy levels obtained from condition
(103) are approximations. More strictly speaking, we should
substitute in this equation the solution of Eq. (100) for the
region r > a with an additional constant −V , the height
of the potential barrier, instead of the function Km�r� [the
potential in this case becomes ��m∗/2��2r2 + V �]. In this
case Eq. (100) takes the form

C′′ + 1
x
B ′ − m2

4x2
B + % − V − m

2x
B + 1

4
C = 0 (104)

and its solutions can be written as

B�+�
m =Aeim'e− x

2 x
m
2

1 F1

(
−%−V −m−m−1

2

m+1Fx

)

(105)
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for the region r > a (in this case we have the relation E −
V < 0�, and for the internal region the solution is equal to
(101),

B�−�
m = Aeim'e− x

2 x
m
2

1 F1

(
−% − m − m − 1

2

 m + 1F x

)

(106)

where all variables are the same as in Eq. (105), and % =
�E + ��

s
B� 1

��
. In this case the boundary condition is

B ′
m�−�

Bm�−�
= B ′

m�+�

Bm�+�
(107)

which leads to the transcendental equation for energy:

�# − V �1F1

(
−# + V

2
+ 1
 m + 2F x

)
1
F1�−#
 m + 1F x�

− #1F1�−# + 1
 m + 2F x�1

× F1

(
−# + V

2

 m + 1F x

)
= 0 (108)

The results of calculations of the energy spectra that cor-
respond to the boundary conditions of Eq. (107) are pre-
sented in Figure 9. The energies are plotted as functions
of the parameters of the problem—the magnetic field and
the height of the rectangular potential barriers—and all
values are shown in relative units. In this figure it can
also be observed that for the size of the potential barrier
�Vc/�� = 1� there are no energy states when the spatial
confinement and magnetic confinement are almost the same.
The energy states exist when a > lm, and for the case when
a < lm the intensity of the magnetic field is such that the
electron energy levels are located above the potential bar-
rier and electrons escape from the interior of the quantum
dot. Under these conditions the magnetic field can be used
in order to tune the electronic states inside the quantum

a/Im

ε
=

E
/h

ω

m=0
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Figure 9. The one-electron energy spectrum for a QD, with the mag-
netic field only in the inner part of the QD where the confinement
potential is V �r�. The energy is calculated under assumption of bound-
ary condition (107) as a function of the width of the confinement poten-
tial a/lm for constant value Vc/�� = 1. Reprinted with permission from
[88], A. Lipovka et al., Phys. Low-Dim. Struct. 9/10, 97 (2002). © 2002,
VSV.

dot. As should be expected, these results are similar to those
calculated in [83], but our results are thought to be more
realistic ones.
In Figure 10 one can see a more detailed comparison of

the one-electron energy spectra for the two cases which cor-
respond to different potentials [boundary conditions (103)
and (107)]. The corresponding one-electron energy spectra
are presented as functions of external magnetic field. It also
is observed that for a potential barrier bigger than the poten-
tial barrier of Figure 9 there only exist energy states with
a < lm for m = 0 since the state with m = 1 only exists
with a > lm; this only happens for magnetic fields inside
the quantum dot. However, with the magnetic fields inside
or outside the quantum dot the energy level with m = 0
extends to a/lm = 1�7 approximately (i.e., from the region
with a < lm to the region a > lm). Thus, with a magnetic
field in the exterior of the quantum dot the energy states
inside the quantum dot can be manipulated. We can also
conclude that the choice of a diamagnetic or paramagnetic
material in the exterior of the quantum dot can be used to
manipulate or tune the electronic states in the quantum dot
for a fixed a and B.
In Figures 11, 12, and 13 the variation of state with m = 0

with respect to the potential barrier V �r� for several values
of a/lm, which characterize the relation between the spa-
tial and the magnetic confinements, is shown. In Figure 11,
a = 0�5lm, in Figure 12 a = lm, and in Figure 13 a = 2lm.
The variation of the curves means that when the spatial
confinement increases the energy states due to magnetic
confinement appear for a lower potential barrier V �r�; on
the other hand, if the magnetic confinement decreases the
energy states tend to disappear, as one can expect. Also
plotted in Figure 13 is the state with m = 1 and we can
observe that for barriers lower than that of Figure 11 this
state goes out to the exterior of the quantum dot because
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Figure 10. Solid lines are the same as in Figure 9, but for Vc/�� =
5. Dashed line is the one-electron energy spectrum for the QD, with
the magnetic field inside and outside the QD where the confinement
potential is V �r�. The energy is calculated under the assumption of
boundary condition (107) as a function of the width of the confinement
potential a/lm for constant value Vc/�� = 5. Reprinted with permission
from [88], A. Lipovka et al., Phys. Low-Dim. Struct. 9/10, 97 (2002).
© 2002, VSV.
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Figure 11. The one-electron energy spectrum in the QD with the mag-
netic field only in the inner part of the QD with the confinement poten-
tial given by V �r�. The energy is calculated under the assumption of
boundary condition (107) as a function of the depth of the confinement
potential Vc/�� for a constant value a/lm = 0�5. Reprinted with per-
mission from [88], A. Lipovka et al., Phys. Low-Dim. Struct. 9/10, 97
(2002). © 2002, VSV.

it has a larger energy than for m = 0. Thus, the existence
of this energy state inside the quantum dot requires bigger
potential barriers V �r�.

2.4. Exciton Binding Energy in a Quantum
Wire in the Presence of a Magnetic Field

A calculation of the ground state energy of an exciton con-
fined in a cylindrical quantum wire in the presence of a
uniform magnetic field as a function of wire radius is made
using a variational approach. It is assumed that the mag-
netic field is applied parallel to the axis of the wire. The cal-
culations have been performed using a suitable variational
wavefunction taken as a product of the appropriate con-
fining confluent hypergeometric functions and a hydrogenic
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Figure 12. The same as in Figure 11 but for a/lm = 1. Reprinted with
permission from [88], A. Lipovka et al., Phys. Low-Dim. Struct. 9/10, 97
(2002). © 2002, VSV.

1

2

2

3

3

4

5

4 5

ε
=

E
/h

ω

m=1

m=0

1

U = 2πV0/h ω

Figure 13. The same as in Figure 11 but for a/lm = 2. Reprinted with
permission from [88], A. Lipovka et al., Phys. Low-Dim. Struct. 9/10, 97
(2002). © 2002, VSV.

function for infinite and finite confining potentials [98]. For
a given value of the magnetic field, the binding energy is
found to be larger than the zero field case. This behavior is
explained in terms of an average electron–hole separation,
which depends on the wire radius and the magnetic field
strength.

2.4.1. Infinite Potential Barrier Case
The Hamiltonian for the interacting electron–hole pair
inside a cylindrical wire of radius r0, with infinite potential
barrier at the surface, in the presence of a magnetic field
applied parallel to wire axis, is given by

Ĥ = 1
2m∗

e

(
p̂e + e

c
�Ae

)2

+ 1
2m∗

h

(
p̂h − e

c
�Ah

)2

− e2

H�re − �rh
+ Ve�2e
 Ie� + Vh�2h
Ih� (109)

where

�re − �rh = [
22e + 22h − 22e2h cos�Ie − Ih� + z2

]1/2 (110)

and

Ve�h��2e�ht�
 Ie�h�� =
{
0 0 ≤ 2e and 2h ≤ r0

� 2e or 2h > r0
(111)

For a uniform magnetic field we can write

�Ae�h�

(�re�ht�
) =

�B × �re�h�
2

(112)

where �B = B �ez. In cylindrical coordinates the magnetic field
potential becomes A2 = Az = 0, AI/e�h�0 = B2e�h�/2. The
inclusion of the Coulombic potential leads to a nonsep-
arable differential equation which cannot be solved ana-
lytically. Therefore, it is necessary to use a variational
approach to calculate the eigenfunctions and eigenvalues of
the Hamiltonian.
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Following Brown and Spector [46] we take into account
the cylindrical confining symmetry, the presence of the mag-
netic field, and the electron–hole Coulombic potential, by
choosing a trial wavefunction for the ground state, which can
be written as product of a hydrogenic part and the radial
solutions of an electron and a hole in a cylindrical wire in the
presence of magnetic field, applied parallel to the wire axis:

f ��r�=




N exp
[
− �-e+-h�

2

]
F �−a01e
1F-e�

×F �−a01h
1F-h�exp/−.�re− �rh0 0≤2e and 2h ≤r0

0 2e or 2h>r0
(113)

In Eq. (113) the variable

-e�h�=
22e�h�

2#2
c/e�h�0

= eB22e�h�

2�c
#c/e�h�0=

(
�

m∗
e�h��c/e�h�0

)
(114)

is the cyclotron radius, �c/e�h�0 = eB/m∗
e�h�c is the cyclotron

frequency, N is the normalization constant, and . is a varia-
tional parameter. Equation (113) satisfies the boundary con-
dition that f �2e�h� = r0� = 0, while a01/e�h�0 is the eigenvalue
for the electron (hole) in a wire in a magnetic field, calcu-
lated numerically from the boundary condition eigenvalue
equation. N is given by

N−2 = −2(
dG

d.
(115)

with

G =
∫ r0

0
2e d2e

∫ r0

0
2h d2h exp

(
− 22e
2#2

c�e�

)

× F 2

(
−a01�e�
 1F

22e
2#2

c�e�

)
exp

(
− 22h
2#2

c�h�

)

× F 2

(
−a01�h�
 1F

22h
2#2

c�h�

)
I0�2.2<�K0�2.2>� (116)

where 2<�2>� is the lesser (greater) of 2e and 2h; the par-
ticular values for 2< and 2> are determined by electron and
hole locations and the integration limits. In Eq. (116), I0 and
K0 are the modified Bessel functions of the second kind of
order zero.
The binding energy %b�r0
 B� for the exciton is defined

as the ground state energy of a system without Coulom-
bic interaction, minus the ground state energy %0�r0
 B� =
�Ĥ�r0
 B�� in the presence of electron–hole interaction.
That is,

%b�r0
 B� = ��c�e�

(
a01�e� + 1

2

)
+ ��c�h�

(
a01�h� + 1

2

)

− %0�r0
 B� (117)

The binding energy defined in this way is a positive quantity.

The ground state energy �Ĥ�r0
 B�� = �T �+ �V � is found
after tedious algebra,

�T � = ��c�e�

(
a01�e� + 1

2

)
+ ��c�h�

(
a01�h� + 1

2

)
+ �

2

2�∗ .
2

(118)

where �∗ is the effective reduced mass and

�V � = −4(e2

H
N 2G (119)

Therefore,

%b�r0
 B� = − �
2

2�∗ .
2 − 2e2

H

G

dG/d.
(120)

For computational purposes, we normalize the expression
for the binding energy %b�r0
 B� [Eq. (120)] in Rydberg units
and define Le�h� = ��c/e�h�0/2R∗

y
 exc. In addition, we trans-
form the integral for G in a dimensionless form by letting
2 = tr0; the expressions for �Ĥ�r0
 B�� and %b�r0
 B� are
then written as

�Ĥ�r0
 B�� = Le�1 + 2a01�e�� + Lh�1 + 2a01�h��

+ (
.a∗

B

)2 + 4a∗
B

G1

dG1/d.
(121)

%b�r0
 B� = −(
.a∗

B

)2 − 2a∗
B

G1

dG1/d.
(122)

where

G1 =
∫ 1

0
te dte

∫ 1

0
th dth exp

(−t2e -r0�e�
)
F 2(−a01�e�
 1F t

2
e -r0�e�

)

× exp
(−t2h-r0�h�

)
F 2(−a01�h�
 1F t

2
h-r0�h�

)
× I0�2.r0t<�K0�2.r0t>� (123)

and -r0/e�h�0 = r20 /2#
2
c/e�h�0.

In order to find the minimum of �Ĥ�r0
 B�� with respect
to . and thus to obtain a lower bound to the ground state
the variational method is used. The radial double integration
in G1 is performed numerically since there is no analytical
method to evaluate it.

2.4.2. Finite Potential Barrier Case
For the finite potential barrier case, the potential in the
Hamiltonian [Eq. (109)] is taken as zero for 2e�h� < r0 and
V0 for 2e�h� > r0. All the other assumptions remain the
same. Furthermore, we assume that the electron and hole
masses are constant (at their values in GaAs) across the bar-
rier. Again, following Brown and Spector [46] we take into
account the cylindrical confining symmetry, the presence of
the magnetic field, and the Coulomb potential by choosing a
trial wavefunction for the ground state, which can be written
as a product of a hydrogenic part and the radial solutions of
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an electron and a hole in a cylindrical wire in the presence
of a magnetic field, parallel to the wire axis,

f ��re
 �rh�=




N exp
(

− -e+-h
2

)
F �−a01�e�
1F-e�

×F �−a01�h�
1
-h�exp�−.�re− �rh� 0≤2e and 2h ≤r0

N
F �−a01�e�
1F-r0e�

U
(−a′

01�e�
1F-r0e
) exp

(
−-e+-h

2

)

×U
(−a′

01�e�
1F-e
)
F �−a01�h�
1F-h�

×exp�−.�re− �rh� 2e >r0 and 2h ≤r0

N
F �−a01�h�
1F-r0h�

U
(−a′

01�h�
1F-r0h
) exp

(
−-e+-h

2

)

×F �−a01�e�
1F-e�U
(−a′

01�h�
1F-h
)

×exp�−.�re− �rh� 2e ≤r0 and 2h>r0

N
F �−a01�e�
1F-r0e�

U
(−a′

01�e�
1F-r0e
) F �−a01�h�
1F-r0h�

U
(−a′

01�h�
1F-r0h
)

×exp
(

−-e+-h
2

)
U

(−a′
01�e�
1F-e

)

×U
(−a′

01�h�
1F-h
)
exp�−.�re− �rh� 2e and 2h>r0

(124)

where -e�h� = 22e�h�/2#
2
c/e�h�0. Equation (124) satisfies the

boundary condition

1
m∗

i

�fi
�2e�h�

= 1
m∗

o

�fo
�2e�h�

at 2e�h� = r0 (125)

while a01e�h� and a′
01e�h� are the eigenvalues for the ground

state of the problem inside and outside the wire for an elec-
tron and a hole, respectively. N is given by

N−2 = −4(2 d

d.
�IK + IL + IM + IN � (126)

with

IK =
∫ r0

0
2e d2e

∫ r0

0
2h d2h exp/−�-e + -h�0F

2�−a01�e�
 1F -e�

× F 2�−a01�h�
 1F -h�I0�2.2<�K0�2.2>� (127)

IL = F 2�−a01�e�
 1F -r0e�
U 2�−a′

01�e�
 1F -r0e�

∫ �

r0

2e d2e exp�−-e�

× U 2(−a′
01�e�
 1F -e

)
K0�2.2e�

∫ r0

0
2h d2h exp�−-h�

× F 2�−a01�h�
 1F -h�I0�2.2h� (128)

IM = F 2�−a01�h�
 1F -r0h�

U 2
(−a′

01�h�
 1F -r0h
) ∫ r0

0
2e d2e exp�−-e�

× F 2�−a01�e�
 1F -e�I0�2.2e�
∫ �

r0

2h d2h exp�−-h�

× U 2(−a′
01�h�
 1F -h�K0�2.2h

)
(129)

and

IN = F 2�−a01�e�
 1F -r0e�

U 2
(−a′

01�e�
 1F -r0e
) F 2�−a01�h�
 1F -r0h�

U 2
(−a′

01�h�
 1F -r0h
)

×
∫ �

r0

2e d2e

∫ �

r0

2h d2h exp/−�-e + -h�0

× U 2(−a′
01�e�
 1F -e

)
U 2(−a′

01�h�
 1F -h
)

× I0�2r0t<�K0�2.r0t>� (130)

The binding energy %b�r0
 B� is calculated as in the infinite
potential barrier case, leading to the following expression:

%b�r0
 B� = − �
2

2�∗ .
2 − 2e2

H

�IK + IL + IM + IN �

d�IK + IL + IM + IN �/d.

(131)

We normalize the expression for the binding energy
%b�r0
 B�, in units of exciton Rydberg R∗

y
 exc,

%b�r0
 B� = −(
.a∗

B

)2 − 4a∗
B

�IKK + ILL + IMM + INN�

d�IKK + ILL + IMM + INN�/d.

(132)

where

IKK =
∫ 1

0
te dte

∫ 1

0
th dth exp

(−t2e -r0e
)

× F 2(−a01�e�
 1F t
2
e -r0e

)
exp

(−t2h-r0h
)

× F 2(−a01�h�
 1F t
2
h-r0h

)
I0�2.r0t<�K0�2.r0t>� (133)

ILL = F 2�−a01�e�
 1F -r0e�
U 2�−a′

01�e�
 1F -r0e�

∫ �

1
te dte exp

(−t2e -r0e
)

× U 2(−a′
01�e�
 1F t

2
e -r0e

)
K0�2.r0te�

∫ 1

0
th dth

× exp
(−t2h-r0h

)
F 2(−a01�h�
 1F t

2
h-r0h

)
I0�2.r0th� (134)

IMM = F 2�−a01�h�
 1F -r0h�

U 2
(−a′

01�h�
 1F -r0h
) ∫ 1

0
te dte exp

(−t2e -r0e
)

× F 2(−a01�e�
 1F t
2
e -r0e

)
I0�2.r0te�

×
∫ �

1
th dth exp

(−t2h-r0h
)
U 2(−a′

01�h�
 1F t
2
h-r0h

)
× K0�2.r0th� (135)

and

INN = F 2�−a01�e�
 1F -r0e�
U 2�−a′

01�e�
 1F -r0e�
F 2�−a01�h�
 1F -r0h�
U 2�−a′

01�h�
 1F -r0h�

×
∫ �

1
te dte

∫ �

1
th dth exp

[−(
t2e -r0e + t2h-r0h

)]

× U 2(−a′
01�e�
 1F t

2
e -r0e

)
U 2(−a′

01�h�
 1F t
2
h-r0h

)
× I0�2.r0t<�K0�2.r0t>� (136)

The values of the physical parameters pertaining to the
material GaAs used in the calculations are given in
Table 1 [77].



Magnetic Field Effects in Nanostructures 807

Table 1. Physical parameters pertaining to the material GaAs.

m∗
e H L1 L2 m∗

hh�x
 y� m∗
hh�z� m∗

lh�x
 y� m∗
lh�z�

GaAs 0.067m0 12.5 7.36 2.57 0.10m0 0.45m0 0.21m0 0.08m0

For mathematical convenience and without any loss of
physical insight, isotropic hole mass is assumed and, there-
fore, we can write an expression for an isotropic hole mass:

(
m∗

h

)−1 = 2
3

(
m∗

h�x
 y�
)−1 + 1

3

(
m∗

h�z�
)−1 (137)

The reduced mass for the heavy hole exciton is 0�0447m0
and that for the light hole exciton is 0�0449m0. Since both
heavy and light hole exciton masses are close to each
other, for the rest of the topic we present results for the
heavy exciton.
In Figure 14 the variation of the exciton binding energy

%b as a function of wire radius r0 for several values of the
magnetic field in the infinite potential barrier case is shown.
For a given value of the magnetic field the binding energy
increases as the wire radius is reduced and diverges as
r0 → 0. For small values of the wire radii (r0 ≤ aB) and for
values of the magnetic field considered in this work, the exci-
ton binding energy is relatively insensitive to the variation
of the magnetic field, since the confinement effect due to
the potential barrier is more significant than that due to the
application of the magnetic field. For large values of the wire
radii (r0 ≥ 3a∗

B) the binding energy for B = 0 approaches
its value in the bulk GaAs (i.e., the exciton Rydberg) and
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Figure 14. Variations of the binding energy of a heavy hole exciton %b ,
expressed in terms of an exciton Rydberg R∗

y
 exc in GaAs (≈3.9 meV) as
a function of the radius of the wire r0 expressed in terms of Bohr radius
aB in GaAs (≈148 Å) for B0 = 0 kG (solid line), 50 kG (dotted line),
100 kG (short dashed line), and 200 kG (long dashed line). Reprinted
with permission from [186], J. L. Marín et al., “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

varies with the magnetic field essentially in the same fashion
as calculated by Aldrich and Greene [99].
In Figure 15 the variation of the exciton binding energy

%b as a function of magnetic field for several values of the
wire radii in the infinite potential barrier case is plotted.
Again, for small values of the wire radii (r0 ≤ a∗

B� the bind-
ing energy is relatively insensitive to the variations of the
magnetic field; however, for large values of the wire radii
(r0 ≥ 3a∗

B) the variation of %b with magnetic field is much
more pronounced due to the strong confinement effect of
the magnetic field.
In Figure 16 the variation of the exciton binding energy

%b as a function of the radius of the wire for several values
of the magnetic field for a finite potential barrier is plot-
ted. The Al concentration in the barrier material is assumed
to be x = 0�3. For a given value of the magnetic field the
binding energy increases from its bulk value in GaAs as
the wire radius is reduced, reaches a maximum value, and
then drops to the bulk value characteristic of the barrier
material as the wire radius goes to zero. This is due to the
fact that as the wire radius is decreased the electron wave-
function is compressed thus leading to the enhancement
of the binding energy. However, below a certain value of
r0 the leakage of the wavefunction into the barrier region
becomes more important and, thus, the binding energy starts
decreasing until it reaches a value that is characteristic of
the barrier material as r0 → 0. For a given value of r0 the
binding energy increases as a function of the magnetic field
due to the increasing compression of the wavefunction with
magnetic field.
In Figure 17 the variation of the exciton binding energy

as a function of the magnetic field for several values of the
wire radius is shown. It is found that for small values of
r0/a

∗
B (<1) the change in the binding energy with magnetic
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Figure 15. Variations of the binding energy of a heavy hole exciton %b ,
as a function of the magnetic field B for r0 = 0a∗

B (solid line), 2a∗
B

(dotted line), 4aB (short dashed line), and 10a∗
B (long dashed line).

Reprinted with permission from [186], J. L. Marín et al., “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.
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Figure 16. Variations of the binding energy of a heavy hole exciton %b ,
as a function of the radius of the wire r0. B0 = 0 kG (solid line), 100 kG
(dotted line), 200 kG (short dashed line), and 400 kG (long dashed
line). Reprinted with permission from [186], J. L. Marín et al., “Hand-
book of Advanced Electronic and Photonic Materials and Devices”
(H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Aca-
demic Press.
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Figure 17. Variations of the binding energy of a heavy hole exciton %b ,
as a function of the magnetic field B for r0 = a∗

B (upper line), 2a∗
B

(medium line), and 3a∗
B (lower line). Reprinted with permission from

[186], J. L. Marín et al., “Handbook of Advanced Electronic and Pho-
tonic Materials and Devices” (H. S. Nalwa, Ed.). Academic Press, San
Diego, 2001. © 2001, Academic Press.

field is similar to that in the case of bulk GaAs, since most
of the wavefunction resides in the barrier. For intermediate
values of r0/a∗

B (≈1.0) the variation of the binding energy
with magnetic field is considerably smaller since the elec-
tron wavefunction is highly confined by the barrier potential.
For larger values of r0/a∗

B (≥3.0) the exciton binding energy
varies with magnetic field essentially the same way as it does
in bulk GaAs.

2.5. Magnetoconductivity
of a Quasi-Two-Dimensional
Electron Gas

2.5.1. Macroscopic Derivation
Let us consider a quasi-two-dimensional electron gas sub-
jected to a strong magnetic field. We are interested in its
linear response to a weak static electric field �E ⊥ êz (i.e.,
applied in the layer plane of the heterostructure). The elec-
tron gas responds to this external disturbance with an elec-
trical current which, since E is assumed to be small, will be
proportional to �E. Thus, we may write that the x, y compo-
nents of the areal current density �J are related to �E by

Jx = �xxEx + �xyEy Jx = �yxEx + �yyEy (138)

As we are dealing with cubic host materials �xx = �yy and
the Onsager relationships [101, 102] show that

�xy = −�yx (139)

The conductivity tensor
↔
� is the quantity that is most natu-

rally calculated. Practically, however, the resistivity tensor

↔
2 = ↔

�
−1

(140)

is the most accessible to the experiments. If we invert
Eq. (138), we obtain

2xx = 2yy = �xx
�2
xx + �2

xy

2yx = −2xy = �xy

�2
xy + �2

xx

(141)

Let us consider a sample with “spider” geometry. It consists
of a long bar �Lx � Ly� with side contacts (see Fig. 18).
The voltage Vx is imposed via a battery and the voltage VH

is measured across the small dimension of the bar. Since Jy
vanishes we have

Ex = 2xxJx Ey = 2yxJx (142)

If one assumes that the current densities Jx, Jy are uniform
in the sample (the spatial variation of �J is still a matter of
controversy) we may write

Jx = Ix
Ly

VH = EyLy Vx = ExLx (143)

Thus

Vx = 2xx
Ly

LxJx = RxxIx VH = 2yxIx = RyxIx (144)
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Figure 18. Sample geometry used to measure the resistivity tensor
↔
2�B�. Reprinted with permission from [186], J. L. Marín et al., “Hand-
book of Advanced Electronic and Photonic Materials and Devices”
(H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Aca-
demic Press.

where Vz, VH are expressed in volts, Ix in amperes, and Rxx,
Ryx in ohms. Finally

Rxx = Lx

Ly

�xx
�2
xx + �2

xy

Ryx = �xy

�2
xx + �2

xy

(145)

The resistance Rxx involves the geometrical factor Lx/Ly and
thus is sample dependent. In literature, people often get rid
of this inconvenience by quoting the resistance which would
be measured in samples with a square shape but which are
otherwise identical to their investigated samples. Thus, to
recall this feature, Rxx measurements are given in units of
square ohms (P0).
On the other hand, the Hall resistance Ryx is independent

of the sample shape. This explains why several Bureaux of
Standards, in the hope of defining a new resistance stan-
dard, are interested in accurate Ryx data [103]. The former
will be independent of sample size and thus free of dilata-
tion effects, which often plague the usual ohm standards,
which are presently based on resistance of platinum rods.
Finally let us stress once more that both Rxx, Ryx as well
as 2xx, 2xy are expressed in ohms. Nothing is wrong with
the latter property. Only the resistivities 2xx, 2xy are two-
dimensional resistivities. We know that in the dimension
equation

2 = m∗
e

5ee
2Q

(146)

As in bulk materials Q has the dimension of a relaxation
time. However, in Eq. (146) 5e is an areal electron con-
centration instead of a volumetric concentration as usually
found in bulk materials.

2.5.2. Microscopic Discussion
The linear response theory, originally derived by Kubo et al.,
has been used to evaluate the components �xx and �yx of the
static magnetoconductivity tensor in the independent elec-
tron approximation [104]. We found that at T = 0 K

�xx=
(�e2

�m∗
e�

2S
Trace

{
)�%F −Ĥ��x)�%F −Ĥ��x

}
(147)

�yx=
−ie2�

�m∗
e�

2S

∫ +�

−�
f �%�d%

×Trace

{
)�%−Ĥ�

[
�y

1

�%−Ĥ�2
�x−�x

1

�%−Ĥ�2
�y

]}

(148)

where f �%� is the Fermi–Dirac distribution function which,
at zero temperature, is a step function of the argument
%F − % where %F is the Fermi level. In Eqs. (147) and
(148) � is p̂ + �e/c� �A and Ĥ is the quasi-two-dimensional
Hamiltonian which includes disorder,

Ĥ = p̂2
x

2m∗
e

+ 1
2m∗

e

(
p̂y + e

c
Bx

)2

+ %1 + g∗�BB�z + Vdisorder� �2� (149)

Ĥ = Ĥ0 + Vdisorder� �2�

where

Vdisorder� �2� =
∫
dz+2

1 �z�Vdisorder��r� (150)

and %1 is the confinement energy of the ground sub-
band (wavefunction +1) which arises from the size quan-
tization along the growth axis of the heterostructures. In
Eqs. (149) and (150) �2�x
 y�, �r = �x
 y
 z�. To make sense,
Eq. (149) requires a pronounced two-dimensionality of the
electron gas; that is, the excited subbands %2
 � � � must be
far enough away from %1 to allow a factorization of the car-
rier wavefunction C��r� in +1�z�'� �2�. The assumed strong
two-dimensionality also allows us to treat the case of the
tilted magnetic fields with respect to the growth axis. Only
the magnetic field B, which appears in Eq. (149), has to
be understood as the projection of B along the z axis.
The matrix elements of �x, �y on the Landau level basis
(eigenstates of Ĥ0) are

〈
n
 ky
 �z

∣∣�x

∣∣n′
 k′
y
 �

′
z

〉 = i�

.
√
2

[√
n)n′
 n−1 −

√
n + 1)n′
 n+1

]

× )k′
y
 ky

)� ′
z
 �z

(151)

〈
n
 ky
 �z

∣∣�ÿ

∣∣n′
 k′
y
 �

′
z

〉 = �

.
√
2

[√
n)n′
 n−1 +

√
n + 1)n′
 n+1

]

× )k′
y
 ky

)� ′
z
 �z

(152)

In a perfect heterostructure Vdisorder� �2� vanishes. Thus
the states n
 ky
 �z� are eigenstates of Ĥ . Consequently
the matrix elements

〈
n
 ky
 �z)�% − Ĥ�n′
 k′

y
 �
′
z

〉
(153)

are equal to

〈
n
 ky
 �z)�% − Ĥ�n′
 k′

y
 �
′
z

〉
= )�% − %n�z

�)nn′)k′
yky

)� ′
z�z

(154)
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Equations (152)–(154) immediately lead to

�xx = 0 �yx = 5ee
2

m∗
e�c

(155)

Thus, for a perfect system the microscopic evaluation of the
conductivity tensor leads to the same result as the classical
Drude type of calculations.
Equation (155) is not surprising but merely serves as a

reminder that, in the absence of scattering, a carrier sub-
jected to crossed electric and magnetic fields actually drifts
along a direction perpendicular to these two fields. The elec-
trical transport along the electric field is entirely due to col-
lisions, that is, to a nonvanishing Vdisorder� �2�.
We have already stated that very little is known about the

exact shape of Vdisorder� �2�. Its spatial average over a macro-
scopic area should, however, vanish. Thus, in the �x
 y�
plane, Vdisorder� �2� shows uncorrelated fluctuations, which are
either repulsive or attractive for electrons. (Notice that for
very large magnetic fields both kinds of fluctuations, when
considered as isolated, are capable of supporting bound
states.) Taking the randomness of the disorder potential into
account implies that Eqs. (147) and (148) should be com-
pleted by a spatial average over Vdisorder� �2�, and by taking
the limit S → �. If Vdisorder� �2� can be written as the sum of
one-defect potentials centered at �2i

Vdisorder� �2� = ∑
2i

W� �2 − �2i� (156)

The spatial average signifies an average over the positions
�2i of the defects, which are assumed to be uncorrelated.

Magnetic Field Dependence of �xx (Shubnikov–de
Hass Effect ) Let us evaluate �xx by taking the eigenstates
$� of Ĥ as the basis vectors:

�xx = (e2�

�m∗
e�

2S

∑
�
 $

)�%F − %��)�%F − %$�
∣∣〈$∣∣�x

∣∣�〉∣∣2 (157)

Equation (157) shows that the zero temperature conductivity
�xx is proportional to the number of pairs of states which
have exactly the Fermi energy (%F = %� = %$�, weighted by
the square of the �x matrix element between them.
Let us now suppose that we adopt the scheme of broad-

ened Landau levels whose tail states are localized. Then, if
the Fermi energy stays within the tail states, the matrix ele-
ment �$�x�� will decay (say exponentially) with  �2� − �2$
which is the distance separating the two localized states
��, $�. In addition, due to the randomness of Vdisorder� �2�
the number of states with exactly the same energy %� = %$
is extremely small. All these facts lead us to the conclu-
sion that �xx is a very small at T = 0 K. More sophisticated
analysis [105] shows that �xx does indeed vanish when the
limit of infinite S is taken. The previous argument does not
hold for extended states of the broadened Landau levels at
least because �$�x�� is ≈1/. for those states. Thus, when
the magnetic field is swept and the Fermi energy passes
through the consecutive Landau levels, �xx undergoes oscil-
lations and is zero when %F is in the localized levels (or in
a region where the density of states vanishes) and positive
when %F coincides with the extended states of the spectrum.

Such behavior is analytically derived within the framework
of the self-consistent Born approximation. In such a model,
one obtains [106]

�xx=0 if
∣∣∣∣%F −

(
n+ 1

2

)
��c−%1−g∗�BB�z

∣∣∣∣>Sn (158)

�xx=
e2

(2�

(
n+ 1

2

)

×
{
1−

[
%F −(

n+ 1
2

)
��c−%1−g∗�BB�z

Sn

]2}
(159)

elsewhere. Here 2Sn is the width of the nth broadened
Landau level whose density of states is given by Eq. (42).
Despite the incorrect treatment of the tail states, the for-
mula [Eq. (159)] is very helpful in explicitly showing the
oscillatory behavior of �xx upon B.
These oscillations are well known (Shubnikov–de Haas

effect) [79, 104] and have been observed in a variety of bulk
materials and heterostructures. They are of quantum origin
(being absent in a Drude-type analysis of the magnetocon-
ductivity tensor) and evidence the magnetic field-induced
singularities of the density of states.
The �xx maxima [or equivalently the 2xx maxima since

�xx � �xy in the first of Eq. (141)] are evenly spaced in 1/B.
The fields Bn�z

where �xx is maximum are such that

%F − %1 =
[
n + 1

2
+ g∗�B�zm

∗
e

�e

]
�e

m∗
e

Bn�z
(160)

This means that a plot of B−1
n�z

versus integer n should
be a straight line (Fig. 19) whose slope SB yields direct
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Figure 19. Oscillatory behavior displayed by 2xx�B� upon B
(Shubnikov–de Haas effect) in a GaAs–Ga0�7Al0�3As heterojunction
at T = 2 K (upper panel). The inverses of the magnetic fields 1/Bn

corresponding to maxima of 2xx�B� are plotted versus consecutive
integers n (lower panel). The slope of the straight line B−1

n versus
n directly yields the areal concentration of quasi-two-dimensional
electrons nc . �B // êz, 5 = 3�93 × 1011 cm−2. Reprinted with permission
from [186], J. L. Marín et al., “Handbook of Advanced Electronic and
Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic Press,
San Diego, 2001. © 2001, Academic Press.
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information on %F − %1 or, equivalently, on the areal carrier
concentration 5c, which is present in the heterostructure:

5c = m∗
e

(�2
�%F − %1� (161)

SB = �e

m∗
e

1
�%F − %1�

= e

(�5e

(162)

The determinations of 5e by means of the Shubnikov–de
Hass effect are very accurate. In addition they do not require
any information concerning the sample geometrical details
(shape, distance between contacts, etc.).

2.6. Magnetic Field Dependence of �xy :
The Quantized Hall Effect

In the self-consistent Born approximation, there should exist
corrections to the perfect Hall effect (�xy = −5ee

2/m∗
e�c�.

However, it is not very interesting to discuss these correc-
tions insofar as the most spectacular effects are completely
missed by any theory, which neglects the localized states in
the tails of the Landau levels.
What was experimentally observed is the appearance of

plateaus in the 2xy curves versus B (Fig. 20) at low tem-
peratures (T ≤ 4�2 K). The 2xy plateaus are exactly (within
at least one part per million) quantized, being subhar-
monics of �/e2. The so-called quantized Hall effect, dis-
covered by von Klitzing et al. [107] in Si-MOSFETs, can
be termed a universal effect. It has also been observed
in other two-dimensional systems: Ga1−xAlxAs–GaAs [108],
InP–Ga0�47In0�53As [109], AlSb–InAs [110], GaSb–InAs [111].
Its occurrence is independent of the band structure of the
host materials: the quantized Hall effect can be observed
when the carriers are electrons belonging to a single conduc-
tion band (Ga1−xAlxAs–GaAs) [108] or to a multivalley con-
duction band (Si-MOSFET) [107]. It is also observed when
the carriers are holes belonging to a degenerate valence
band (Ga1−xAlxAs–GaAs) [112] and even when there is a
mixed conduction (GaSb–InAs) [111].
The width TB of a given 2xy plateau increases as the tem-

perature decreases, reaching an amplitude which is close
to the maximum one at very low T (milli-Kelvin range)
[113]. It appears established that 2xy develops plateaus when
the Fermi level coincides with the localized states of the
broadened Landau levels. In fact, in the plateau regimes
for 2xy, 2xx (and �xx) are almost zero. The deviation from
the zero resistance state exponentially decreases as temper-
ature decreases. Such a feature evidences a hopping type of
transport along the electric field. The details of the hopping
processes remain uncertain: the hopping laws

�xx�T � ≈ exp

[
−

(
T0
T

)#
]

(163)

fit the data reasonably well but the exponent # is sample
dependent [111, 114, 115]. Perhaps the disorder potential
responsible for the existence of localized states is markedly
different in different types of heterostructures.
That �xy could be exactly quantized in units of a fun-

damental constant e2/h irrespective of the band structure,
defects, etc. clearly called for a theoretical explanation

(a) (b)

(c) (d)

Figure 20. The quantized Hall effect in III–V heterostructures. The
2xy curves plotted versus B are shown for: (a) n-Ga1−xAlxAs–GaAs,
(b) p-Ga1−xAlxAs–GaAs, (c) p-Ga1−xAlxAs–GaAs, and n-GaSb–InAs–
GaSb. Reprinted with permission from [186], J. L. Marín et al., “Hand-
book of Advanced Electronic and Photonic Materials and Devices”
(H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Aca-
demic Press.

which would go beyond the usual perturbative approaches
of the magnetoconductivity tensor and which would exploit
the genuine characteristic of two-dimensional magnetotrans-
port, which is the existence of nonconducting states separat-
ing conducting ones.
It was Aoki and Ando [116] and Prange [117] who first

pointed out that localized levels do not contribute to �xy
and that, moreover, delocalized states, in the presence of
localized ones, conduct more efficiently, thus ensuring the
pinning of �xy to a multiple of e2/h. The theoretical break-
through was made by Laughlin [118] who showed that the
gauge invariance of the electromagnetism implies the quan-
tization of �xy, at T = 0 K, provided that the Fermi level
sits in the localized levels (�xx = 0). For a detailed discus-
sion of the theoretical aspects of the quantized Hall effect,
see [119].
There is no available theory of the quantized Hall effect

at finite temperature. Such a theory is, however, very desir-
able in order to ascertain the magnitude and temperature
dependence of the corrections to the T = 0 K value, and
thus the accuracy of new resistance standards based on the
quantized Hall effect.
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2.6.1. Fractionally Quantized Hall Effect
When the Fermi level has passed the 0− Landau level, noth-
ing is expected to occur. A wealth of extra features was in
fact detected for fractional occupancies of the remaining 0+

sublevel (Fig. 21) [120, 121]. These features are only seen in
samples with very high zero-field mobilities. Like the “nor-
mal” quantized Hall effect, the fractionally quantized Hall
effect does not depend on the band structure of the host
materials. It has been observed in both electrons [120–122]
and holes [123] in quasi-two-dimensional systems. Of the
fractional p/q defined by

2xy = q

p

h

e2
(164)

only those with odd denominators have been unambiguously
observed. The fractionally quantized Hall effect has been
explained by Laughlin [124, 125] in terms of a condensation
of the electron (or hole) system into a microscopic collec-
tive ground state due to electron–electron (or hole–hole)
interaction. This ground state is separated from the excited
one by ≈0.03e2/., where . is the magnetic length defined
in Eq. (22). That a repulsive interaction between carriers
may give rise to a condensation is intimately linked to the
quasi-two-dimensionality of the electron motion. In a bulk
material two such electrons can never form a bound state,
whereas the two-dimensional motion prevents the escape
of the two electrons at infinite distance from each other.
Laughlin’s wavefunction of the condensed ground state has
been generalized by Halperin [126]. The exact microscopic
nature of the ground state is still disputed [127].

2.6.2. Cyclotron Resonance
As can be shown, the frequency-dependent magnetoconduc-
tivity tensor �#1��� (which describes the linear response
of the electron gas to a periodically varying electric field)
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Figure 21. Fractionally quantized Hall effect in a n-Ga1−xAlxAs–GaAs
single heterojunction. The plateaus labeled 2/3 and 1/3 take place when
the fractional occupation of the last (0+) Landau level is equal to 2/3
and 1/3 respectively. 5 = 1�48 × 1011 cm−2. Reprinted with permission
from [186], J. L. Marín et al., “Handbook of Advanced Electronic and
Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic Press,
San Diego, 2001. © 2001, Academic Press.

exhibits singularities at � = �c. Let us work in the Drude
model (classical description) and assume that

�E��r
 t� = Eêx cos�t (165)

The equation of motion of the complex velocity

- = vx + ivy (166)

is
d-

dt
= −-

Q
+ i�c- − eE

m∗
e

cos�t (167)

where a viscous friction force −m∗
ev/Q accounts for the scat-

tering mechanisms. In the permanent regime, - oscillates at
the frequency � and the êx component of the areal current
density �j = −5ee�v is found to behave like

jx = 5ee
2Q

2m∗
e

E

{
cos�t + Q�� − �c� sin�t

1 + �� − �c�
2Q2

+ cos�t + Q�� + �c� sin�t
1 + �� + �c�

2Q2

}
(168)

Over a period 2(/�, the average power taken to the electric
field is

�P� = �

2(

∫ 2(/�

0
jxE cos�t dt (169)

or

�P�= 5ee
2Q

4m∗
e

E2

{
1

1+��−�c�
2Q2

+ 1
1+��+�c�

2Q2

}
(170)

There are two contributions to �P�. The first one presents
a resonance at � = �c, while the second one is a decreas-
ing function of �c or �. The resonant term arises from the
exp�+i�t�/2 part of the electric field. Indeed, the linear
vibration [Eq. (165)] can be rewritten as the sum of two
clockwise and counterclockwise circular vibrations:

E�t�=
{
Ecos�t

0
=




1
2
Ecos�t

1
2
Esin�t

+




1
2
Ecos�−��t

1
2
Esin�−��t

(171)

The first kind of circular vibration is, for � = �c, constantly
in phase with the electron motion. As a result, it transfers
a finite amount of energy to the electron during a cyclotron
period. On the other hand, the second type of circular vibra-
tion partly accelerates and partly decelerates the electron
and, on average, does not transfer energy to the electron.
Note that, ultimately, the carrier does not store the elec-
tromagnetic energy. Instead, this energy is given up to the
lattice via the viscous friction force. In the limit Q → �,
�P� would be zero unless � = �c. Figure 22 shows a plot
of �P� versus �c/� for three values of �Q . Two features are
remarkable:

(i) �P� displays an asymmetric lineshape at low �Q and
a rather symmetric one at large �Q .

(ii) �P� gets narrower for larger �Q .
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Figure 22. The power absorbed by a classical electron gas from an elec-
tromagnetic wave (angular frequency �), averaged over a period of the
cyclotron motion, is plotted versus the dimensionless ratio �c/� for
�Q = 2�1 �1�, 4.1 (2), 10.1 (3), respectively. Reprinted with permission
from [186], J. L. Marín et al., “Handbook of Advanced Electronic and
Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic Press,
San Diego, 2001. © 2001, Academic Press.

Suppose we consider a heterostructure with a dc mobility of
104 cm2/V s. The condition �cQ ≥ 1, which ensures that the
electron has completed a revolution around �B without being
scattered, is fulfilled as soon as B ≥ 1 Tesla. The cyclotron
resonance absorption � = �c is observed in the far infrared
or millimeter parts of the electromagnetic spectrum for the
actual masses of III–V heterostructures. Two experimental
techniques are used: either sweep the magnetic field while
keeping � fixed or work at fixed B by sweeping the fre-
quency �. The first technique requires the use of far-infrared
lasers or carcinotrons as monochromatic sources and a mag-
net to produce the field. It is more practical than the second
one, which requires the use of Fourier interferometers com-
bined with a magnet. By reporting the photon energies ��n

versus the observed resonance fields Bn on a (B
 ��) dia-
gram one gets a straight line (for parabolic band structures)
whose slope �e/m∗

e yields a very precise determination of
the carrier effective mass m∗

e .
It is clear that the Drude model cannot describe very

accurately all the experimental observations in quasi-two-
dimensional electron gases. In particular, the quantity Q ,
which accounts for the scattering effects, has, in practice,
no reason to be �- and B-independent as postulated in the
Drude model.
A better model of the cyclotron resonance absorption has

been derived by Ando and is based on the microscopic calcu-
lation of �#1��� within the framework of the self-consistent
Born approximation [128]. This model predicts resonance
absorptions of the electromagnetic wave, not only at � =
�c but also at the harmonics � = n�c. In addition, when
the width TB at half maximum of the main cyclotron res-
onance line (�P� versus B at fixed �) is large enough (i.e.,
when the dc mobility is not too high) to allow the Fermi
level to be crossed by several Landau levels (i.e., when 5e

is large enough), the cyclotron resonance lineshape is calcu-
lated to exhibit extra oscillations which are �-independent.
These Ando oscillations are of the Shubnikov–de Hass type.
They have been observed in Si-MOS structures [129], as
well as in modulation-doped Ga1−xAlxAs–GaAs heterostruc-
tures [130].
Apart from the Si–MOSFET’s the most complete

study of the cyclotron absorption has been performed in
Ga1−xAlxAs–GaAs heterostructures [130–133]. The first out-
put of these studies is the effective mass of the carrier
in the GaAs channel. It has been found that this mass is
slightly enhanced over the band edge conduction mass of
bulk GaAs (0.067m0). The mass enhancement is, however,
modest (few percent) and is in general attributed to the
weak nonparabolicity of the GaAs conduction band. It has
not yet been proved that part of the enhancement does not
originate from the matching conditions for the wavefunc-
tion and its derivative at the interface between GaAs and
Ga1−xAlxAs.
The most striking results of cyclotron resonance experi-

ments pertain to the cyclotron resonance linewidth and line-
shape. If interference effects are carefully excluded from
the experiments, the lineshape of the cyclotron absorption
is rather symmetric in Ga1−xAlxAs–GaAs heterostructures.
For heterostructures with modest mobilities (≤105 cm2/V s)
the width at half maximum of the absorption curves fol-
lows the predictions of Ando’s model [128]. In high mobility
heterostructures it has been shown [133] that the cyclotron
resonance linewidth TB plotted versus the resonance field
displays oscillations, whereas Ando’s model (at least with
pointlike scatterers) would rather predict a smooth increase
of TB. The carriers have tentatively correlated such oscil-
lations with the oscillations of the screening of the scatter-
ing potentials.
In fact, if the resonance field corresponds to a situation

where the Fermi level stays in the localized levels of a broad-
ened Landau level or in the gap separating two such lev-
els, the screening is inefficient, since the heterostructure is,
for that particular field, an insulator. If, on the other hand,
the resonance field is such that the Fermi level coincides
with the extended states of a Landau level, the screening
effects are very pronounced due to the large polarizability
of the electron gas for that particular configuration. When
the screening effects are weak, both the damping effects and
the cyclotron resonance linewidth are large and vice versa.
When the host materials of the heterostructure are

markedly nonparabolic (e.g., GaSb–InAs [134], InSb MOS
structures [135]) many subbands are often populated (both
effects arise from the smallness of the effective mass).
These subbands have different cyclotron resonance effec-
tive masses and the ground subband displays the heavier
mass. Thus, the cyclotron resonance absorption shows struc-
tures which can be associated with the cyclotron resonance
absorption of each individual subband.

2.7. Magnetoconductivity of Quantum Wires
with Elastic and Inelastic Scattering

In this section a Boltzmann equation is used to determine
the magnetoconductivity of quantum wires, following Bruus
et al. [136]. The presence of a confining potential in addition
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to the magnetic field removes the degeneracy of the Landau
levels and allows one to associate a group velocity with each
single particle state. The distribution function describing the
occupation of these single particle states satisfies a Boltz-
mann equation, which may be solved exactly in the case of
impurity scattering. In the case where the electrons scatter
against both phonons and impurities the integral equation
for the distribution function is solved numerically, and in
certain limits analytically, and is determined by the conduc-
tivity as a function of temperature and magnetic field. The
magnetoconductivity exhibits a maximum at a temperature
which depends on the relative strength of the impurity and
electron–phonon scattering and shows oscillations when the
Fermi energy or the magnetic field is varied.
The suppression of scattering between edge states, due

to the presence of the magnetic field, was discussed by sev-
eral authors [137–140]. The effects of impurity and boundary
scattering on the Hall effect in quantum wires were treated
by Akera and Ando [141] starting from a Boltzmann equa-
tion. The Kubo method [142] has been used for considering
the effect of the coupling to optical phonons [143, 144] and
the influence of impurity scattering [145] on the magneto-
transport through quantum wires. Momentum and energy
balance equations have been derived [146, 147] for a quasi-
one-dimensional gas of electrons in a magnetic field. Other
authors [148] have used the Keldysh method to discuss mag-
netotransport in the presence of impurity scattering, while
the formalism due to Landauer [149] and Büttiker [150] was
employed in [151] to treat the influence of disorder on the
Hall effect in quantum wires.
Transport in strong magnetic fields has traditionally been

treated within the Kubo formalism, since this allows one
to fully take into account the quantization of the motion
of an electron in a magnetic field. The resulting diagram-
matic expansion of the conductivity requires the considera-
tion of both self-energy effects and vertex corrections. It was
demonstrated in [145] that it is essential to include vertex
corrections in order to determine the effect of impurity scat-
tering on the magnetoconductivity of a quantum wire. The
physical reason for this is that only backscattering from the
impurities contributes to the resistivity.
In this section a Boltzmann equation to determine the

transport properties of quantum wires formed by additional
confinement of the two-dimensional electron gas of, for
example, a GaAs–GaAlAs heterojunction, is used. The pres-
ence of a confining potential in addition to the magnetic
field removes the degeneracy of the Landau levels and
allows one to associate a group velocity with each single
particle state. The distribution function describing the occu-
pation of these single particle states satisfies a Boltzmann
equation, which we solve exactly in the case of impurity scat-
tering. The resulting magnetoconductivity agrees with that
obtained in [145] within the Kubo approach. In the case
of electron–phonon scattering we solve numerically—and in
certain cases analytically—the integral equation for the dis-
tribution function. The conductivity is determined as a func-
tion of temperature and magnetic field in the case when
both impurities and phonons contribute to the scattering of
the electrons.
Apart from its simplicity, the use of the Boltzmann equa-

tion has the additional advantage that it allows one to go

beyond linear response theory in a straightforward manner.
Although this section treats in detail only the regime of lin-
ear response, the approach may readily be generalized to
take nonlinear effects into account.
Since conduction in a quantum wire involves current

transport in one dimension it is necessary to consider the
role of localization. This was done in [152], where it was
shown that weak localization in quantum wires is destroyed
in a magnetic field greater than a critical value Bc where
the critical magnetic field Bc apart from numerical factors
is given by Bc ≈ hV/eLIW

2. Here V is the elastic scatter-
ing length, W is the width of the quantum wire, while LI is
the phase coherence length. In what follows we shall assume
that the magnetic field is sufficiently strong that localiza-
tion effects are always negligible. The transport properties of
the quantum wires may then be obtained from a Boltzmann
equation, in which the quantizing effect of the magnetic field
is incorporated in the manner described. We shall also dis-
regard Coulomb-blockade effects, which have been shown
to be of importance in some systems [153].

2.7.1. Single Particle Energy Spectrum
We consider an electron moving in the xy plane under
the influence of a constant magnetic field in the z direc-
tion. In addition a parabolic confinement potential limits its
motion in the y direction whereby a wire is formed in the x
direction. The Hamiltonian for such an electron is

Ĥ = 1
2m∗ �p̂ + e �A�2 + 1

2
Ky2 (172)

with m∗ being the effective (band) mass of the electron.
For simplicity we have neglected the Zeeman splitting, since
we shall be mainly concerned with quantum wires in GaAs
based structures, where the Zeeman energy is a few per-
cent of the cyclotron energy ��c to be defined. The electron
spin therefore only enters as a factor of 2 in the expres-
sion for the current density. In the x direction we impose
periodic boundary conditions, and for the vector potential
�A we use the Landau gauge �A = B�−y
 0
 0�. Consequently
the eigenfunctions of the Hamiltonian are products of plane
waves and harmonic-oscillator functions involving Hermite
polynomials Hn,

Cnk = 1√
L
exp�ikx�

1
�
√
(2nn!Vh�1/2

Hn

(
y − yk
Vh

)

× exp
(

− �y − yk�
2

2V2h

)
(173)

with L being the length of the quantum wire. The center
coordinate yk and the characteristic length Vh of the har-
monic oscillator are specified below. The wavefunction in
the z direction is taken to be a ) function.
In the case where K is zero and only the magnetic field is

present the natural system of units is based on the cyclotron
frequency �c and the magnetic length Vc, given by

�c = eB

m∗
e

V2c = �

eB
(174)
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When K is different from zero, we define the quantity L,
which describes the relative strength of the confinement
potential, by

L ≡ K

m∗
e�

2
c

(175)

and the natural units are now based on the hybrid frequency
�h and the hybrid characteristic length Vh given by

�h = �1 + L�1/2�c Vh = �1 + L�−1/4Vc (176)

By inserting the function (173) in the Schrödinger equation

ĤC
n�k = %

n�kCn�k (177)

one finds that (177) is satisfied, provided that

%
n�k = ��h

(
n + 1

2

)
+ �

2k2

2m∗ n = 0
 1
 2
 � � � (178)

where m∗ is a renormalized mass defined by

m∗ = 1 + L

L
m∗

e (179)

The center of the harmonic oscillator wavefunctions is
given by

yk = �c�k

m∗
e�

2
h

= �1 + L�−1/2kV2h (180)

The confinement potential Ky2/2 removes the degeneracy
of the Landau levels through the k dependence exhibited in
Eq. (178). Note that the dispersion relation is that of a free
particle with a renormalized mass m∗. When the strength
of the confinement potential goes to zero, the renormal-
ized mass m∗ becomes infinite (corresponding to degenerate
Landau levels), while in the opposite limit (L → �), the
renormalized mass becomes equal to the effective mass m∗

e .
In the following we shall describe conduction through the

quantum wire on the basis of the Boltzmann equation for
the distribution function of the excitations with energy %nk.
The group velocity v of the excitations is seen to be

vnk = 1
�

�%nk
�k

= �k

m
(181)

If the confinement potential is not simply parabolic, the rela-
tion between vnk and k becomes more complicated than
Eq. (181), but the method described in the following is still
applicable, provided one modifies the group velocity accord-
ingly and incorporates the new wavefunctions into the matrix
elements appearing in the collision probability.

2.7.2. Boltzmann Equation
We consider the distribution function fnk for the excitations
specified by the energy %nk, with group velocity vnk = �k/m.
Unlike the usual semiclassical description of transport in a
magnetic field, the magnetic field has here been taken into
account from the very beginning, in defining the excitations
with dispersion relation (178). The effect of an electric field
Ex in the x direction is, however, included in the usual man-
ner through the acceleration equation

�k̇ = −eEx (182)

The Boltzmann equation [154] is

�fnk
�t

+ k̇
�fnk
�k

=
(
�fnk
�t

)
coll

(183)

where the right-hand side of the equation contains the colli-
sion term. Since we are interested in the linear response to
a static electric field, the time derivative �f /�t is equal to
zero, while fnk in the second term on the left-hand side may
be replaced by the equilibrium function f 0

nk. Using Eq. (182)
the Boltzmann equation then becomes an inhomogeneous
integral equation of the form

eEx

kBT
vnkf

0
nk�1 − f 0

nk� =
(
�fnk
�t

)
coll

(184)

with the integral term on the right-hand side the collision
term to be specified.
Before we consider specific scattering mechanisms, let us

write the conductivity � in terms of the distribution function.
We define � as � ≡ jx/Ex, jx being the current density in
the x direction. In terms of the two-dimensional resistivity
tensors 2 we get � = 1/2xx because jy = 0. However, in the
presence of the magnetic field a current in the x direction
will also induce an electric field in the y direction. For jx
we have

jx = −2e
∑
n

∫ �

−�
dk

2(
vnkfnk (185)

We shall introduce the deviation function Cnk by the
definition

fnk ≡ f 0
nk + f 0

nk

(
1 − f 0

nk

)
Cnk (186)

Then the current density becomes

jx = −2e
∑
n

∫ �

−�
dk

2(
vnkf

0
nk

(
1 − f 0

nk

)
Cnk (187)

Since we shall be dealing with distribution functions that
change sign upon k → −k, we may restrict k to positive
values and work instead with the distribution function as
a function of energy: Cn�%�. In this notation k is then a
function of energy, and we denote the k value, which solves
% = %nk by kn�%�. Furthermore, by introducing the function
In defined by

In ≡ kBT

eEx

Cn (188)
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we may express the conductivity as

� ≡ jx
Ex

= 2e2

h
2

∑
n

∫ �

0
d%

(
−�f 0�%�

�%

)
In�%� (189)

since dk = d%/�v. Note that I has dimension of length.
The chemical potential entering the equilibrium distribution
function f 0 will be assumed to be independent of temper-
ature, equal to %F since the quantum wire under typical
experimental conditions is in contact with a large reservoir
of electrons.
The Boltzmann equation considered in this section is an

inhomogeneous integral equation of the form

Xnk = HCnk (190)

where

Xnk = − eEx

kBT
vnkf

0
nk

(
1 − f 0

nk

)
(191)

while the integral operator H is defined by
(
�fnk
�t

)
coll

= −HCnk (192)

with

HCnk = ∑
n′

∫ �

−�
L

2(
dk′ Knn′�k
 k′��Cnk − Cn′k′� (193)

Here K is an integral kernel specified in the previous
section.
By introducing the scalar product �A
B� through the

definition

�A
B� = ∑
n

∫ �

−�
dk

2(
AnkBnk (194)

the conductivity may be written as

� = 2kBT

E2
x

�X
C� (195)

In cases where we cannot solve explicitly for C, it is useful
to employ a variational principle which yields a lower bound
on � by virtue of the Schwarz inequality

�C
HC��U
HU� ≥ �U
HC�2 (196)

where U is an arbitrary trial function. Since HC = X, this
gives a lower bound on the conductivity

� ≥ 2kBT

E2
x

�X
U�2

�U
HU�
(197)

This lower bound will be used to determine the low-
temperature conductivity when the scattering is due to
acoustic phonons, both with and without impurities, and the
resulting analytic expressions are compared to the results of
the numerical solution of the integral equation.

We shall always write our calculated values of the conduc-
tivity, as limited by the various scattering mechanisms to be
considered in subsequent sections, in the form

� = 2e2

h
l (198)

where l has the dimension of a length. As may be expected,
in the presence of impurity scattering l tends to a finite value
as T tends to zero, while it increases exponentially in the
absence of impurity scattering, when the electrons are scat-
tered only by phonons.

2.7.3. Impurity Scattering
In this section we consider the case of elastic impurity scat-
tering. The collision integral is

(
�fnk
�t

)
coll

=−∑
n′

∫ �

−�
L

2(
dk′Wnn′�k
k′��fnk−fn′k′� (199)

since the scattering is elastic. According to the golden rule
we have

Wnn′�k
 k′� = 2(
�

�nkV n′k′�2)�%nk − %n′k′� (200)

The square of the matrix element �nkV n′k′� for scattering
from impurities may be written as

�nkV n′k′�2 =
∫
d2r

∫
d2r ′V ��r�V ��r ′��nk�r���r n′k′�

× �n′k′�r ′���r ′nk� (201)

We shall perform an ensemble average over the distribution
of impurities, corresponding to the replacement

V ��r�V ��r ′� → �V ��r�V ��r ′�� = F ��r
 �r ′� (202)

When the impurity potential may be approximated by a )
function in space, the function F is proportional to the )
function )��r − �r ′�, corresponding to a “white-noise” model

F ��r
 �r ′� = A2nimp)��r − �r ′� (203)

Here we have introduced the number or impurities per unit
area nimp together with the constant A, which denotes the
magnitude of the matrix element for scattering from a single
impurity. The dimension of A is that of energy times area.
In order to distinguish between states of equal energy but

opposite sign of k, we introduce the “branch index” s = ±1,

kns�%� ≡ skn�%� = s

√
2m
�2

[
% −

(
n + 1

2

)
��h

]
(204)

provided
(
n + 1

2

)
��h ≤ % (205)

The density of states at the Fermi energy %F is inversely
proportional to the s-independent Fermi velocity vn�%F � =
�kn�%�/m. Finally, since Ins is odd in k and hence changes
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sign with s, we may write Ins = sIn. The problem then
becomes that of solving the matrix equation

s = ∑
n′s′

Bn′s′
ns �sIn − s′In′� (206)

and calculating the conductivity according to Eq. (189). The
matrix Bn′s′

ns is positive and symmetric with respect to inter-
change of ns with n′s′. Its elements are

Bn′s′
ns = 1

�2
A2nimp

1
vnvn′

1

Vh
√
2(

F n′s′
ns (207)

Here we have defined the following dimensionless
quantities:

F n′s′
ns = √

2(Vh
∫ �

−�
dy

∣∣un�y − ykns�
∣∣2∣∣un′�y − ykn′ s′ �

∣∣2 (208)

where un�y� is the normalized y-dependent part of the
wavefunction (173). The overlap integral F n′s′

ns has the form
Pn′s′
ns �z� exp�−z�, where Pn′s′

ns �z� is a polynomial in z, and
where z = �ykns − ykn′ s′ �

2/2l2h.
In Figure 23 we show the result of solving the matrix

Eq. (206) and calculating the conductivity according to
Eq. (189) as a function of the Fermi energy %F , for differ-
ent choices of the parameter L determining the strength of
the confining potential. As can be seen in the figure the
conductivity rises quickly as the Fermi level increases above
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Figure 23. The conductivity for a quantum well wire with impurity scat-
tering plotted versus the Fermi level for three different choices of the
confinement potential corresponding to L = 1, 0.5 and 0.25. The dashed
line is the T = 0 result and the solid lines correspond to kBT = 0�05��h.
The magnetic field is 9 T. Reprinted with permission from [186], J. L.
Marín et al., “Handbook of Advanced Electronic and Photonic Materi-
als and Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001.
© 2001, Academic Press.

��h/2. This is due to the increasing separation between the
two edge states, expressed by the overlap integral F 0+

0− of
Eq. (208) which leads to the exponential factor in Eq. (209)
below. When %F hits the next Landau level, the conductiv-
ity starts to decrease because a channel for backscattering is
opened (i.e., the n = 0 edge state can scatter to the oppo-
site edge through the n = 1 edge states). However, when the
n = 1 edge states become decoupled, the conductivity starts
to increase again. This qualitative behavior is repeated each
time a new Landau level crosses the Fermi level. The height
of the conductance peak at 3��h/2 increases strongly with
increasing channel width. At finite temperature these fea-
tures are somewhat smeared, as evidenced by the figure, but
still clearly visible.
Our calculation is relevant for the case where the scatter-

ing between different channels is so strong that the Boltz-
mann picture is valid; in other words, the calculated mean
free path must be considerably shorter than the length of
the wire. In the high magnetic field limit this means that
the wire may not be so broad that the edge states become
decoupled. Thus in practice we are dealing with wires only
a few times lh wide.
When ��h/2 ≤ %F ≤ 3��h/2 only the lowest Landau level

is involved, corresponding to n = n′ = 0 in Eq. (206). Then
the solution becomes particularly simple, I0 = 1/2B0−

0+ . By
means of the Sommerfeld expansion we obtain the low-
temperature expression for the conductivity � = 2e2/hB0−

0+ ,

� = 2e2

h
lh

√
2(

�
2

A2nimp

�
2k2

F

m∗2 exp

(
2k2

F l
2
h

1 + L

)

×
{
1 + 8(2

3L2

(
1 + 1 + L

k2
F l

2
h

)(
kBT

��h

)2}
(209)

where kF = k0+�%F � is the Fermi momentum. The con-
ductivity increases with temperature because electrons are
excited into states, which have a smaller overlap with the
states at the opposite branch. Consequently the electrons
have a smaller backscattering probability. The result (209)
is valid only to lowest order in kBT /��h. In obtaining our
numerical results we do not use the Sommerfeld expansion
but calculate directly the integral over energy according to
expression (189).
As an illustration of the matrix inversion involved in the

solution of the Boltzmann equation we shall also give the
expression for the zero-temperature conductivity in the case
when 3��h/2 ≤ %F ≤ 5��h/2. By utilizing the symmetry
In+ = −In− the 4 × 4 matrix equation becomes a 2 × 2
equation which may readily be solved for I0+ and I1+. The
resulting conductivity � = �2e2/h�2�I0+ +I1+� is at T = 0 K
given by

� = 2e2

h

2
(
2B1+

0+ + B1−
1+ + B0−

0+
)

2
(
B1+
0+B

1−
0+ + B0−

0+B
1−
1+

) + (
B1+
0+ + B1−

0+
)(
B0−
0+ + B1−

1+
)

(210)

The result (210) yields the conductivity at zero temperature,
when the Fermi energy %F satisfies the condition 3��h/2 ≤
%F ≤ 5��h2. The generalization to more Landau levels is
straightforward. The B matrix in Eq. (206) is in general a
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2�n0 + 1�× �2n0 + 1� matrix given by Eq. (207), where n0 is
the quantum number associated with the highest occupied
Landau level at T = 0 K.
It is convenient to relate the conductivity calculated in the

following two sections to the zero-temperature conductivity
�2D associated with motion in two dimensions in the absence
of a magnetic field and a confinement potential. The latter
is given by

�2D = e2n2D

m∗
e

Qimp = en2D�imp (211)

where n2D is the electron sheet density and �imp is the zero-
field, zero-temperature mobility,

�imp = eQimp

m∗
e

(212)

with

1
Qimp

= m∗
eA

2nimp

�3
(213)

We shall thus express the calculated conductivity in units of
�2e2/h�limp, where

limp = Qimp�clc (214)

is a characteristic length which depends on the impurity con-
tent as well as the magnetic field.

2.7.4. Electron–Phonon Scattering
Next we turn to the consideration of inelastic processes.
The present section treats the case where the electrons are
scattered by acoustical phonons due to the combined defor-
mation potential and piezoelectric coupling, while the fol-
lowing section discusses the coupling of electrons to optical
phonons.
Before specializing to a particular model let us write the

contribution to the collision operator from the scattering
against phonons. The phonons are assumed to be in thermal
equilibrium. Then the integral operator Ĥ is given by the
following expression:

ĤCnk = 2(
�

∑
n′

∑
k′

∑
�q

g �q 2f 0�%nk�

× /1 − f 0�%n′k′�0)k
 k′+qz
�Cnk − Cn′k′�

× {
)�%n′k′ − %nk + ��q�/1 + N 0��q�0

+ )�%n′k′ − %nk − ��q�N
0��q�

}
(215)

Here g �q is the electron–phonon coupling parameter, which
will be specified, while N 0��q� is the equilibrium phonon
distribution. For simplicity we have assumed that the phonon
frequencies only depend on the magnitude of �q. In Eq. (215)
we have explicitly written the factor )k
k′+qz

discussed in
Section 2.7.6.
Utilizing the relationship

f �%�/1 − f �% ± ��q�0

= /f �%� − f �% ± ��q�0/1 + N 0�±�q�0 (216)

the collision integral (215) can be written as

ĤCnk = 2(
�

∑
n′ �q�

g �q 2
f 0�%nk� − f 0�%nk + ���q�

4 sinh2���q/2kBT �

× �Cnk − Cn′k−qz
�)�%n′k−qz

− %nk − ���q� (217)

with � assuming the two values +1 and −1 corresponding
to phonon absorption and emission, respectively.
The calculations of g �q are based on the standard electron–

phonon interaction Hamiltonian, which disregarding umk-
lapp processes takes the form

Ĥep =
√

�

2V2�q

∑
.
 �q

M.� �q�2̂� �q�(b̂ �q + b̂+
− �q

)
(218)

where 2 is the ion mass density, V is the normalization vol-
ume, 2̂� �q� is the Fourier component of the electron density
operator, b̂+

− �q is a phonon creation operator, and . is the
polarization index. The coupling function M is given by

M.� �q� = −V � �q� �q · �e. (219)

V � �q� being the electron-ion potential and �e. a unit vector
describing the polarization .. For a detailed treatment of
electron–phonon coupling in semiconductors see, for exam-
ple, [155]. The values of the GaAs parameters used in these
calculations are listed in Table 2.

Coupling to Acoustical Phonons In GaAs heterostruc-
tures at low temperatures the electron–phonon scattering is
mainly due to the combined piezoelectric coupling and the
deformation potential coupling [100, 156–158]. We briefly
sketch how these couplings are derived.
The deformation potential coupling only involves the lon-

gitudinal acoustical phonons. The coupling to the transverse
acoustical phonons is suppressed by the square of the ratio
between the speed of sound and the speed of light. In the
long wavelength limit the coupling function Mdf for the
deformation potential coupling is written as

Mdf = Yq (220)

where Y, known as the deformation potential, is the zero
wavevector limit of V � �q�.

Table 2. The GaAs constants used in this section.

Parameter Symbol Value

Ion mass density 2 5�3 × 103 kgm−3

Longitudinal sound velocity c 5�2 × 103 m s−1

Transverse sound velocity xc 3�0 × 103 m s−1

Sound velocity ratio x 0.58
Static dielectric constant H0 12.8
High-frequency dielectric constant H� 10.6
Piezoelectric constant h14 1�38 × 109 V m−1

Piezoelectric potential P 5�4 × 10−20 J2 m−2

Deformation potential Y 2�2 × 10−18 J
Effective electron mass m∗

e 0.067m0

Optical–phonon energy ��0 36 meV



Magnetic Field Effects in Nanostructures 819

The electron-ion potential V for the piezoelectric cou-
pling is found from the basic piezoelectric equations [155].
For GaAs (zinc blende structure) the only nonvanishing
independent piezoelectric constant is h14 (reduced notation),
and the coupling function M

pz
. in this case becomes

M
pz
. = i2eh14

(
q̂xq̂yê.
 z + q̂yq̂zê.
 x + q̂zq̂xê.
 y

)
(221)

where q̂i = � �q/q�i. In the piezoelectric case . is retained.
It is noted that Mdf is real while Mpz is imaginary; thus to

second order the two terms do not interfere, and the abso-
lute square of the total coupling function Mac is given by

Mac2 = Mdf 2 + Mpz2 (222)

To obtain a more tractable form of the piezoelectric cou-
pling we perform angular averages for the longitudinal and
the (two) transverse modes separately and then add the
terms [155, 159]. While this represents an approximation
compared to retaining the full �q dependence of the cou-
pling in the collision integral, we expect it to involve only
minor quantitative differences. In adding the transverse and
longitudinal contribution we must remember the different
average sound velocities associated with each of the terms,
originating in the factor 1/√�q = 1/

√
cq in Eq. (218).

Expressing the transverse sound velocity as x times the lon-
gitudinal sound velocity we obtain the angular average of the
absolute square of the piezoelectric coupling function Mpz,

Mpz2 = �eh14�
2

(
12
35

+ 1
x

16
35

)
≡ P (223)

where we have introduced the constant P , and where it is
understood that the only sound velocity appearing in the
following is the longitudinal one.
The electron–phonon coupling parameter g �q introduced

in Eq. (215) now becomes

gac�q�2 = �

22Vc
1
q
�Y2q2 + P��nk exp�i �q · �r�n′k′�2 (224)

The matrix element appearing in this expression is treated
in detail in the Section 2.7.6. In writing Eq. (224) we have
taken the phonon frequency �q to be given by

�q = cq (225)

Coupling to Acoustical Phonons in the Low-Temper-
ature Limit In an analytical study of the low-temp-
erature limit we use the variational principle discussed in
Section 2.7.2 and choose a trial function given by

U = Unk = sgn�k� (226)

Thus U is 1 on the branches corresponding to k being posi-
tive, while it is −1 on the branches corresponding to k being
negative. This choice will lead to an expression for the con-
ductivity which in the case of a single occupied Landau level
and in the limit of low temperature agrees with a numerical
solution of the integral equation. This suggests that the trial
function is in fact the exact one under these conditions.

First we evaluate the scalar product �U
X� appearing in
the general expression (197) for the lower bound on the con-
ductivity. By changing the integration variable to the energy
%nk we get

�X
U� = eEx

�(

∑
n

f 0�%n0� (227)

where %n0 is the k = 0 value of %nk. Because of the symmetry
of the integral operator Ĥ given in Eq. (217) the denomi-
nator occurring in Eq. (197) becomes

�U
HU� = ∑
n

∫ �

−�
dk

2(

∫ �

−�
dk′

2(

∑
n′

Knn′�k
 k′�

× 1
2

[
1 − sgn�k�sgn�k′�

]2 (228)

As was discussed in Section 2.7.6 k′ = k − qx. The occur-
rence of the factor /1− sgn�k�sgn�k − qx�0 in the integrand
of Eq. (228) implies that the summation over qx becomes
restricted by qx > k for k > 0, while qx < k for k < 0. Using
the symmetry with respect to reversal of all momentum vari-
ables we may thus restrict the k integral to the interval 0
to �, which limits qx to the region qx > k. If � denotes the
angle between �q and the x axis, the integration over � is
therefore restricted by

cos � >
k

q
0 < q < � (229)

Thus we have to carry out three integrations (over q, k, and
cos �) as well as two sums (over n and n′).
Let us consider the simplest case, in which n = n′ = 0. If

the sound velocity is much less than the Fermi velocity then
the energy-conserving ) functions are

)�%n′k′ − %nk ± ��q� � )

(
�
2

2m∗ �q
2 cos2 � − 2kq cos ��

)

(230)

The q integral is now restricted to the interval q > 2k, while
k/q < cos � < 1. This yields, after performing the I integral
as shown in Section 2.7.6,

�U
ĤU�= 1
4(3�2c2

∫ �

0

d%

v2�%�

∫ �

2k
dq�Y2q2+P�

×I0
0

(
q
2

k

q

) f 0�%nk�−f 0�%nk+���q�
4sinh2���q/2kBT �

(231)

where I0
 0�q
 2k/q� is given by Eq. (255) of Section 2.7.6.
We may carry out the final integration over energy by
expanding the difference of the Fermi functions in powers
of �q . Since the contribution due to terms involving higher
order derivatives of the Fermi function is seen to vanish by
the use of partial integration, we obtain

�U
 ĤU� = 1
2(3�2c2

∫ �

0

d%

v2�%�

(
−�f 0

�%

) ∫ �

2k
dq

× �Y2q2 + P�I0
 0�q
 2k/q���q

4 sinh2���q/2kBT �
(232)
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The remaining steps are standard. We assume that the tem-
perature is much less than the Fermi temperature, so that
the integral over % yields 1/v2F , while k may be replaced by
the Fermi momentum kF . Furthermore, we assume that the
temperature is small compared to the characteristic temper-
ature Z defined by

kBZ = �kF c (233)

Then we obtain

�U
 ĤU� = 8
(2

m∗2kF kBT

2c�4

(
Y2 + P

4k2
F

)

× exp
[−2k2

F V
2
h/�1 + L�

]
exp�−2Z/T � (234)

This results in the final conductivity expression

� = 2e2

h
l� (235)

where the length l� is given by

l� = (c�32kF

m∗2(4k2
F Y

2 + P
) exp[

2k2
F V

2
h/�1 + L�

]
exp�2Z/T �

(236)

At low temperatures the conductivity thus increases expo-
nentially, in agreement with the result of the numerical
calculation (see Fig. 24). In the presence of impurities, as
we shall see in next section, the scattering against phonons
yields a contribution to the inverse conductivity which is pro-
portional to T 3 rather than exp�−2Z/T �, provided the tem-
perature is sufficiently low that the impurities dominate the
scattering.

Scattering from Acoustical Phonons and Impurities
When the impurity scattering dominates we may use the
variational principle with a trial function, which is propor-
tional to the solution for impurity scattering alone. We shall
consider the case where only the lowest Landau level n = 0
is important. The trial function is thus chosen to be propor-
tional to 1/B0−

0+ , as given by Eq. (207):

U�k� = k2 exp
[
2k2l2h/�1 + L�

]
(237)

Since we have chosen the exact solution to the impurity
problem as our trial function, the calculated upper bound
on the contribution from electron–phonon scattering 1/�
is exact, to lowest order in the magnitude of the electron–
phonon coupling. At low temperatures we may make the
approximation

/U�k� − U�k′�02 �
(
dU�k�

dk

)2

�k − k′�2 (238)

which is justified, since k−k′ = qx and the restriction to low
temperatures implies that the phonon momentum is small.
Furthermore, we may neglect the deformation potential cou-
pling since the piezoelectric coupling dominates for small
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Figure 24. Normalized conductivity in GaAs as a function of temper-
ature for B = 9 T, L = 0�5, %F = 0�6��h. Dotted lines are used as
reference (�1
 �2
 �3
 �4
 �5), T = 0 K, B = 0 T, �0

imp = 7�5, 75, �0
imp =

7�5, 300, 3000, and 30000 m2/(V s). Full lines: (�# 4
 �# 5�, only acousti-
cal phonon scattering was considered (normalized to �4
 �5). (�i), only
impurity scattering was considered. (�t4
 �t5), assuming that the inverse
conductivities for both mechanisms are additive. Reprinted with permis-
sion from [186], J. L. Marín et al., “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

q according to Eq. (224), and we also set the matrix ele-
ment appearing in Eq. (224) equal to unity. By inserting U
in Eq. (197) and carrying out the integrals we obtain

�−1
ph = h

2e2
l−1
ph
3[�3�
8(

1 + L

L%̃3F

(
1 + 4%̃F

L

)2(kBT

��h

)3

(239)

where %̃F = %F /��h, and

l−1
ph = Pm∗

e

2c2�2
(240)

This T 3 behavior agrees well with our numerical calcula-
tions in the parameter range where it is expected to apply.
In Figures 24 and 25 is shown the calculated conductivity,
obtained by numerical solution of the integral equation, for
samples with different amounts of impurities.

2.7.5. Scattering from Optical Phonons
Next we investigate the combined effects of scattering by
longitudinal optical phonons [145] and impurities. The chief
differences from the preceding section involve the q depen-
dence of the electron–phonon matrix element and the
absence of dispersion in the phonon frequencies. The con-
ductivity is obtained by solving the Boltzmann equation in
the limit where the temperature is much less than ��0/kB.
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Figure 25. Plots of the normalized conductivity versus temperature for
a GaAs quantum well wire at the magnetic field B = 9 T and the Fermi
level %F = 0�6��h. The confinement parameter in panel (a) is L = 1�0
and in (b) is L = 0�5. The dashed curve in each panel is the case where
only impurity scattering is taken into account. The four full curves
in each panel are the result of combining impurity and acoustical–
phonon scattering for each of the following values of the zero-field,
zero-temperature mobility �imp = 0�9, 9, 90, and 900 m2/(V s). Reprinted
with permission from [186], J. L. Marín et al., “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

Coupling to Optical Phonons We shall use the sim-
ple model where the phonon frequency is independent of
momentum,

�q � �0 (241)

The electron–phonon matrix element [155] is given by

g�nn′
 �q�2 = 1
q2

M2
0

V
Mn′

n �u� (242)

where V is the normalization volume and where

M 2
0 = 2(

e2��0

%0

(
1
H�

− 1
H0

)
(243)

The function M is given by

Mn′
n �u� = �nk exp�i �q · �r�n′k′�2 (244)

which is calculated in Section 2.7.6, where also u is defined.
The approximation in Eq. (241) allows us to integrate

over the y and z components of the phonon momentum.
Using a ) function for the wavefunction in the z direction,
we get

∑
qyqx

g�nn′
 �q�2 = M2
0

�2(�2L
Kn′

n �qx� (245)

where

Kn′
n �qx� =

∫ �

−�

dqy√
q2
x + q2

y

Mn′
n /u�qx
 qy�0 (246)

Scattering from Optical Phonons and Impurities We
now consider the case of impurity and optical–phonon scat-
tering. The Boltzmann equation in this case reads

eEx

kBT
vnkf

0
nk

(
1 − f 0

nk

) =
(
�fnk
�t

)imp

coll
+

(
�fnk
�t

)op

coll
(247)

The collision integral for the phonon scattering given in
Eq. (217) simplifies in the case of optical phonons to
(
�fnk
�t

)op

coll
= − M2

0

�2(L
1

4 sinh2���0/2kBT �

∑
n′qx

∑
�

Kn′
n �qx�

× ∣∣f 0�%nk� − f 0�%nk + ���0�
∣∣�Cnk − Cn′k−qx

�

× )�%n′k−qx
− %nk − ���0� (248)

with Kn′
n �qx� given in Eq. (246). The argument of the energy-

conserving ) function is zero for

qx = k


1 − s

√
1 + ��h�n − n′� + ���0

�2k2/2m∗


 (249)

for each value of nk, provided the square root is real. The
branch index s assumes the values +1 and −1 corresponding
to forward and backward scattering. The Boltzmann equa-
tion now simplifies to

1 = ∑
n′s′

Bn′s′
n+ �%�

[
In�%� − s′In′�%�

] + ∑
n′s′

Cn′s′
n+ �%
 ��

× [
In�%� − s′In′�% + ���0�

]
(250)

where the matrix B is given by Eq. (207). The optical–
phonon scattering gives rise to the matrix C, which is
given by

Cn′s′
ns �%
 �� = 1

f 0�%�/1 − f 0�%�0

M2
0

�2�2(�2
1

4 sinh2���0/2kBT �

× ∑
�

∣∣f 0�%� − f 0�% + ���0�
∣∣

× Kn′
n /skn�%� − s′kn′�% + ���0�0

vn�%�vn′�% + ���0�
(251)

In GaAs the typical optical–phonon energies are about
36 meV. Furthermore, since the cyclotron energy ��c in
GaAs is 1.5 meV B/T , the typical situation will be that
the energy spacing between the Landau levels as modified
by the confinement potential ��h is much smaller than the
phonon energies ��0 � ��h. Since we are interested in
temperatures that are small or comparable in magnitude to
the energy spacing ��h, we are therefore always in a situa-
tion where kBT is much less than ��0. Under these circum-
stances it is possible to simplify the Boltzmann equation for
electrical transport by considering it to be a coupled system
of equations for the functions I�% ± n��0� with n integers.
Since the current is mainly determined by the distribution
of electrons I�%� within a thermal layer of thickness com-
parable to kBT , it is sufficiently accurate to neglect the con-
tributions from I�%± n��0�, when n is different from zero.
The collision integral may therefore be approximated by the
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“scattering-out” term, corresponding to the neglect of vertex
corrections in the Kubo approach.
In calculating the conductivity from Eq. (205) we thus

neglect the “scattering-in” terms involving In′�% + ���0�
while retaining the full collision matrix for the impuri-
ties. We have then evaluated the solution of Eq. (250)
numerically and inserted the solution in the conductivity
formula, Eq. (189). Results are shown in Figure 26. The
low-temperature behavior is dominated by the impurities,
which give rise to an initial increase of the conductivity, in
accordance with Eq. (209). The optical phonons come in at
higher temperatures, yielding a maximum of the conductiv-
ity as a function of temperature. The position of the maxi-
mum is roughly proportional to the logarithm of the strength
of the impurity scattering, since the phonon contribution
depends exponentially on temperature. Note, however, that
the acoustical phonons have reduced the conductivity for the
high mobility cases rather strongly at the temperature range
shown here; see Figure 25. The dashed line represents the
conductivity without optical–phonon scattering.
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Figure 26. The conductivity with combined impurity and optical–
phonon scattering for a GaAs quantum well wire. The normalized con-
ductivity is plotted versus temperature for different choices of confine-
ment potential strengths, Fermi energies, and mobilities. The magnetic
field is B = 9 T. The confinement parameter is L = 1�0 for panels (a)
and (c) and L = 0�5 for (b) and (d); the Fermi level is %F = 0�6��h (i.e.,
close to the bottom of the first band) for (a) and (b), and panels (c) and
(d) have %F = 1�3��h. The conductivity is shown for each of the follow-
ing values of the zero-field, zero-temperature mobility: �imp = 0�9, 9,
90, and 900 m2/(V s). The dashed curve in each panel is the case where
only impurity scattering is taken into account. Reprinted with permis-
sion from [186], J. L. Marín et al., “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

In comparing the curves in Figures 24–26 we observe that
the optical–phonon scattering in clean systems tends to dom-
inate the total scattering already at fairly low temperatures,
around 50 K. This is in contrast to the situation in typical
GaAs-based two-dimensional electron [100] gases, where the
optical–phonon scattering begins to dominate around 100 K.
This effect originates in the increased phase space for scat-
tering in one dimension, caused by the fact that only the x
component of the momentum is conserved in the scatter-
ing process, while Eq. (246) includes contributions from all
perpendicular components qy .
We have shown that the magnetoconductivity of quan-

tum wires may be discussed in a simple and unified fashion
within the framework of a Boltzmann equation, by taking
into account the influence of the magnetic field on the elec-
tron group velocity and the matrix elements governing the
transition probability. By treating in detail the scattering
from acoustical as well as optical phonons in the presence
of impurity scattering, we have determined the tempera-
ture dependence of the magnetoconductivity for realistic
choices of parameters in GaAs-based structures. In particu-
lar, we have found that the magnetoconductivity exhibits a
maximum as a function of temperature, depending on the
relative strength of the impurity and electron–phonon scat-
tering. The calculated magnetoconductivity oscillates when
the Fermi energy or the magnetic field is varied. Our
detailed calculations show that the scattering against opti-
cal phonons in quantum wires is significant at temperatures
somewhat smaller than the corresponding temperatures for
the two-dimensional case.
We have found that the inverse of the sum of the inverse

conductivities (the Matthiessen conductivity) in general is
not a good approximation to the total conductivity. If impar-
ity scattering dominates, the temperature dependence of the
electron–phonon contribution is changed from exponential
to power law behavior; cf. Eqs. (236) and (239). If the dif-
ferent scattering contributions are of comparable magnitude
the Matthiessen conductivity overestimates the total conduc-
tivity up to a factor of 2 dependent on parameter values.
This overestimation is in accordance with the general resis-
tivity theorem [154] for the Boltzmann equation: 2tot ≥ 21 +
22. Only in the case where the phonon scattering dominates
do we find a good agreement between the Matthiessen con-
ductivity and the total conductivity; cf. Figure 24.

2.7.6. Matrix Element in Electron–Phonon
Coupling Parameter

In this section we study the square of the matrix element
�nk exp�i �q · �r�n′k′�. Using the single-electron wavefunc-
tions in Eq. (173) and performing the x and y integrals
one obtains

�nk exp�i �q · �r�n′k′�2

= )k
k′+qx

nmin!
nmax!

un−n′ [Ln−n′ 
nmin

�u�
]2 exp�−u� (252)

where nmin = min�n
 n′� and nmax = max�n
 n′�; Lm
n �u� are

the Laguerre polynomials while u is given by

u = 1
1 + L

1
2
�qxVh�

2 + 1
2
�qyVh�

2 (253)
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The Kronecker ) function appearing in Eq. (252), and which
is written explicitly in the expression for the integral oper-
ator Ĥ in Eq. (215), is a consequence of the translational
invariance along the x direction.
In calculations involving acoustical phonons it is natural

to use the polar coordinates �q
 �
 '� with the x axis as
the polar axis so that qx = q cos �, qy = q sin � cos', and
qz = q sin � sin'. According to Eqs. (215) and (224) the only
' dependence is through u defined previously. It is therefore
of interest to calculate the integral

In
 n′�q
 cos �� ≡
∫ 2(

0
d' un−n′ [Ln−n′ 

nmin
�u�

]2 exp�−u� (254)

From Eq. (253) it follows that the ' dependence of u is
of the form u = 1 + # cos2 ', so the integrand of In
n′
therefore takes the form of a polynomial in cos2 ' times
exp�−# cos2 '�. The integral over ' may then be carried out
explicitly in terms of the beta function and Gauss’s hyperge-
ometric function.
In the case where we consider only the lowest Landau

level we just need to calculate I0
 0. Using the results quoted
previously we find

I0
 0�q
 qx/q� = 2( exp
[
−1
2
�qxVh�

2 1
1 + L

− 1
4
V2h�q

2 − q2
x�

]

× I0

(
1
4
V2h

(
q2 − q2

x

))
(255)

where I0�x� is the modified Bessel function of order zero.

2.8. Hydrogenic Impurities in a Spherical
Quantum Dot in the Presence
of a Magnetic Field

The ground state and binding energies for a hydrogenic
impurity in a spherical quantum dot in the presence of a uni-
form magnetic field are calculated by a variational method
within the effective mass approximation [160]. The sim-
ple hydrogenic trial wavefunctions used in this calculation
are flexible enough to treat on-center, off-center, and edge
states of impurities in a quantum dot. Overall results are in
reasonable agreement when compared to other calculations.
Interestingly enough, in the case of an off-center impurity,
a critical point from which bulk states change their nature
(edge states) is also found.
Semiconductors composed of III–V materials usually have

small effective masses, which means that the Bohr radius
associated with the impurity is large compared to achiev-
able quantum dot sizes. The binding energy of the impurity
increases as the size of the confining region becomes of the
order of Bohr radius, which makes possible, for instance, the
fabrication of a low-threshold laser diode [161].
In this section a variational study about the effect of a

magnetic field on the ground state and binding energies of a
hydrogenic impurity within spherical quantum dot is made.
The impurity can be located on (off) the center of sym-
metry to get a symmetric (asymmetric) situation, or near
the boundary of quantum dot to get surfacelike states (edge
states) of this system.

2.8.1. Theory and Model
Within the framework of the effective mass approximation,
the Hamiltonian of a hydrogenic impurity located at the cen-
ter of symmetry of a spherical quantum dots of radius r0, in
the presence of magnetic field, can be written as

Ĥ = 1
2m∗

e

(
p̂ − e

c
�A

)2

− e2

Hr
+ Vb��r� (256)

where H is the dielectric constant of material inside the
quantum dot, m∗

e is the electron effective mass, �A is the vec-
tor potential, and Vb��r� is the confining potential defined by

Vb��r� =
{
0 0 ≤ r ≤ r0

� r > r0
(257)

For a uniform magnetic field, �A��r� = �B × �r/2 if the
Coulomb gauge � · �A = 0 is chosen. In spherical coordinates,
if the magnetic field is along the z direction, �B = Bêz, the
Hamiltonian can be expressed as

Ĥ =− 1
2m∗

e

� 2− e2

Hr
− e

2m∗
ec

BL̂z+
e2

8m∗c2
B2r2 sin2� (258)

Here, L̂z is the z component of the angular momentum
operator; � is the usual polar angle in these coordinates. The
magnetic field preserves the azimuthal symmetry (i.e., m is
still a “good” quantum number). As only the ground state is
studied, the value m = 0 is required; thus the Hamiltonian
[Eq. (258)] will retain the quadratic dependence on B only.
Because of confinement, the solution of Schrödinger

equation associated with Eq. (258) must satisfy

C�r = r0
 �
 '� = 0 (259)

In order to use the variational method, the trial wavefunc-
tion for the calculation of the ground state energy is cho-
sen as

C�r� = N exp�−#r� exp
(

−1
8
Br2 sin2 �

)
�r0 − r�

= N exp�−#r� exp
(

− 1
12

Br2
)
�r0 − r� (260)

where N is the normalization constant and # is a varia-
tional parameter to be determined. The last term has been
obtained considering that in absence of �A the system holds
spherical symmetry. A similar choice of the trial wavefunc-
tion to calculate the ground state energy has widely been
used in the case of hydrogenic impurities within spheri-
cal quantum dots [162] and cylindrical quantum wires [163]
without magnetic field.
In the case of a hydrogenic impurity displaced a constant

distance a from the center of symmetry of a quantum dot,
the Hamiltonian of Eq. (256) is modified as

Ĥ = 1
2m∗

e

(
p̂ − e

c
�A

)2

− e2

H�r − aêz
+ Vb��r� (261)
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where the confining potential, Vb��r�, is still given by
Eq. (257), and êz is a unit vector on z axis. Hence, the cor-
responding Hamiltonian and trial wavefunction, Eqs. (258)
and (260), are given by

Ĥ =− 1
2m∗

e

� 2− e2

H�r−aêz
− e

2m∗
ec

BL̂z+
e2

8m∗
ec

2
B2r2 sin2�

(262)

and

C�r� = N exp
(−#�r − aêz

)
exp

(
−1
8
Br2 sin2 �

)
�r0 − r�

(263)

respectively.
Notice that the wavefunction [Eq. (263)] satisfies the

boundary condition imposed by Eq. (259). Again, since
m = 0 is chosen, the Hamiltonian [Eq. (262)] will not have
linear dependence on magnetic field �B, just like the sym-
metric case studied before.
As we shall see, the trial wavefunction [Eq. (263)] is flexi-

ble enough to describe the case when the radius of the con-
fining sphere becomes infinite and the hydrogenic impurity
is close to its boundary. The latter would correspond to the
case of a hydrogenic impurity close a plane, which allows us
to investigate the ground state edge level of the spherical
quantum dot.
The binding energy (%b) for the hydrogenic impurity is

defined as the ground state energy of the system without
Coulombic interaction (%w) minus the ground state energy
including the presence of the electron–nucleus interaction
(%0); that is,

%b = %w − %0 (264)

The binding energy defined before is a positive quantity.
The %w term of Eq. (264) is the ground state energy of an
electron confined inside a spherical quantum dot of radius
r0; that is

%w = (2
�
2

2m∗
er

2
0

(265)

The values of the physical parameters pertaining to a GaAs
quantum dot used in these calculations, for the sake of com-
parison, are m∗

e = 0�067m0 and H = 12�5; thus a∗
B = 98�7 Å

and R∗
y = 5�83 meV. Moreover, the linear dependence term

on B, in Eq. (258), can be scaled down to

Lm = e�

2m∗
ecR

∗
y

Bm = m0

m∗
eR

∗
y

�0Bm (266)

where �0 = 5�78838263× 10−2 meVT−1 is the Bohr magne-
ton; then the value B = 6�75 T corresponds to an effective
Rydberg (L = 1).
The results for the symmetric case (on-center impurity)

are displayed in Figure 27, in which the binding energy of
the hydrogenic impurity is plotted as a function of the quan-
tum dot radius for different magnetic field strengths. The
qualitative and quantitative behavior of the results is in good
agreement with those of Xiao et al. [164], and Branis et al.
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Figure 27. The binding energy of an on-center hydrogenic impurity as
a function of the quantum dot radius for different magnetic fields.
Reprinted with permission from [186], J. L. Marín et al., “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

[42], who studied the magnetic field dependence over the
binding energies of hydrogenic impurities in quantum dots
and quantum well wires, respectively. In the strong spa-
tial confinement case (r0 < a∗

B), the binding energy is rela-
tively insensitive to the magnetic field and diverges as the
dot radius r0 → 0, as in the case of zero magnetic field.
The latter reflects that the main contribution to the binding
energy is due to electron spatial confinement, which prevails
over magnetic field confinement. The latter can be estimated
through the magnetic length defined as

lB =
√

�c

eB
= 484�82 × B−1/2 (267)

where lB is expressed in effective Bohrs, and B is given in
Teslas. For dot radius r0 � a∗

B, the different magnetic field
curves deviate from each other reaching steady values as the
dot radius increases. For weak spatial confinement (r0 �
a∗
B), the binding energy converges asymptotically to the cor-
responding bulk values. In the limit of large dot radius, the
binding energy for B = 0 approaches its bulk value, %b =
1R∗

y , as expected. An increase of the field strength decreases
the magnetic length as compared with the dot radius; thus
in this case the binding energy increases due to magnetic
confinement that compels the electron to move “closer” to
the on-center impurity.
Figure 28 shows the behavior of binding energy as a

function of field strength for different dot radii of an
on-center impurity. The variation of binding energy as the
field increases is less sensitive as dot radius decreases, thus
enforcing the previous comment regarding Figure 27.
The results for the asymmetric case (off-center impurity)

are plotted in Figures 29 and 30 with zero magnetic field.
Figure 29 shows the ground state energy for different sizes
of quantum dot versus the relative position of the off-center
impurity �a/r0�. The ground state energy increases from its
on-center impurity value �a/r0 = 0� as the impurity is shifted
off the center; this is a general behavior. For larger radii
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Figure 28. The binding energy of an on-center hydrogenic impurity as
a function of the magnetic field for different dot radii. Reprinted with
permission from [186], J. L. Marín et al., “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

the ground state energy becomes lower, and then, for closer
distances to the wall, evolves from the 1s “free” hydro-
gen ground state (−1/2-Hartree) to the 2pz “free” hydro-
gen first excited state (−1/8-Hartree). These results are in
good agreement with those of Brownstein [165], Gorecki
and Byers Brown [166], and Marín et al. [162]. It is clear now
that the trial wavefunction as chosen is flexible enough to
describe the case when the size of the quantum dot becomes
infinite and the nucleus is close to the surface. The latter
corresponds to the case of a hydrogenic impurity close to a
plane. This situation will be discussed later when the effect
of a magnetic field on the ground state of a hydrogenic
impurity near the semiconductor surface will be considered.
In Figure 30, the binding energy for different sizes of

quantum dot versus the relative position of the off-center
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Figure 29. The ground state energy of an off-center hydrogenic impu-
rity as a function of the relative position of the impurity for different dot
radii. Reprinted with permission from [186], J. L. Marín et al., “Hand-
book of Advanced Electronic and Photonic Materials and Devices”
(H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Aca-
demic Press.
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Figure 30. The binding state energy of an off-center hydrogenic impu-
rity as a function of the relative position of the impurity for different dot
radii. Reprinted with permission from [186], J. L. Marín et al., “Hand-
book of Advanced Electronic and Photonic Materials and Devices”
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impurity �a/r0� has been plotted. The binding energy
decreases as the impurity approaches to the boundary of the
quantum dot. This behavior is due to the fact that wave-
functions vanish at the boundaries and thus their contri-
butions to the binding energy of a quantum dot with an
off-center impurity are smaller than a quantum dot with an
on-center impurity. The results are similar to the case of a
hydrogenic impurity placed in rectangular [167] or circular
[163] cross-section quantum well wires, and in a spherical
quantum dot [164].
The problem of a hydrogenic impurity near a crystal sur-

face as a limit case of a hydrogenic impurity in a spherical
quantum dot of very large radius will be considered next.
In Figure 31, the ground state energy for different radii of
quantum dot versus the relative position of the off-center
impurity �a/r0� is shown. For very large quantum dot radii
the Levine ground state energy of an atom located precisely
on the surface of a semi-infinite medium is obtained; that
is, the ground state energy changes gradually from its bulk
value (−1 Rydberg) into the Levine state (−1/4 Rydberg)
as the impurity reaches the surface.
In Figure 32, the ground state binding energy for different

radii of quantum dot versus the relative position of the off-
center impurity (a/r0� has been plotted. For the too large
quantum dot radii considered here, binding energy curves
cross one another and define a point from which the edge
states begin to appear. This critical point corresponds to a
hydrogenic impurity placed at the relative distance a/r0 =
0�68 from the center of the quantum dot. The associated
binding energy with the quantum dot of largest radius (r0 =
100 effective Bohr) decreases from 1R∗

y (effective Rydberg)
for an impurity located far from a quantum dot surface to
1/4R∗

y for an impurity located exactly at the surface of a
quantum dot. The binding energy behavior is in reasonable
agreement with that of Chen [168], who studied the problem
of hydrogenic donors near semiconductor surfaces. Further-
more, starting from the critical point (near the quantum dot
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Figure 31. The ground state energy of a hydrogenic impurity in a
spherical quantum dot of very large radius. Note that the ground
state changes gradually from its bulk value (−1R∗

y) to the Levine
state (−1/4R∗

y). Reprinted with permission from [186], J. L. Marín
et al., “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

surface), there is a inversion of binding energy for quantum
dots of different radii. This occurs due to the fact that the
boundary has a greater effect on binding energy when the
quantum dot size increases, as a result of the strong spatial
limitation due to the closeness of the impurity to the sur-
face. When a magnetic field is applied, the critical point is
removed and the binding energy curves cross one another at
only one point. Moreover, crossing points are shifted away
from the boundary as the magnetic field is increased; finally
a moderate field strength causes them to vanish.

Figure 32. The binding state energy of a hydrogenic impurity as a func-
tion of the relative position of the impurity for large dot radii. Note that
there is a point from which the edge states start to appear. Reprinted
with permission from [186], J. L. Marín et al., “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

2.9. Energy States of Two Electrons
in a Parabolic Quantum Dot
in Magnetic Field

The energy spectra of two interacting electrons in a quan-
tum dot confined by a parabolic potential in an applied
magnetic field of arbitrary strength are obtained in this sec-
tion. The shifted 1/N expansion method is used to solve
the effective mass Hamiltonian [68]. The influence of the
electron–electron interaction on the ground state energy and
its significant effect on the energy level crossings in states
with different angular momenta are shown. The dependence
of the ground state energy on the magnetic field strength for
various confinement energies is presented.
The magnetic field dependence plays a useful role in

identifying the absorption features. The effects of the mag-
netic field on the state of the impurity [169] and excitons
[170–174] confined in quantum dot have been extensively
studied. Kumar et al. [175] have self-consistently solved the
Poisson and Schrödinger equations and obtained the elec-
tron states in GaAs–GaAlAs for both cases: in zero and
for magnetic fields applied perpendicular to the hetero-
junctions. The results of their work [175] indicated that
the confinement potential can be approximated by a simple
one-parameter adjustable parabolic potential. Merkt et al.
[176] have presented a study of quantum dots in which
both the magnetic field and the electron–electron interaction
terms were taken into account. Pfannkuche and Gerhardts
[177] have devoted a theoretical study to the magneto-
optical response to far-infrared radiation (FIR) of quantum
dot helium, accounting for deviations from the parabolic
confinement. More recently, De Groote et al. [178] have
investigated the thermodynamic properties of quantum dots
taking into consideration the spin effect, in addition to the
electron–electron interaction and magnetic field terms. The
purpose of this section is to show the effect of the electron–
electron interaction on the spectra of the quantum dot
states with nonvanishing azimuthal quantum numbers and
the transitions in the ground state of the system as the mag-
netic field strength increases.
Here we shall use the shifted 1/N expansion method to

obtain an energy expression for the spectra of two confined
electrons in a quantum dot by solving the effective mass
Hamiltonian including the following terms: the electron–
electron interaction, applied field, and the parabolic confine-
ment potential.

2.9.1. Theory and Model
Within the effective mass approximation, the Hamiltonian
for an interacting pair of electrons confined in a quan-
tum dot by parabolic potential of the form m∗

e�0r
2/2 in a

magnetic field applied parallel to the z-axis (and perpendic-
ular to the plane where the electrons are restricted to move)
in the symmetric gauge is written as

Ĥ =
2∑

i=1

{
−�

2� 2
i

2m∗
e

+ 1
2
m∗

e�
2r2i + ��c

2
Lz

i

}
+ e2

H�r1 − �r2
(268)

where the two-dimensional vectors �r1 and �r2 describe the
positions of the first and the second electron in the �x
 y�
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plane, respectively. Lz
i stands for the z-component of the

orbital angular momentum for each electron and �c =
eB/m∗

ec, m
∗
e , and H are the cyclotron frequency, effective

mass, and dielectric constant of the medium, respectively.
The frequency � depends on both the magnetic field B and
the confinement frequency �0 and is given by

� =
(
�2

0 + �2
c

4

)1/2

(269)

The natural units of length and energy to be used are the
effective Bohr radius a∗

B = H�2/m∗
ee

2 and effective Rydberg
R∗

y = �
2/2m∗

ea
∗2
B . The dimensionless constant L = ��c/2R∗

y

plays the role of an effective magnetic field strength.
Upon introducing the center of mass �R = ��r1 +

�r2�/
√
2 and the relative coordinates �r = ��r1 − �r2�/

√
2, the

Hamiltonian [178] in Eq. (268) can be written as a sum of
two separable parts that represent the center of mass motion
Hamiltonian,

ĤR = − �
2

2m∗
e

� 2
R + m∗

e

2
�2R2 + ��c

2
LR

z (270)

and the relative motion Hamiltonian,

Ĥr = − �
2

2m∗
e

� 2
r + m∗

e

2
�2r2 + ��c

2
Lr

z + e2

r
(271)

Equation (270) describes the Hamiltonian of the harmonic
oscillator with the well-known eigenenergies

%ncm
mcm = �2ncm + mcm + 1��� + ��c

2
mcm (272)

labeled by the radial �ncm = 0
 1
 2
 � � � � and azimuthal
(mcm = 0
±1
±2
±3
 � � � � quantum numbers. The prob-
lem is reduced to obtaining eigenenergies %nr 
m of the rel-
ative motion Hamiltonian. The energy states of the total
Hamiltonian are labeled by CM and relative quantum num-
bers by ncmmcmF nrm�. The coexistence of the electron–
electron and the oscillator terms makes the exact analytic
solution with the present special functions impossible.

2.9.2. Shifted 1/N Expansion Method
The shifted 1/N expansion method, N being the spatial
dimensions, is a pseudoperturbative technique in the sense
that it proposes a perturbation parameter that is not directly
related to the coupling constant [179–181]. The aspect of
this method has been clearly stated by Imbo et al. [179, 180]
who had displayed step-by-step calculations relevant to this
method. Following, their work here is presented only by the
analytic expressions, which are required to determine the
energy states.
The method starts by writing the radial Schrödinger equa-

tion, for an arbitrary cylindrically symmetric potential, in a
N -dimensional space as

{
− d2

dr2
+ �k − 1��k − 3�

4r2
+ V �r�

}
C�r� = %rC�r� (273)

where k = N + 2m.

In order to get useful results from 1/k̄ expansion, where
k̄ = k − a and a is a suitable shift parameter, the large
k̄-limit of the potential must be suitably defined [182]. Since
the angular momentum barrier term behaves like k̄2 at large
k̄, so the potential should behave similarly. This will give rise
to an effective potential which does not vary with k̄ at large
values of k̄ resulting in a sensible zeroth order classical
result. Hence, Eq. (273) in terms of the shift parameter
becomes

{
− d2

dr2
+ k̄2/1 − �1 − a�/k̄0/1 − �3 − a�/k̄0

4r2

+ V �r�

Q

}
C�r� = %rC�r� (274)

where

V �r� = 2
r

+ 1
4
�2r2 + m

�c

2
(275)

and Q is a scaling constant to be specified from Eq. (277).
The shifted 1/N expansion method consists in solving
Eq. (274) systematically in terms of the expansion param-
eter 1/�k. The leading contribution term to the energy
comes from

k̄2Veff�r� = k̄2

r20

(
1
4

+ r20V �r0�

Q

)
(276)

where r0 is the minimum of the effective potential, given by

2r30V
′�r0� = Q (277)

It is convenient to shift the origin to r0 by the definition

x = k̄1/2�r − r0�/r0 (278)

and expanding Eq. (274) about x = 0 in powers of x. Com-
paring the coefficients of powers of x in the series with the
corresponding ones of the same order in the Schrödinger
equation for a one-dimensional anharmonic oscillator, we
determine the anharmonic oscillator frequency, the energy
eigenvalue, and the scaling constant in terms of k̄, Q, r0,
and the potential derivatives. The anharmonic frequency
parameter is

�̄ =
[
3 + V ′′�r0�

V ′�r0�

]1/2

(279)

and the energy eigenvalues in powers of 1/k̄ (up to third
order) read

%nr 
m
= V �r0� + k̄2

4r0
+ 1

r30

[
�1 − a��3 − a�

4
+ L1

]
+ L2

k̄r20

(280)

The explicit forms of L1 and L2 are given in Section 2.9.3.
The shift parameter a, which introduces an additional
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degree of freedom, is chosen so as to make the first term in
the energy series of order k̄ to vanish, namely,

k̄

r20

[(
nr + 1

2

)
�̄ − �2 − a�

2

]
= 0 (281)

by requiring an agreement between 1/k̄ expansion and the
exact analytic results for the harmonic and Coulomb poten-
tials. From Eq. (281) we obtain

a = 2 − �2nr + 1��̄ (282)

where nr is the radial quantum number related to the prin-
cipal n and magnetic m quantum numbers by the relation
nr = n − m − 1. Energies and lengths in Eqs. (273)–(282)
are expressed in units of R∗

y and a∗
B, respectively.

For the two-dimensional case, N = 2, Eq. (277) takes the
following form:

√
2r0V ′�r0� = 2 + 2m − a = Q1/2 (283)

Once r0 (for a particular quantum state and confining fre-
quency) is determined, the task of computing the energy is
relatively simple.
The results are presented in Figures 33–37 and Tables 3

and 4. The relative ground state energy 00� of the rela-
tive motion, for the zero magnetic field case, against the
confinement length is displayed in Figure 33. The present
results (black dots) clearly show excellent agreement with
the numerical results of [176] (dashed line). In Figure 34,
the first low energy levels, 00�
 10�, and 20�, of the rela-
tive Hamiltonian are presented as a function of the effective
confinement frequency �, using parameters appropriate to
InSb, where the dielectric constant H = 17�88, electron effec-
tive mass m∗

e = 0�014m0, and confinement energy ��0 =
7�5 meV [178]. The energy levels obviously show a linear
dependence on the effective frequency. As the effective fre-
quency � increases the confining energy term dominates
the interaction energy term and thus the linear relationship

103

102

101

100

10-1

0 5 10
�0 /a*

B

ε
(R

* ) y

Figure 33. The relative ground state energy 00� for the electrons in
a quantum dot as a function of confinement length V0 = ��/m∗

e�0�
1/2

for zero magnetic field: this section’s calculations are given by closed
circles; those of [175] are given by the solid line. Reprinted with permis-
sion from [186], J. L. Marín et al., “Handbook of Advanced Electronic
and Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic
Press, San Diego, 2001. © 2001, Academic Press.

ε r

Figure 34. The low-lying relative states 00�, 10�, and 20� for two
electrons in a quantum dot made of InSb as a function of confine-
ment frequency �. Reprinted with permission from [186], J. L. Marín
et al., “Handbook of Advanced Electronic and Photonic Materials and
Devices” (H. S. Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001,
Academic Press.

between the energy and the frequency is maintained. This
result is consistent with [178].
To investigate the effect of the electron–electron interac-

tion on the energy spectra of the quantum dot, we have plot-
ted in Figure 35 the total ground state energy 00F 00� of the
full Hamiltonian for independent (solid line) and interacting
(dashed line) electrons as a function of the ratio �c/�0. The
figure shows, as we expect, a significant energy enhancement
when the electron–electron Coulombic interaction term is
turned on. Furthermore, as the magnetic field increases, the
electrons are further squeezed in the quantum dot, resulting
in an increase of the repulsive electron–electron Coulombic
energy and in effect the energy levels.
The energy level crossings are shown in Figure 36. We

have displayed the eigenenergies of the states 00F 0m�;

2.5
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2.0

2.0

1.5

1.5

1.0

1.0

0.5

0.5
0

0 3.0 3.5 4.0 4.5 5.0

ε
(R

* ) y

ωc/ω0

Figure 35. The total ground state energy 00F 00� for two electrons in a
quantum dot as a function of the ratio �c/�0. For independent (solid
line) and interacting (dashed line) electrons. Reprinted with permission
from [186], J. L. Marín et al., “Handbook of Advanced Electronic and
Photonic Materials and Devices” (H. S. Nalwa, Ed.). Academic Press,
San Diego, 2001. © 2001, Academic Press.
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Figure 36. The total eigenenergies of the states 00F 0m�, m =
0
−1
−2
 � � � 
−5, for two interacting electrons parabolically confined
in the quantum dot of size V0 = 3a∗

B as a function of the ratio �c/�0.
Reprinted with permission from [186], J. L. Marín et al., “Handbook
of Advanced Electronic and Photonic Materials and Devices” (H. S.
Nalwa, Ed.). Academic Press, San Diego, 2001. © 2001, Academic Press.

m = 0
−1
−2
 � � � 
−5, for two interacting electrons
parabolically confined in the quantum dot of size V0 = 3a∗

B

as a function of the ratio �c/�0. As the magnetic field
strength increases the energy of the state m = 0 increases
while the energy of the states with nonvanishing quantum
number m decreases, thus leading to a sequence of differ-
ent ground states, as reported in [182]. In the interacting
system, the interaction energy is the lower the higher the
angular momentum of the relative motion. This is caused
by the structure of the relative wavefunction: The larger the
angular momentum the larger the spatial extent and there-
fore the larger the distance between the electrons [183].

Figure 37. The relative ground state 00� energy versus the magnetic
field strength for two different confinement energies. Reprinted with
permission from [186], J. L. Marín et al., “Handbook of Advanced
Electronic and Photonic Materials and Devices” (H. S. Nalwa, Ed.).
Academic Press, San Diego, 2001. © 2001, Academic Press.

Table 3. The roots r0 determined by Eq. (684) for quantum dot states
with nonvanishing azimuthal quantum number (m) against the ratio
�c/�0.

m
�c/�0 0 −1 −2 −3 −4 −5

1 4�262 4�827 5�457 6�075 6�659 7�209
2 3�692 3�682 4�212 4�719 5�193 5�635
3 3�188 2�943 3�398 3�825 4�229 4�586

To confirm this numerically, we list in Table 3 the roots r0
of the potential for the interacting electrons in the quantum
dot, for states with different angular momenta. At particular
values of the ratio �c/�0, as the azimuthal quantum num-
ber m increases, the root r0 also increases and thus the
electron–electron interaction Vee�r� = 2/r0, in the leading
term of the energy series expression, decreases.
In Figure 37, we have shown the dependence of the

ground state energy on the magnetic field strength for con-
finement energies: ��0 = 6 and 12 meV, for a constant value
of the magnetic field, the larger the confinement energy
and the greater the energy of the interacting electrons in
the quantum dot. The spin effect can be included in the
Hamiltonian Eq. (268) added to the center of mass part as a
space independent term, and Eq. (270) is still an analytically
solvable harmonic oscillator Hamiltonian [178].
We have compared, in Table 4, the calculated results for

the ground state energies 00� of the relative Hamiltonian at
different confining frequencies with the results of Taut [184].
In a very recent work, Taut has reported a particular analyt-
ical solution of the Schrödinger equation for two interacting
electrons in an external harmonic potential. Table 4 shows
that as 1/� increases the difference between both results
noticeably decreases until it becomes ≈1.4 × 10−3 at 1/� =
1419�47.
Quantum dots with more than two electrons can

also be studied. The Hamiltonian for ne-interacting elec-
trons, provided that the electron–electron interaction term
depends only on the relative coordinates between electrons
V �ri − rj � = e2/Hrij, and parabolically confined in
the quantum dot, is separable into a CM and a rela-
tive Hamiltonian. The parabolic potential form V �ri� =
mi�

2
0r

2
i /2, i = 1
 2
 3
 � � � 
 ne is the only potential which

leads to a separable Hamiltonian. The CM motion part is
described by the one-particle Hamiltonian [see Eq. (270)],
with the electron mass replaced by the total mass M = nem

∗
e

Table 4. The ground state energies (in atomic units) of the relative
Hamiltonian calculated by 1/N expansion at different frequencies, com-
pared with the results of Taut [278].

1/� 1/N expansion Taut

4 0�4220 0�6250
20 0�1305 0�1750
54�7386 0�0635 0�0822
115�299 0�0375 0�0477
523�102 0�0131 0�0162
1054�54 0�0081 0�0100
1419�47 0�0067 0�0081
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and the electron charge replaced by the total charge Q =
nee. The relative Hamiltonian part, which involves only the
relative coordinates and momenta, has a cylindrically sym-
metric potential and can be handled by the 1/N -expansion
technique. When the confining potential is quadratic, FIR
spectroscopy is insensitive to the interaction effects because
of the CM and relative motions. If the radiation dipole
operator

∑
i ei �ri = Q �R, being a pure CM variable, then

it does not couple to Ĥr which contains all the electron–
electron interactions. The dipole operator then induces tran-
sitions between the states of the CM but does not affect the
states of the relative Hamiltonian. The eigenenergies for the
CM Hamiltonian, Eq. (272), do not change because �c in
the energy expression remains the same; namely, QB/Mc =
eB/m∗

ec. Consequently, the FIR absorption experiments see
only the feature of the single-electron energies. There are
only two allowed dipole transitions (Tm = ±1) and the FIR
resonance occurs at frequencies

�± =
√(

�c

2

)2

+ �2
0 ± �c

2
(284)

Many different experiments on quantum dots have proved
the validity of Kohn’s theorem and that the observed reso-
nance frequency of an electron system in a parabolic poten-
tial is independent of electron–electron interactions and thus
the actual number of electrons in the well, as reported by
Wixforth et al. in a very recent review article [185].
In conclusion we have obtained the energy spectra of

two interacting electrons as a function of confinement ener-
gies and magnetic field strength. The method has shown
good agreement with the numerical results of Merkt et al.
[176], Taut [184], and Wagner et al. [182]. Our calcula-
tions have also shown the effect of the electron–electron
interaction term on the ground state energy and its signifi-
cance on the energy level crossings in states with different
azimuthal quantum numbers. The shifted 1/N expansion
method yields quick results without putting restrictions on
the Hamiltonian of the system.

2.9.3. Calculation of Parameters �1 and �2

The explicit forms of the parameters L1 and L2 are given in
the following. Here R∗

y and a∗
B are used as units of energy

and length, respectively

L1 = c1e2 + 3c2e4 − �̄−1[e21 + 6c1e1e3 + c4e
3
2

]
(285)

and

L2 = T7 + T12 + T16 (286)

where

T7 = T1 − �̄−1/T2 + T3 + T4 + T5 + T60

T12 = �̄−2/T8 + T9 + T10 + T110

T16 = �̄−2/T13 + T14 + T150

(287)

with

T1 = c1d2 + 3c2d4 + c3d6 T2 = c1e
2
2 + 12c2e2e4

T3 = 2e1d1 + 2c5e24 T4 = 6c1e1d3 + 30c2e1d5

T5 = 6c1e1d3 + 2c4e3d3 T6 = 10c6e3d5

T8 = 4e21e2 + 36c1e1e2e3 T9 = 8c4e2e23
T10 = 24ce21e4 + 8c7e1e3e4 T11 = 12c8e23e4
T13 = 8e1e3 + 108c1e1e3 T14 = 48c4e1e3
T15 = 30c9e3

(288)

where c’s, d’s, and e’s are parameters given as

c1=1+2nr c4=11+30nr +30n2
r

c8=57+189nr +225n2
r +150n3

r

c2=1+2nr +2n2
r c5=21+59nr +51n2

r +34n3
r

c3=3+8nr +6n2
r +4n3

r c6=13+40nr +42n2
r +28n3

r

c9=31+109nr +141n2
r +94n3

r c7=31+78n2
r +78n3

r

ej=Hj/�̄
−j/2 di =)i/�̄

i/2

(289)

where j = 1
 2
 3
 4 and i = 1
 2
 3
 4
 5
 6.

H1 = �2 − a� H2 = −3�2 − a�

2

H3 = −1 − 2r0
Q

H4 = 5
4

+ 2r0
Q

)1 = − �1 − a��3 − a�

2
)2 = −3�1 − a��3 − a�

4

)3 = 2�2 − a� )4 = −5�2 − a�

2

)5 = −3
2

− 2r0
Q

)6 = 7
4

+ 2r0
Q

(290)

GLOSSARY
Binding energy Energy necessary to keep bound the
electron-hole pair.
Charged carrier It is an electron or a hole.
Conduction band Energy band in a crystalline solid par-
tially filled by electrons.
Effective mass The mass of a particle in a crystalline solid.
Elastic scattering A process in which the scattered particle
has the same energy before and after event.
Exciton Electron-hole pair correlated by a coulomb-like
interaction.
Gap Forbidden region for the electrons, which it is deter-
mined by the difference of energies between conduction and
valence bands.
Hole Its the absence of an electron in the valence band.
Impurity An atom or molecule embedded in a different
material.
Inelastic scattering A process in which the scattered par-
ticle has different energy before and after event.
Magnetoconductivity The conductivity of the charge carri-
ers in presence of an external magnetic field.
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Quantum dot A quantum system, in which the carriers are
confined in all directions.
Quantum Hall effect The quantization of the Resistivity in
a confined system due to the presence of a magnetic field.
Quantum well wire A quantum system, in which the carri-
ers are confined in two directions, the other remains free.
Quasi-dimensional system A three-dimensional quantum
system in which the movement of carriers is restricted in
one, two or three directions of a few nanometers.
Resistivity Magnitude that characterizes the opposition to
the movement of a charge carrier through a material.
Valence band Energy band in a crystalline solid completely
filled by electrons.
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1. INTRODUCTION
The majority of the elements in the periodic table are
elements with partially filled inner d- or f -shells. Therefore
there are a large number of solid-state materials that contain
transition or rare-earth elements. For many decades these
transition and rare-earth compounds have been investigated,
mainly under the aspect of magnetism. The metals, on the
one hand, and the rather insulating materials, such as fer-
rites or perovskites, on the other hand, dominated the field.
Even the investigation of the metal–insulator transitions of
the perovskites has a long-standing tradition. The magnetic
semiconductors played a rather minor role for a long time
because the physics of this subgroup of magnetic solid-
state materials is obviously cross-disciplinary ground. Scien-
tists working on magnetic phenomena in solids have widely
ignored the semiconductors and their special properties,
and, similarly, researchers in the field of semiconductors,
in general, show only little interest in solid-state mag-
netism. A conventional semiconductor is described well in
the rather simple one-electron approximation. This does
not hold for a “magnetic” semiconductor, which con-
tains localized magnetic moments, as “magnetism” requires
many-particle interactions. Thus, the bridge in solid-state
physics between magnetic and semiconducting phenomena

is hard to build without suitable introduction of electron–
electron interactions, many-particle descriptions, and corre-
lation effects.
The first excellent surveys of the field of magnetic semi-

conductors were given by Methfessel [1] as well as by Austin
and Elwell [2] in 1970. The materials studied up to this
time have been mainly insulating materials such as the per-
ovskites or the Eu chalcogenides, which exhibit ferromag-
netism with Curie temperatures from about 75 K for EuO
or about 16 K for EuS, and the antiferromagnetic 3d oxides
like NiO, MnO, and CoO. In 1950 Jonker and van Santen
�3� 4� discovered ferromagnetism up to room temperature
in LaMnO3 due to an insulator–metal transition caused by
oxygen deficiency or by replacement of La3+ by Sr2+or Cr2+.
This led to an uncountable number of papers. In the 1970s
the now classical semiconductors for electronics and opto-
electronics (e.g., Si, Ge, GaAs, etc.) led a rather shadowy
existence with respect to attempts to enhance their weak
magnetic properties. On the one hand, it was not expected
that their magnetic behavior could be enhanced such that
applications in magnetic devices would become feasible; that
is, there were always other materials. On the other hand, it
was still early days for the semiconductor industry, and the
quest for miniaturization was just at the beginning. Ideas for
quantum computing and spin electronics were still utopian,
which are currently the main driving forces for making clas-
sical semiconductors magnetic.
The situation changed after the first reports about giant

enhancements of magneto-optical effects in a new group
of semiconducting materials, the so-called diluted mag-
netic semiconductors (DMS) or semimagnetic semiconduc-
tors (SMS) by Komarov et al. [5], Galazka et al. �6� 7�,
Gaj [8], and Furdyna [9] at the beginning of the 1980s.
The early papers reported about II–VI semiconductors,
where a fraction of the cations was replaced at random
by the transition metal Mn2+. An early review was given
by Brandt and Moshalkov [10]. Later on, the investiga-
tions have been extended toward different magnetic ions
as dopands in the II–VI host material, like Fe �11� 12�, Co
�13� 14�, and Cr �15� 16�. Even the narrow gap IV–VI DMS
became attractive, and various magnetic ions as dopands
have been investigated (e.g., Mn [17], Eu [18], or Gd [19]).
Rare-earth doped II–VI semiconductors, with a solubility
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limit of about 1018 cm−3, have never reached the concentra-
tion of solid solutions, but remained rather in the doping
regime. The main interest in those materials was exploit-
ing the luminescence properties of the internal transitions
rather than the magnetic properties [20].
The real breakthrough for diluted magnetic semiconduc-

tors was achieved by the possibility of growing them by
epitaxial methods like molecular beam epitaxy (MBE) or
metal-organic vapor phase epitaxy (MOVPE). Now the way
was open to prepare two-dimensional nanostructures. Early
reviews of (II,Mn)VI-based semiconductor nanostructures
were given by Furdyna [21] and Goede and Heimbrodt [22].
In 1989 Munekata et al. reported on MBE grown (In,Mn)As
[23] as the first III–V-based magnetic semiconductor. Up
to this time, manganese was considered only as an accep-
tor and p-dopand for III–V semiconductors. Later on fur-
ther magnetic III–V semiconductors (e.g., (Ga,Mn)As [24],
(Ga,Fe)As [25], (Ga,Mn)Sb [26], (Ga,Mn)N [27], (Ga,Mn)P
[28], (Ga,Cr)As [29], (Ga,Fe)N [30], (Ga,Er)As [31]) as well
as corresponding nanostructures were prepared.
Whether the very new (III,Mn)VI diluted magnetic

semiconductors like (Ga,Mn)Se [32], (Ga,Mn)S [33] and
(Ga,Fe)Se [34] will attract much attention is not yet clear.
Very promising is however the first report on the group IV
ferromagnetic semiconductor MnxGe1−x [35]. The obvious
compatibility with present day semiconductor materials may
be the beginning of a new era.
Modern information technology is based on highly sophis-

ticated electronic and opto-electronic devices made of semi-
conductors. The charge of carriers is used to process
information. Semiconductors are the appropriate materials
because their conductivity can be controlled in the range of
several orders of magnitude by changing the doping levels,
and their bandgaps can be easily engineered by the mate-
rial composition or preparation of desired heterostructures.
Magnetic materials are also used to store information. The
orientation of a localized magnetic moment or even of a
single localized spin should be sufficient to present a bit or
even a quantum bit in magnetic memories. The future aim
is to combine the charge and the spin degree of freedom.
This so-called magneto-electronics or spin electronics is an
only recently emerging field where devices comprise small-
scale magnetic elements and conventional semiconductor
elements, to obtain completely new functionalities.
The beginning of this field was the discovery of the

exchange coupling of Fe layers across the Cr interlayer by
Grünberg et al. [36] and the subsequent observation of the
giant magneto-resistance (GMR) in 1988 by Baibich et al.
[37], with the current in the plane of the layers and 3 years
later with the current perpendicular to the metal multilay-
ers. The first applications are already commercially avail-
able, like magnetic field sensors in the read head of magnetic
recording discs for computer information storage. These
heads were a considerable improvement in size, weight, and
cost. Magnetic random access memory (MRAM) cells, which
will have the advantage of being nonvolatile, may replace
direct random access memory (DRAM) soon. But all of
the present applications are based solely on metallic mul-
tilayers. The exploitation of the spin degree of freedom in
a real semiconductor electronics or optoelectronics is still
ahead. Very promising candidates for key components in

devices of such a magneto- or spin electronics are the mag-
netic semiconductors. Understanding the electronic, optical,
and magnetic properties of magnetic semiconductors with
reduced dimension down to nanometer length scales (e.g.,
two-dimensional quantum wells, one-dimensional quantum
wires, or zero-dimensional quantum dots) is, therefore, a
central issue of the present magnetic semiconductor physics.
This paper will give a survey of the present knowledge in
this field.
We will restrict ourselves to those semiconductors which

are subject to artificial structuring in one, two, or three
dimensions. That means we will not consider the actually
rich variety of materials which do exhibit naturally two-
dimensional or one-dimensional magnetism, even not if they
exhibit semiconducting properties. Although these natural
low-dimensional semiconductors are most interesting from
a physical point of view and are very often ideal model sys-
tems, they are unlikely to play an important role in elec-
tronic applications in the foreseeable future. The goal is
to create magnetic materials which are compatible with the
classical semiconductor materials and processing technology,
making them attractive for integration into present-day or
near-future electronics.

2. FUNDAMENTAL PROPERTIES
OF BULK MAGNETIC AND DILUTED
MAGNETIC SEMICONDUCTORS

Although this review is dedicated to nanostructured mag-
netic semiconductors, we will give in this chapter a short
overview of the properties of the bulk crystals as far as they
are necessary for the discussions of the properties of mag-
netic semiconductors with reduced dimensions in the fol-
lowing sections. For a more detailed discussion of the bulk
magnetic semiconductors we refer the reader to some thor-
ough reviews on II–VI �10� 21� 22� 38�, III–V �39� 40�, and
IV–VI �41� 42� based materials.

2.1. Material Preparation
and Crystal Structure

In the II–VI-based magnetic semiconductors a magnetic ion
(transition metal or rare-earth metal) usually replaces a
cation by contributing both the s2 electrons to the chem-
ical bonding. All II–VI semiconductors have tetrahedral
nearest-neighbor environments, and the bonding can be
described well by sp3 hybrid orbitals. As the magnetic ions
have the same outer electron configuration as the group
II elements, the sp3 bonding is not affected by the substi-
tution, and the local configuration of the magnetic ions is
well defined. As the d- or f -shells of the magnetic ions
do not contribute to the bonding in II–VI magnetic alloys,
their electronic configuration is determined rather unam-
biguously by Hund’s rule. Only at very high concentra-
tions of the magnetic impurities might segregation effects
occur, which lead to different crystallographic local envi-
ronments of the magnetic ions due to the different crys-
tal structure of the magnetic binary (e.g., ZnS:Mn has a
wurtzite structure, whereas the stable phase of MnS is the
rock salt structure). The situation is very different when a
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magnetic ion is incorporated into a III–V semiconductor, as
its outer electron configuration differs from those of both
group III and group V elements. The magnetic ion may
often behave as an acceptor as well as a donor (see, for
example, [43]). A magnetic ion might even have different
crystal site symmetries in the same III–V host, depending
on the growth conditions. For these reasons different con-
tributions to the bonding by the d- or f -shell of the mag-
netic impurity may occur. As the electronic configuration
of the d- or f -shell mainly determines the magnetic prop-
erties of these magnetic III–V alloys, an analysis of these
properties is very complex. Some of the implications are dis-
cussed in the literature for Mn in (In,Mn)As or (Ga,Mn)As
[44–48]. Most IV–VI semiconductors (at least for the heav-
ier group IV elements) crystallize in a rock salt structure
where each metal atom is surrounded by six chalcogenide
atoms as nearest neighbors. The bonding mainly takes place
via the p-orbitals, but a large ionic component in the bonds
remains which stabilizes the sixfold coordinated structure.
Magnetic IV–VI alloys are usually obtained by incorporating
Mn or Eu. The corresponding magnetic binaries (the Mn
and Eu-chalcogenides) also crystallize in a rock salt struc-
ture, with the half-filled d- or f -shell not contributing to the
bonding.
The Bridgman technique, a well-established semiconduc-

tor technology, is widely used for growing bulk crystals of
most of the magnetic and diluted magnetic semiconductors.
The majority of the II–VI and IV–VI binary compounds can
be prepared by melting suitable amounts of the constituent
elements in stoichiometric proportion in evacuated quartz
ampules. The ampule is placed in a furnace and heated. It
is important to note that during the initial heating, one sec-
tion of the ampule must be kept at a temperature below the
lower of the boiling points of the constituents used, whereas
other sections will generally need to be at higher tempera-
tures to cause the reaction to occur. The crucible containing
the melt materials moves with a constant, usually extremely
slow speed from the high to the lower temperature zone.
The formation of a single bulk crystal occurs below the
liquid–solid interface. Because of the high melting points
(>1000 �C) of some of the materials (e.g., MnSe, MnS, ZnS,
etc.) the conventional Bridgman technique cannot be used,
as quartz starts softening at these temperatures. A mod-
ified (high-pressure) Bridgman technique with a graphite
crucible has been successfully applied. The chemical trans-
port method is another suitable technique for growing single
crystals in most cases.
The solubility limits for Mn, Fe, Co, and Cr are depicted

in Figure 1 for the relevant II–VI semiconductors. The crys-
tal structure determined by X-ray diffraction of the bina-
ries with low concentration of the magnetic ions is always
zincblende or wurtzite. The mean lattice parameters ful-
fils Vegard’s law. In all cases a miscibility gap occurs for
high concentrations of the magnetic ions. The widest range
of concentrations can be achieved with Mn ions. In the
case of (Zn,Mn)Te, single-phase crystals could be grown
up to xMn = 0
86. It should be noted that the thermody-
namically stable phases of the magnetic binaries are usu-
ally of the NiAs and NaCl type and differ in most cases
from the low-concentration solid solutions. Furthermore,
it is interesting to note that the stable phase of HgS is the
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Figure 1. Solubility limits of the magnetic ions Mn, Fe, Co, and Cr in
II–VI compounds.

cinnabar structure, but the presence of Mn in (Hg,Mn)S sta-
bilizes the zincblende structure. For growth conditions away
from the thermodynamic equilibrium (e.g., low substrate
temperatures created by the use of MBE or other evapora-
tion techniques), the preparation of MnS, MnSe, and MnTe
in zincblende structures has been reported [49–53]. Epitaxial
films of wurtzite (Zn,Mn)O with xMn up to 35% have been
grown recently by a pulsed laser deposition technique [54].
Analytical expressions for the cation–cation distances dc

are listed in Table 1 for the Mn-containing compounds.
As discussed in detail by Furdyna [21], the advantage of
considering the parameter dc is that materials with differ-
ent crystal structures (e.g., (Hg,Mn)Se is cubic; (Cd,Mn)Se
is hexagonal; and (Zn,Mn)Se changes its crystal structure

Table 1. Mean cation–cation distances dc in (II,Mn)VI alloys.

dc (nm)
Solid solution (mean cation–cation distance) Ref.

(Zn,Mn)O 0
322 + 0
029 · xMn [54]
(Zn,Mn)S 0
383+ 0
01391 · xMn [21]
(Zn,Mn)Se 0
4009+ 0
01645 · xMn [55]
(Zn,Mn)Te 0
4315+ 0
0168 · xMn [56]
(Cd,Mn)S 0
4123− 0
0151 · xMn [57]
(Cd,Mn)Se 0
4296− 0
0123 · xMn [55]
(Cd,Mn)Te 0
4587− 0
0105 · xMn [58]
(Hg,Mn)S 0
4139− 0
0167 · xMn [59]
(Hg,Mn)Se 0
4301− 0
0123 · xMn [60]
(Hg,Mn)Te 0
45678− 0
008 · xMn [61]
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with increasing xMn from zincblende to wurtzite) can be
compared easily.
It is important for the following discussion of the opti-

cal and magnetic properties that the real microscopic bond
lengths around the magnetic ions vary much less with
increasing incorporation of magnetic ions than expected
from Vegard’s law. Extended X-ray absorption fine struc-
ture (EXAFS) measurements provide detailed information
about the atomic environment of a given lattice site. It has
been shown for (Cd,Mn)Te by Balzarotti et al. [62] that the
mean Mn-Te and Cd-Te bond lengths remain practically con-
stant throughout the entire range of composition between
xMn = 0 and xMn = 0
7. Only the weighted average of these
bond lengths then leads to the dc�xMn� variation measured
by X-ray diffraction and following Vegard’s law.
The solubility of Eu in the II–VI or IV–VI semiconduc-

tor crystals is very low in the case of Bridgman techniques
or chemical (e.g., iodine) transport methods. The maximum
concentrations reported are less than 0.5% and in prac-
tice do not exceed the doping level. High concentrations of
magnetic ions can be achieved in those cases exclusively by
preparation methods away from the thermodynamical equi-
librium (e.g., by MBE or MOVPE). They will be discussed
in Section 3. In [63] (Pb,Eu)Te single-crystal films have been
prepared by a modified hot wall technique with Eu concen-
trations of up to 5%.
The preparation of III–V-based diluted magnetic semi-

conductors in bulk form is also limited to very low
Mn concentrations. Doping the III–V semiconductors with
transition-metal impurities is, however, not a new issue in
the III–V semiconductor technology. The solubility limits
are generally about 1017 cm−3 (e.g., [64] and references
therein). Beyond these limits surface segregation and phase
separation effects may occur. Therefore, even for magnetic
III–V semiconductors, a successful preparation of diluted
magnetic semiconductors was reported only for prepara-
tion methods away from the thermodynamic equilibrium
(e.g., low-temperature MBE and MOVPE). Details are also
given in Section 3.

2.2. Bandgap and Optical Properties
of Bulk Semiconductors

In this section the optical properties of the bulk crystals are
reviewed only as far as necessary for the understanding of the
optical properties of nanoscaled magnetic semiconductors.
The conventional optical properties of the alloys are

known most precisely for the (II,Mn)VI semiconductors.
All of these alloys are direct-gap semiconductors with the
direct gap at the  -point of the Brillouin zone. The par-
ent II–VI semiconductors exhibit either an open wurtzite
or zincblende gap or a zero gap in the case of HgTe,
HgSe, and HgS. The bandgaps of the zero-gap semicon-
ductors open up with increasing Mn concentration. As
can be seen from Figure 2, the energy gaps of all alloys
except (Zn,Mn)S increase with increasing Mn concentra-
tion. (Zn,Mn)S exhibits the opposite behavior. The energy
gaps of the (II,Mn)VI magnetic semiconductors are well
known from the corresponding free Wannier-type A-exciton
structures, which can be observed in low-temperature reflec-
tion, absorption, or photoluminescence spectra. In the case
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Figure 2. Bandgaps of (II,Mn)VI compounds as a function of the Mn
concentration. Reprinted with permission from [22], O. Goede and
W. Heimbrodt, Phys. Stat. Sol. B 146, 11 (1988). © 1988, Wiley-VCH
Verlag, Berlin.

of (Cd,Mn)Te [65], (Cd,Mn)Se [66], and the (HgMn)VI
�21� 67� 68� alloys a nearly linear dependence of the energy
gap on the Mn concentration was found, which can be
described by the following relations (T ≤ 4
2 K):

(Cd,Mn)Te EA-exc�xMn� = 1
595+ 1
59 · xMn (eV) [65]
(Cd,Mn)Se EA-exc�xMn� = 1
821+ 1
54 · xMn (eV) [66]
(Hg,Mn)Te EA-exc�xMn� = −0
3+ 3
5 · xMn (eV) �67� 68�
(Hg,Mn)Se EA-exc�xMn� = −0
27+ 3
57 · xMn (eV) [21]

A unique behavior has been reported for the wider-gap
systems. For (Zn,Mn)Te [69], (Zn,Mn)Se �70� 71�, (Cd,Mn)S
�72� 73�, and, probably, (Zn,Mn)S [74] and (Zn,Mn)O [54],
the measured Eg�xMn� dependence can be approximated
by a linear function for higher manganese concentrations,
but at Mn concentrations xMn < 0
2, a nonlinear deviation
from the linear behavior toward lower energies becomes
apparent. This bowing is much stronger than the usual
bandgap bowing in solid solutions due to alloy disorder.
Two possible mechanisms that may be responsible for this
bowing in the wide-gap (II,Mn)VI are discussed. First, it
can be due to the p–d hybridization of the valence band
states and the d-states, which are known to lie 3–3.5 eV
energetically below the valence band edge �70� 75�. The
larger bandgap, as well as the smaller lattice constant, may
enhance the resulting p–d hybridization at the valence band
edge. Tworzydlo �76� 77� showed that not only the anti-
ferromagnetic coupling as discussed by Bylsma et al. [69],
but also the spin-dependent scattering, needs to be con-
sidered to explain the bowing effect theoretically. He was
able to describe the bowing of (Cd,Mn)S very well, using an
approach which goes beyond the virtual-crystal approxima-
tion (VCA) and the molecular-field approximation, explic-
itly taking into account the chemical and magnetic disorder
due to substitutional Mn ions �76� 77�. Second, the effect
can be the same as reported recently for the Ga(N,As) and
(Ga,In)(N,As) �78� 79� or Zn(Te,S) and Zn(Te,Se) [80] solid
solutions. In (Ga,In)(N,As), a level repulsion of a nitrogen-
induced s-type band above the conduction band edge and
the conduction band edge itself leads to a tremendous red
shift of the bandgap energy. The reason for this is the strong
perturbation of the lattice by the large difference in size and
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the strong difference of the electronegativity between the N
ions and the anions of the host. A similar mechanism could
explain the bowing in the case of wide band gap (II,Mn)VI
semiconductors. The larger the bandgap the closer are the
Mn-induced s-states to the band edge. A conclusive answer
cannot be given at the moment.
In Figure 3 the bandgap bowing of (Zn,Mn)Se is given

as an example. In [81] the band offsets for a series of
(Zn,Mn)Se/ZnSe quantum well structures have been deter-
mined carefully from the measured light hole (lh) and heavy
hole (hh) exciton splitting, including the known strain state
of the samples. In this way it was possible to determine
independently the offset for the conduction band edge as
well as of the valence band edge as a function of x. As can
be seen from Figure 3, the bowing has been found to be
solely at the conduction band edge. The pairs of thick and
thin lines, respectively, are the upper and lower limits for
the band edge shifts, determined by the authors. The dif-
ference is caused mainly by the uncertainty of the deforma-
tion potentials but does not change the bowing effect. The
bowing of the conduction band is a strong indication that
even in the wide-gap (II,Mn)VI semiconductors the level
repulsion of the Mn s-states and the conduction band yields
the strong bowing of the bandgap rather than the change
in the hybridization between the p-states and the Mn 3d
states.
The linear extrapolation to xMn = 1 through the miscibility

gap for Eg�xMn� of the ternaries always yields for the cor-
responding Mn chalcogenides the values in Figure 2, which
are the energy gaps of the unstable zincblende (or wurtzite)
structures. The following mean values are obtained:

Eg�MnTe� = 3
2 eV� Eg�MnSe� = 3
3 eV�

Eg�MnS� = 3
7 eV

The available experimentally determined Eg values are
not very reliable, as no sharp bandgap exciton structures
in the optical spectra were observed. The measured low-
temperature energetic positions are consistent, however,
with the values given above [49–53].
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Figure 3. Valence band and conduction band shift of (Zn,Mn)Se as a
function of the Mn concentration (the thin line indicates the upper limit
and the thick line indicates the lower limit with respect to the exper-
imental uncertainty). Reprinted with permission from [81], W. Heim-
brodt et al., J. Lumin. 60–61, 344 (1994). © 1994, Elsevier Science.

The IV–VI parent structures of the (IV,Mn)VI or
(IV,Eu)VI diluted magnetic semiconductor alloys also
exhibit a direct band gap, but at the L-point of the Brillouin
zone, and, therefore, are many-valley semiconductors. For
the low concentrations of the magnetic ions, x < 10% in
the (IV,Mn)VI or (IV,Eu)VI, it is found that the bandgap
remains at the L-point. The following linear relations for
the bandgaps for x < 10% �42� 82� have been reported (T =
4
2 K):

(Pb,Mn)Te Eg�xMn� = 0
190+ 2
510 · xMn (eV) [42]
(Pb,Mn)Se Eg�xMn� = 0
146+ 3
800 · xMn (eV) [82]
(Pb,Eu)Te Eg�xEu� = 0
190+ 6
000 · xEu (eV) [42]
(Pb,Eu)Se Eg�xEu� = 0
114+ 11
370 · xEu (eV) [42]

Of course, the values of Eg�x� in the limit x → 1 can-
not be compared with the bandgaps of the binary com-
pounds. The corresponding MnVI magnetic compounds all
have the bandgap at the  -point and not at the L-point of
the Brillouin zone. The band structures and absorption spec-
tra of the Eu-chalcogenides are very complicated and are
still under discussion [83]. The 4f and 5d states modify the
p- and s-bands tremendously and make a quantitative com-
parison between experimental results and calculated band
structures difficult.
Little is known about the band gaps of (III,Mn)V com-

pounds. The main reason for this is that the concentrations
achievable in bulk material are in the doping regime. Quasi-
bulk-like epitaxial layers, where xMn values of up to 14%
have been obtained, are of rather poor optical quality for
xMn > 1%, probably because Mn is a deep acceptor in the
III–V materials. A small red shift of the Ga1−xMnxAs band
gap with increasing xMn was observed at low temperatures
on epitaxial layers grown by MOVPE [84]. A Burstein–Moss
shift of the bandgap due to the acceptor properties of Mn
could be ruled out at the low temperatures used in the
paper, suggesting that this shift is a genuine alloying effect.
Such a red shift is also observed for the E1 gap.
The optical properties of the magnetic semiconductors are

essentially modified by the d- or f -states of the magnetic
ions, as already indicated in the discussion of the bandgap
bowing of the wide-gap (II,Mn)VI materials. In addition,
if the band gap is wide enough, the electronic transitions
within the partially filled d- or f -shells become observ-
able. The high degeneracy of the d- or f -configurations
is partially removed by the intra-ionic electron–electron
interaction and by the ligand–field interaction. The electron–
electron interaction, already present in the free ions, lifts the
L-degeneracy and can be described by two Racah parame-
ters, B and C. B in particular is often somewhat reduced
in comparison with the free ion B-value because of cova-
lence effects. The Td symmetric crystal field of the chalcogen
ligands, on the other hand, splits a fivefold degenerate one-
electron d-state into t2 and e states. The two interactions
are of the same order of magnitude in the case of d-states
and can be accounted for by the perturbation approach after
Tanabe and Sugano [85], leading to the ground and excited
states of the ions as a function of the ligand field param-
eter Dq. In Figure 4 the curves are depicted for the Mn2+

3d5 ion. The states are classified by the irreducible rep-
resentation of Td. The dominating occupation numbers in
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the one-electron picture are given in parentheses. The opti-
cal dipole transitions between the ground and excited states
are forbidden by spin and symmetry selection rules, which,
however, are softened by spin–orbit interaction and mixing
with electronic states of suitable symmetry, respectively. In
the case of the transition metals the strong hybridization
between the 3d-states and the anion p-states are typical for
the chalcogenides. The mixing of the states also yields, apart
from the bandgap bowing already mentioned, a relaxation of
the spin and symmetry selection rules and is the basic mech-
anism for the magnetic behavior, which will be discussed
in the next section. The usually suggested softening of the
symmetry-induced selection rules by electron–phonon inter-
action or other symmetry-reducing perturbations should be
comparatively less important.
As shown in Figure 5, the d–d transitions of the Mn ion

are observable in various (II,Mn)VI alloys, if the bandgap
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Figure 5. Internal transitions of the Mn2+ 3d5 shell of (Zn,Mn)S in
comparison with realizable variations of the bandgap Eg�xMn� for the
(Zn,Mn) and (Cd,Mn) chalcogenides. The arrows (full line) represent
the internal absorption transitions, and the dashed arrow represents
the Franck–Condon shifted yellow emission. Reprinted with permis-
sion from [22], O. Goede and W. Heimbrodt, Phys. Stat. Sol. B 146, 11
(1988). © 1988, Wiley-VCH Verlag, Berlin.

as a function of the Mn concentration is wide enough. In
(Zn,Mn)S, which has the widest bandgap of all (II,Mn)VI
compounds, five d–d transitions (indicated in Fig. 5) can be
observed in the whole Mn concentration range. The peak
positions are almost independent of temperature and Mn
concentration. According to the point-ion model, Dq should
vary proportionally to d−5c , where dc is the Mn anion bond
length. A variation according to Vegard’s law would result
in a remarkable peak shift of about 100 meV to higher ener-
gies. The experimentally observed shift of less than 20 meV
is in excellent agreement with the EXAFS results discussed
above. Only if the bandgap window is sufficiently opened
by a corresponding high Mn concentration is the detec-
tion of a set of distinct internal transitions within the Mn2+

3d5 shell possible in all of the other solid solutions. In
(Cd,Mn)S, for example, xMn > 0
1 is required to observe the
first absorption band (6A1→4 T1�, whereas the correspond-
ing yellow emission is already observable for the lowest
Mn concentrations. The tremendous Stokes shift between
the emission and absorption bands is caused by the strong
electron–phonon coupling. In (Cd,Mn)Te the PL becomes
observable for xMn > 0
4, but the 6A1 →4 T1 absorption is
resolvable only for xMn > 0
6. In the case of the closed gap
Hg-chalcogenides, only for (Hg,Mn)Te would the Mn solu-
bility allow the observation of internal Mn2+ 3d5 transitions.
For changing anion ligands of the Mn2+ ion, a chemi-

cal trend is expected for the internal transitions within the
series S→ Se→ Te. The observed shift for (Zn,Mn)Se com-
pared with (Zn,Mn)S is, however, rather vanishing, and the
corresponding shift of the (Cd,Mn)Te bands is smaller than
expected. The reason for this is not clear, but the expected
shift to lower energies might be compensated for by growing
covalence effects.

2.3. Magnetic Properties
of Bulk Semiconductors

Now we want to review the magnetic properties of magnetic
and diluted magnetic semiconductors.
It is known that the magnetic dipole–dipole interaction of

the magnetic moments cannot be the reason for the mag-
netic ordering and the spontaneous magnetization, as it is
orders of magnitude too small. It is the exchange energy as
part of the Coulomb interaction which results in the mag-
netic phenomena which will be discussed in this review arti-
cle. Dirac showed that the energy operator of the exchange
interaction between two particles can be written in the form

Hexchange = −2J12�r12�S1S2 (1)

where J12 is the exchange integral and S1 and S2 are the
spin operators. The exchange integral decreases rapidly with
increasing distance r12 between the particles. In magnetic
semiconductors interacting magnetic moments are usually
separated by such large distances that a direct exchange
interaction cannot be responsible for the magnetic ordering.
Different mechanisms of indirect exchange interaction are
known. In ionic semiconductors, the exchange interaction
of cation-magnetic moments mediated via the anions situ-
ated between them is the dominant mechanism. In highly
doped semiconductors, similar to metals, the mediation of
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the interaction via conduction band electrons or valence
band holes can be of the greatest importance. In both cases,
the Hamiltonian can be approximated by the Dirac formula
in Eq. (1). A system of magnetic moments, localized on
lattice sites and interacting with each other according to
Eq. (1), is the so-called Heisenberg model of a magneti-
cally ordered material. A more general model has to take
into account the weaker magnetic dipole–dipole interaction
of the magnetic moments and the Zeeman interaction with
an applied magnetic field. Two main assumptions are made
by the Heisenberg model: (i) the magnetic moments are
assumed to be localized completely, and (ii) the orbital mag-
netic moments are neglected. The first assumption is satis-
fied for magnetic semiconductors. The second assumption is
highly satisfied for most magnetic semiconductors with tran-
sition metals due to the quenching of the orbital momenta.
When the quenching is not sufficiently strong, the weak
influence of the orbital momenta can be taken into account
in the framework of a generalized model. It can be assumed,
first, that the g-value in the Zeeman term is modified. Sec-
ond, a term describing the magnetic anisotropy, which is
caused by the spin–orbit interaction, is added to the Hamil-
tonian. In magnetic semiconductors with rare-earth ions, for
example, the quenching of the angular momenta is much
weaker or does not take place at all. In those cases the spin
orbital interaction, which combines spin and orbital momen-
tum to the total angular momentum, is strong. Nevertheless,
the Heisenberg model may be used for such semiconductors
in most cases, but the spin angular momenta in Eq. (1) must
then be replaced by the total angular momenta.
In the following, we want to assemble the basic knowledge

necessary for understanding the behavior of magnetic semi-
conductors with reduced geometrical dimensions. Most mag-
netic semiconductors that are considered for applications
are ternary alloys. Nevertheless, we will start with the binary
magnetic compounds, which represent the limits approached
when the magnetic ion content of the magnetic semiconduc-
tor alloys is increased to 100%. A thorough knowledge of
these binary compounds is essential for a full understand-
ing of the magnetic properties of the corresponding ternary
magnetic semiconductor alloys.
All binary compounds with a rare-earth metal or transi-

tion metal on cation site are known to exhibit, at sufficiently
low temperatures, a phase transition from the paramagnetic
state into an ordered magnetic state, which is either ferro-
magnetic or antiferromagnetic. We want to start the survey
with the most prominent class of materials, the Mn chalco-
genides.

2.3.1. Mn Chalcogenides
All Mn chalcogenides are known to become antiferromag-
netic below a Néel temperature TN, which depends on the
crystal structure. In the paramagnetic phase (T > TN) the
Mn2+ 3d5 spins and the corresponding magnetic moments
are distributed at random. In an external field the orien-
tation of the magnetic moment with MJ = −5/2 is ener-
getically most favored. The temperature and magnetic-field
dependence of the magnetization per mole in the paramag-
netic phase is given by

M = NA�Bg̃S · B5/2��� (2)

where g̃ ≈ 2 is the effective Landé factor, S = 5/2, NA is
Avogadro’s number, and


Sz�mol = NA
Sz� = −NAS · B5/2��� (3)

is the mean molar spin density, where B5/2 is the Brillouin
function,

B5/2��� =
6
5
coth

6�
5
− 1

5
coth

�

5
! � = g̃�BSH

kB�T +#�
(4)

For � � 1 (low field case) the magnetization is proportional
to the external field, and from Eq. (2) the usual Curie–Weiss
law for the molar magnetic susceptibility $ can be derived:

$ = %M

%H
= NAS�S + 1�g̃2�2

B

3kB�T +#�
! T > TN (5)

The appearance of a Curie–Weiss temperature # > 0 is an
immediate consequence of the antiferromagnetic exchange
interaction between the Mn2+ ions and leads to a decrease
in the magnetic susceptibility in comparison with an ideal
paramagnetic behavior (# = 0) as both the thermal disorder
�kBT � and the antiferromagnetic interaction �kB#� oppose
the paramagnetic ordering of the spins in a magnetic field.
Some typical values for TN and # from measurements

(e.g., magnetic susceptibility, specific heat, thermal expan-
sion, electron paramagnetic resonance (EPR), inelastic neu-
tron scattering, and neutron diffraction) are given in Table 2.
The mean values for TN, being nearly the same for MnS
and MnSe, are about 150 K and 100 K for the rock salt
and zincblende structures, respectively. For MnTe with NiAs
structure the Néel temperature is much higher, TN > 300 K.
For the zincblende phase of MnTe a value TN = 67 K was
reported. The effective Landé factor in the Mn chalco-
genides is found to decrease only slightly in comparison
with the free-ion value, and, therefore, the maximum z-
component of the magnetic moment gS�B approximately
equals 5�B.
The antiferromagnetic interaction between the Mn2+ 3d5

ions can be described phenomenologically to a good approx-
imation by a Heisenberg Hamiltonian,

HH = −
∑
i� j∈

fcc sublattice

J �Rij� �Si
�Sj = −Jnn

∑
i� k

�i� k=nn�

�Si
�Sk − Jnnn

∑
i� l

�i� l=nnn�

�Si
�Sl

(6)

taking into account only the isotropic nearest-neighbor (nn)
and next-nearest neighbor (nnn) interactions. Si is the total-
spin operator acting on the Mn sublattice site i, and Rij is
the real space vector between the sites i and j . The cor-
responding exchange interaction parameters Jnn and Jnnn
(which are also given in Table 2) can be determined experi-
mentally by using their relation to TN and #. In the molecu-
lar field approximation one obtains from Eq. (6), for an fcc
sublattice,

# = − �24Jnn + 12Jnnn�S�S + 1�
3kB

(7)

T
type II
N = −12JnnnS�S + 1�

3kB
(8)

T
type III
N = − �8Jnn − 4Jnnn� · S�S + 1�

3kB
(9)
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Table 2. Magnetic parameters of Eu and Mn chalcogenides.

Jnn/kB(K) [Ref.] Jnnn/kB (K) [Ref.]
Crystal Transition # (K)

Compound structure Type temperature (K) [Ref.] [Ref.] Exp. Theor. Exp. Theor.

MnO RS af TN = 116 [86] −7
2 �86� −3
5 �86�
MnS RS af TN = 147 [92, 84] 465 [92,93] −7
0 �101� −5 [104] −12
5 �101� 102� −13
5 [104]

152 [95, 96] −7
3 �102� −4
5 �86�
900 [93] −4
4 �86�

ZB af 100 [97] −10
5 �86� −10
2 [103] −7
2 �86� −0
02 [103]
−12
4 �103�

MnSe RS af TN = 150 [94] 500 [94] −7
9 �102� −12
8 �102�
147 [98] 370 [100]
153 [99]
119 [51]

ZB af <110 [100] 444 [100] −8
7 �108�a

70 [51] −9
9 �109�a

−8
1 �110�a

MnTe NiAs af TN = 323 �114� 584 [114]
585 [115]

ZB af 67 [116] −7
5 �111�a −12 [105]
67 [117] −8
8 �112�a −17 [106] J1/J2 = 4
5

−9
2 �113�a −16 [107] [105]
EuO RS f TC = 69
2 [90] +0
606 �90� +0
119 �90�

77 [88] 80 [88]
EuS RS f TC = 16
6 [90] 19 +0
24 �90� −0
12 �90�

18K [88] 18 [88] +0
2 �91� −0
08 �91�
EuSe RS f/af TN = 4
7 [87]

TC = 2
8 [87]
EuTe RS af TN = 9
6 [89] 1 [89] +0
1 �89� −0
21 �89�

Note: RS, rock salt; ZB, zincblende; af, antiferromagnetic; f, ferromagnetic; TN, Néel temperature; TC, Curie temperature.
aObtained from measurements of (Zn,Mn) and (Cd,Mn) chalcogenide solid solutions, assuming that Jnn is independent of xMn; see also Section 2.4.

where the superscripts type II and type III correspond to two
different magnetic unit cells described below. More sophis-
ticated relations were obtained on the basis of Eq. (6), using
Green’s function method [117], magnon theory, or high tem-
perature expansion [102]. There is a surprisingly good agree-
ment with the theoretical values for Jnn and Jnnn obtained
from band structure calculations �103–105� 107� 119� 120].
Because of the strong localization of the Mn 3d-states the
direct Mn–Mn exchange interaction is negligible in the Mn
chalcogenides, and the Anderson p–d superexchange mech-
anism [121] dominates. A schematic picture of this anion-
mediated interaction is given in Figure 6.
The negative values of Jnn and Jnnn mean that the

antiparallel orientation of the spins for a considered pair
of both nn and nnn is energetically favored. The resulting
magnetic ordering has been studied by neutron diffraction
measurements. In the case of the rock salt structure for
MnS and MnSe, the so-called type II fcc antiferromagnetic
ordering was found [122], which is characterized by parallel

–

Figure 6. Schematic presentation of the anion-mediated superexchange
mechanism, resulting in an antiferromagnetic coupling between two
Mn2+ ions.

orientation of all Mn2+ spins in a (111) plane and antipar-
allel orientation of the spins in neighboring (111) planes
(see Fig. 7). For the zincblende MnS, MnSe, and MnTe
the somewhat more complicated type III fcc antiferromag-
netic ordering is found. It should be noted, however, that
the definite spin orientation with respect to the crystallo-
graphic directions is determined by anisotropic contributions
to the exchange Hamiltonian, which are omitted in Eq. (6)
for simplicity.

chemical unitcell

magnetic unitcell

Figure 7. Schematic picture of the type II fcc antiferromagnetic
ordering.
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In Figure 8 the Mn2+ spin orientations in the elementary
clusters of the rock salt and zincblende structures are shown
for both types of antiferromagnetic ordering, which reduce
the symmetry of a lattice site from Oh to D3d and from Td

to C2- for the RS and ZB structures, respectively. In the
case of type II the spins of six of the 12 nn and of all six nnn
Mn2+ ions are antiparallel with respect to the spin of a con-
sidered Mn2+ ion. In type III, however, the spins of eight nn
but only two nnn Mn2+ ions have the energetically favored
antiparallel orientations. The spins of the remaining Mn2+

neighbors are parallel to the spin of the central Mn2+ ion.
The type of the antiferromagnetic ordering is determined by
the ratio Jnnn/Jnn.

2.3.2. Eu Chalcogenides
The bulk Eu chalcogenides crystallize in the rock salt struc-
ture. The magnetic properties were investigated in detail,
as already mentioned, a long time ago [123]. EuO, EuS,
and EuSe are typical ferromagnets of the Heisenberg type,
which can be described by Eq. (6). As can be seen from
Table 2, the exchange integrals Jnn are positive in sign, which
consequently leads to a ferromagnetic ordering, as long as
a negative Jnnn does not become dominant. It is notewor-
thy that it cannot be the indirect Anderson superexchange
mechanism which leads to the ferromagnetic coupling, as
such 180� f –p–f coupling inevitably leads to an antifer-
romagnetic coupling. The key point is the rock salt struc-
ture of the Eu-chalcogenides. The nearest-neighbor coupling
is a 90� coupling, which is a very weak coupling in the
case of p-orbitals. According to the so-called Goodenough–
Kanamori–Anderson (GKA) rules [124], the 90� exchange is
weak and ferromagnetic. The phenomenological idea of this
rule is depicted in Figure 9. It can easily be seen that in the
90� configuration two different p-orbitals of the same anion
overlap with the f -orbitals of the two Eu ions. Assuming that
one electron of either p-orbital hops into the corresponding
overlapping f -shell, the spins of the two electrons remain-
ing in the p-orbitals of the anion must be parallel according
to Hund’s rule. Thus, the spins of the Eu ions should be
parallel too.
Another, much more straightforward, explanation is also

very likely. The cation radius of Eu2+ is rather large

anion

Figure 8. Mn2+ spin orientations in the elementary clusters of
zincblende (left) and rock salt (right) structures in the case of an
fcc type III (left) and fcc type II (right) antiferromagnetic ordering,
respectively.

Figure 9. Schematic picture of the 90� superexchange interaction of the
ferromagnetic coupled Eu2+ ions in the rock salt Eu-chalcogenides.

compared to e.g. the oxygen anion radius. Therefore the
direct 90� overlap of the Eu ions may be the reason for the
positive Jnn. The increasing radius from O→ S→ Se→ Te
then decreases the direct exchange and therefore the ferro-
magnetic coupling compared to the antiferromagnetic cou-
pling of the indirect 180� exchange interaction.
The 180� coupling via p-orbitals is as for Mn antiferro-

magnetic (see Fig. 6) and is much more effective. Therefore,
it yields a stronger tendency for the Jnnn to be negative. The
positive sign of Jnnn in the case of EuO may be caused again
by a remaining contribution of the direct exchange due to
the small lattice parameter. The decreasing Curie temper-
atures from about 70 K for EuO to about 2.8 K for EuSe
are caused by a reduction of Jnn due to a decreasing wave-
function overlap of the localized f -orbitals of Eu with each
other or with the p-orbitals of the anion as the lattice con-
stant increases in the chalcogenides because of the increase
in the anion radius from oxygen to selenium.
In a mean field approximation one derives, from Eq. (6),

TC =
�12Jnn + 6Jnnn�2S�S + 1�

3kB
(10)

The increasing influence of the Jnnn leads to the antifer-
romagnetic ordering of EuTe in an fcc-type II antiferro-
magnetic structure with a Néel temperature TN = 9
6 K.
Although Jnn is still positive, an antiferromagnetic phase
transition occurs as Jnnn < 0. For EuSe an interesting and
unique behavior is observable. A special antiferromagnetic
structure was reported above TC between TN = 4
7 K and
TC = 2
8 K. All of the spins in two adjacent (111) planes
are ferromagnetically ordered, whereas the subsequent two
layers are antiferromagnetically arranged with respect to the
former, yielding a NNSS antiferromagnetic order.
In the case of opposite signs of the exchange integrals,

the state with the lowest energy, which can be either fer-
romagnetic or antiferromagnetic, will determine which spin
structure is favored. Comparing Eq. (8) and Eq. (10), one
obtains the condition �Jnnn� > �Jnn� for an antiferromagnetic
ordering, which is defined by kBTN > kBTC. This is the
case for EuTe. For EuS it holds that �Jnnn� < �Jnn�, yielding
the ferromagnetic state, as it is now kBTN < kBTC. There
are no reliable values for the nn and nnn exchange inte-
grals of EuSe. Considering the exchange constants versus



844 Magnetic Semiconductor Nanostructures

the lattice parameters for the Eu-chalcogenides (Fig. 10), it
can be estimated that �Jnnn� � �Jnn� for EuSe. This leads to
the quasi-antiferromagnetic phase below 4.7 K as �Jnnn� ≥�Jnn�, yielding kBTN > kBTC. With decreasing temperature,
because of the increasing overlap of the wavefunctions by
reduction of the anion–anion distance, the exchange inte-
grals are enhanced. This enhancement seems to be slightly
stronger for Jnn compared with Jnnn. This might be the rea-
son for the transition to the ferromagnetic state below 2.8 K
with �Jnnn� ≤ �Jnn�.

2.3.3. Mn-Pnictides
The Mn-pnictides are not semiconductors but show
semimetallic behavior. Therefore, strictly speaking, they are
not subject of this review. The recent interest in the growth
of (III,Mn)V semiconductors has led, however, also to the
fabrication of hybrid structures consisting of a diluted mag-
netic semiconductor matrix and Mn-pnictide clusters as a
result of segregation processes. It was shown that Mn-V
clusters can be prepared in a controlled manner during the
MBE or MOVPE growth or by thermal annealing of the
layers after a low temperature MBE growth (see also sec-
tions 3.1 and 3.3.2). A giant negative magnetoresistance has
been observed for GaAs/MnAs [125, 126, 527] layered and
granular hybrid structures which further provoked the inter-
est. Therefore a brief review of the structural and magnetic
properties of the Mn pnictides is essential for the under-
standing of the corresponding hybrid structures.
The bulk MnAs, MnSb and MnBi crystallize in the

hexagonal NiAs structure with four atoms in the primi-
tive unit cell. The favorable zincblende structure is thermo-
dynamically not stable. The Mn ions are in the low spin
state (3d4 Mn3+). The magnetic state is a ferromagnetically
ordered state below the Curie temperature. It is worth not-
ing, that the Curie temperature increases with increasing
anion radius from MnAs (TC = 318 K [124] over MnSb
(TC = 587 K [124]) to MnBi (TC = 633 K [124]). Above TC

they also undergo a structural change to the orthorhombic
MnP-type structure. The MnP-type structure differs from the
NiAs-type structure only by a distortion in the basal plane.
It is well established (e.g. for the extensively studied MnAs)
that this magnetic and structural phase transition takes place
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Figure 10. Exchange constant Jnn and Jnnn versus the lattice parameter
for the Eu-chalcogenides. Experimental points: � [90], � [91], � [89].
The dashed line marks the position of the EuSe lattice parameter.

at different TC on heating and on cooling. On heating the
spontaneous magnetization of MnAs vanishes at TC = 318 K,
but on cooling the respective TC is only 306 K [see [127] and
refs. therein]. Furthermore it must be taken into account,
that TC of MnAs films is obviously somewhat dependent on
the preparation conditions. Tilsley et al. [128] were able to
reduce TC on heating from 320 K down to 312 K by chang-
ing the substrate temperature during growth from 400 �C to
600 �C.
The orthorhombic MnP �a > b > c� itself is ferromag-

netic between 47 K and 291 K. Below 47 K a screw phase
has been observed in which the moments rotate in the bc-
plane. MnN is known to have a NaCl-type structure at room
temperature and has been reported to be antiferromagnetic
with a Néel-temperature of 650 K [129]. Studying the diluted
magnetic semiconductor Ga1−xMnxN with xMn < 0
01 which
growth in a hexagonal phase, Zajac et al. [130] where able to
determine the Mn-Mn nearest neighbor exchange integral
which was clearly antiferromagnetic with Jnn/kB ≈ −1
9 K.
The most interesting phase of the Mn-nitrides is probably
the Mn4N-type compound [131] which exhibits a ferrimag-
netic phase with a high resulting magnetic moment and a
Néel-temperature of 745 K.

2.3.4. Diluted Magnetic Semiconductors
Decreasing the concentration x of magnetic ions in diluted
magnetic II–VI or IV–VI alloys restricts the spin order-
ing effects to the lower temperature region. As an exam-
ple, Figure 11 shows schematic magnetic phase diagrams
for (Cd,Mn)Te and (Cd,Mn)S. The two phase diagrams
are typical for all (II,Mn)VI alloy systems. The paramag-
netic phase extends to lower temperatures with decreasing
xMn. A (disordered) antiferromagnetic phase (af) occurs that
has a long-range spin ordering below a critical temperature
TN�xMn� for a sufficiently high Mn concentration xMn > 0
8
(beyond the miscibility gap (mg)) for (Cd,Mn)S. The cor-
responding phase transition is characterized by peaks at TN
in both the magnetic susceptibility and the specific heat.
For Mn concentrations below the miscibility gap a spin-glass
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Figure 11. Magnetic phase diagrams of (Cd,Mn)Te and (Cd,Mn)S.
Experimental points are from [482].
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phase (sg) is observed for temperatures below Tsg�xMn�. In
the case of (Cd,Mn)Te even a transition to the antiferro-
magnetic phase has been reported for xMn = 0
7 [132], which
means that it is still below the miscibility gap. The spin-
glass phase is characterized by an antiferromagnetic short-
range ordering of the spins, as well as frustration effects. As
an example, in Figure 12 a triangle is depicted, where the
third spin can either be spin up or spin down, as both states
are energetically degenerate. A quantum mechanical calcu-
lation reveals that the ground-state spin of such a closed
triangle is not Sz = −5/2, but Sz = −1/2 [133]. The some-
what diffuse phase transition from the paramagnetic into
the spin-glass phase leads to a peak or kink at Tsg�xMn� in
the temperature dependence of the magnetic susceptibility,
but no anomaly in the specific heat is observable. Neutron
scattering experiments have shown that small antiferromag-
netically ordered clusters already appear above Tsg, which
grow in size with decreasing temperature. Another surpris-
ing fact is that a spin-glass phase is observable not only
above the percolation limit (xMn ≈ 0
2), but also below. In
the very low concentration range, a rather long-range inter-
action is necessary, in addition to the short-range superex-
change interaction, to yield a spin-glass phase. The spin
freezing temperatures below the percolation concentration
are very small, for example, between 0.1 K and 1 K for
xMn ≈ 0
01. The dipole–dipole interaction between more dis-
tant Mn2+ ions is proposed to be the required long-range
interaction responsible for this spin-ordering mechanism,
despite the fact that the dipole–dipole interaction might
be too weak to cause the ordering at finite temperatures
[134].
A very striking feature of diluted magnetic semiconduc-

tors is the strong correlation of magnetism and doping.
Figure 13 depicts various Mn-containing DMS arranged
schematically according to their free carrier concentration
and Mn concentration. It can be seen that in (II,Mn)VI
and (III,Mn)V (top graph) as well as in the (IV,Mn)VI
(bottom graph) semiconductors the coupling between the
Mn ions changes from antiferromagnetic (AF) to ferro-
magnetic (F) with increasing free carrier concentration.
The critical free-carrier concentration, where the transi-
tion between the two types of coupling occurs, is about
1018 cm−3 for the (II,Mn)VI and (III,Mn)V compounds and
about 1019 cm−3 for the (IV,Mn)VI compounds. It should
be pointed out that the (II,Mn)VI semiconductors usually
have free-carrier concentrations below the critical concen-
trations �21� 22�. Only recently very high p-doping concen-
trations of 1020 cm−3 were achieved in Zn1−xMnxTe:N with

frustrated spin

?

Figure 12. Degeneracy of the spin states in a closed triangle of Mn2+

ions.
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x ≈ 2% �135� 136�. These samples show a ferromagnetic
phase at low temperatures. Similar results have also been
reported for (Zn,Mn)Te:N and (Be,Mn)Te:N with x ranging
from 0.5% to 7% [137]. The (IV,Mn)VI materials can easily
be prepared over a wide range of free-carrier concentra-
tions; thus, they were the first class of DMS where samples
exhibiting either antiferromagnetic or ferromagnetic cou-
pling between the Mn ions were found [138]. The (III,Mn)V
usually have very high free-carrier concentrations, as Mn
acts as a dopant in these compounds. It is worth noting that
Ohno et al. [139] demonstrated that it is possible to switch
from ferromagnetic to antiferromagnetic coupling in one
and the same (In,Mn)As layer by varying the free-carrier
density with an external electric field. The structure used
was a metal–insulator–semiconductor field-effect transistor
with (In,Mn)As as the semiconductor material.
Because of the usually rather small carrier concentrations

�<1018 cm−3� in (II,Mn)VI alloys, even for the narrow gap
materials, the indirect RKKY mechanism between the Mn2+

ions does not play a role. The magnetic ordering phenom-
ena are determined by the Anderson superexchange as the
dominant exchange mechanism.
Recently Saito et al. [140] reported the observation of

ferromagnetism in Zn1−xCrxTe layers on GaAs substrate.
They found Curie temperatures of about 15 K for 3,5%
chromium. As we will discuss in the next chapter the
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p-d exchange integral (see Table 4) is actually positive
e.g. ferromagnetic. It does however not necessarily mean
that the d-d coupling is ferromagnetic as well. The rea-
son for the ferromagnetism of (Zn,Cr)Te is not clear to
date. Shoren et al. [141] suggested a carrier-induced mecha-
nism in case of an unintentionally doped sample. Blinowski
et al. [142] discussed, however, on the basis of their theoret-
ical calculation the opportunity of a ferromagnetic superex-
change mechanism. It is known, that the 180� exchange
interaction in case of 3d4 cations (e.g. Cr2+, Mn3+, Fe4+) is
ferromagnetic in most cases [124].
Dominating Anderson superexchange also seems to be

valid for some of the (IV,Mn)VI alloys such as (Pb,Mn)X
(X = S, Se, Te) �143� 144�. However, others (e.g., (Sn,Mn)Te
�145� 146� or (Ge,Mn)Te �147� 148�, which have typical free-
carrier concentrations above 1020 cm−3) exhibit ferromag-
netic interactions between the Mn2+ spins (i.e., the RKKY
exchange mechanism dominates over the Anderson superex-
change). With varying carrier concentration in the quater-
nary alloy Pb1−x−ySnyMnxTe, either antiferromagnetic or
ferromagnetic ordering is possible �149� 150�. The schematic
phase diagram representative for ferromagnetic (IV,Mn)VI
compounds is shown in Figure 14. An example for such com-
pounds is p-type (Sn,Mn)Te [145]. Sn1−xMnxTe typically has
a free-hole density of 1020 cm−3 < p < 5 × 1020 cm−3, pre-
sumably because of Sn vacancies. At higher temperatures
the system is paramagnetic (P). For concentrations x < 3%,
a spin-glass (SG) phase occurs below the spin freezing tem-
perature, but at larger concentrations a ferromagnetic phase
(F) is observed. This ferromagnetic phase is characterized
by the existence of a spontaneous magnetization, in a def-
inite range of temperatures, below the Curie temperature
TC. The ferromagnetic long-range ordering down to Mn con-
centrations as small as 3% is due to the RKKY indirect
exchange mediated by the 1020 cm−3 holes present in the
sample. At the lowest temperatures a reentrant spin-glass
phase is observed. This reentrant spin-glass phase is a man-
ifestation of the delicate interplay of the Mn concentration
x and free carrier concentration p. The RKKY exchange

x [%]

T
[K

]

P

F

SG

Figure 14. Schematic phase diagram of a ferromagnetic (IV,Mn)VI
semiconductor.

constant JRKKY is a rapidly oscillating function given by

JRKKY ∝
sin�2kF ·Rij�− 2kF ·Rij · cos�2kF ·Rij�

�2kF ·Rij�
4

(11)

where kF �∝p1/3� is the Fermi wave vector and Rij is the
distance between the magnetic ions. For 2 · kFRij → 0
the interaction is ferromagnetic. The relationship between
the two characteristic lengths R0 and RMn-Mn determines the
magnetism of the system. R0 is the distance at which the
first change from ferromagnetic to antiferromagnetic inter-
action occurs. At a fixed x�R0 is proportional to p−1/3. The
average distance RMn-Mn between Mn2+ ions is proportional
to x−1/3. If R0 � RMn-Mn there is a competition between
positive, ferromagnetic coupling and negative, antiferromag-
netic coupling between Mn2+ spins, leading to the spin-glass
phase [146]. This happens in (Sn,Mn)Te as the free carrier
concentration p decreases with cooling.
The strong correlation of magnetism and doping effects

is also manifested in the phase diagrams of the (III,Mn)V
alloys. As an example, the phase diagram of Ga1−xMnxAs
for x < 10% is shown in Figure 15 with experimental points
from [151–153]. First one should note that the Ga1−xMnxAs
as a random alloy is a metastable phase and is grown
far from the thermodynamical equilibrium, usually by low-
temperature MBE. The upper limit of the Mn concentra-
tion is currently about 10%, where a random alloy was still
grown successfully. Segregation always occurs at higher Mn
contents. Similarly, annealing or raising the growth temper-
ature always leads to the formation of MnAs clusters in a
Ga1−xMnxAs matrix with a low x of about 0.1%. Also there
is a competition between different sites of the Mn atom
in the alloy. It can be incorporated as an acceptor on a
Ga site or as donor-like centers such as small disordered
sixfold-coordinated centers with As, known from closely
related In1−xMnxAs [44]. At elevated temperatures the
alloy is paramagnetic, but at low temperatures Ga1−xMnxAs
becomes ferromagnetic. It can be seen in Figure 15 that
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the Curie temperature increases rather linearly with x up
to TC = 110 K for x ≈ 5%. The Curie temperatures of sam-
ples with higher Mn concentrations deviate from the linear
curve and are significantly lower. This drop in the Curie
temperature is related to the self-compensation process in
Ga1−xMnxAs. At high x the relative amount of Mn incor-
porated as donors instead of acceptors is increased. This
correlation was shown nicely by Matsukura et al. [151], who
observed, for a series of Ga1−xMnxAs of different x, that
both the net hole concentration and the Curie temperature
had their maximum values at about 5%. Similar results were
reported for (In,Mn)As [154]. It is therefore very clear that
the ferromagnetic coupling of the Mn ions in Ga1−xMnxAs
with sufficiently high Mn content (x > 0
5%) results from
interaction with holes [39, 155–157]. However, the details of
the mechanism are still being discussed. It is worth noting
that no signs of a spin-glass phase have been reported so far
for this alloy system.
Room temperature ferromagnetism in (Ga,Mn)N has

been reported by Reed et al. [27]. Sonoda et al.
[158] reported for Ga1−xMnxN films with xMn = 0
057 a
Curie-temperature TC ≈ 940 K on the basis of SQUID
measurements. This value is higher than the known Curie-
temperatures of Mn4N or MnGa. Therefore the authors
suggested, that the ferromagnetism is mediated by the free
holes, which are of the order between 1019 and 1020 cm−3

at room temperature. The extremely high TC could be
explained then on the basis of the mean-field model of fer-
romagnetism mediated by holes in tetrahedrally coordinated
semiconductors developed by Dietl et al. [156, 159]. Accord-
ing to this model the high hole mass of GaN would be the
main reason for the high TC .
However, Overberg et al. [160] reported a Curie-

temperature of only 10 to 25 K for MBE grown (Ga,Mn)N
alloys with a Mn content of about 7%. There is obviously
no clear recipe for obtaining (Ga,Mn)N with high Curie
temperatures.
As already mentioned in the discussion of the (II,Mn)VI

phase diagrams, even in the paramagnetic phase (i.e., above
Tsg), cluster formation reduces the paramagnetic response.
The dependence of the (molar) magnetization on the mag-
netic field, temperature, and concentration of the magnetic
ions can be described by a relation introducing phenomeno-
logical parameters �161� 162�,

M�x� = a�x� · x ·M = g̃�B
Sz�mol (12)

In the alloy the mean molar spin density is, therefore,


Sz�mol = NAx
Sz� = −a�x� ·NA · x · S · BS��� (13)

with

� = g̃ · �B · S ·H
kB�T +#�x��

where S is the spin of the magnetic ions and BS is the cor-
responding Brillouin function. The Curie–Weiss parameter
#�x� is considered an empirical x-dependent fitting param-
eter, and a�x� is a scaling factor. Both parameters account
for the cluster effects. The scaling factor a�x� is always
smaller than unity, with the limiting property a�x→ 0�→ 1.

The parameter #�x� decreases superlinearly with decreas-
ing x, and for sufficiently low Mn concentrations an ideal
paramagnetic behavior is found as #�x→ 0�→ 0.
With extension of the low-temperature measurements

of the magnetization to very high magnetic fields (H �
10 Tesla), distinct steps in the magnetization have
been observed at Hn �n = 1� 2� 
 
 
 � for (Cd,Mn)S
�109� 163� 164�, (Cd,Mn)Se �108� 165� 166� 167�, (Cd,Mn)Te
�162� 166–168�, (Zn,Mn)Se �109� 163� 165� 167�, (Zn,Mn)Te
�102� 103� 167� 169� 170�, (Zn,Mn)S [164], (Hg,Mn)Se, and
(Hg,Mn)Te [171]. These steps are caused by a magnetic
field-induced successive alignment of antiferromagnetically
ordered nn pairs of Mn2+ ions. The saturation steps cor-
respond to increasing total spin quantum numbers Sp =
0� 1� 2� 
 
 
 � 5 of the pairs. For isolated pairs and suffi-
ciently low temperatures (kBT � 2�Jnn��, Hn is simply deter-
mined by

Hn = −
2nJnn
�Bg̃

n = 1� 2� 
 
 
 5 (14)

The energy levels of a Mn pair and the respective steps in
the magnetization are depicted schematically in Figure 16.
Taking into account the influence of the more distant Mn2+

neighbors on a considered pair in a mean-field approxima-
tion, a more exact relation for Hn was developed �112� 113�.
Lowering the temperature in the experiments further to
20 mK allows one to determine higher exchange con-
stants up to fourth nearest neighbors, which are more than
one order of magnitude smaller than Jnn �172� 173�. These
smaller exchange constants have been the subject of the-
ories and conjecture [120, 174–176]. However, up to now
there has been no satisfactory agreement between theory
and experiment.
The antiferromagnetic nn exchange constants Jnn have

also been determined for various Mn-containing or Eu-
containing IV–VI and II–VI compounds from magnetization

m=0

0 2 4 6

g µ B H / nn

SP=1

E

SP=0

SP=2 m= 2

m= –1

M

| |J

Figure 16. Lowest energy levels of a pair of Mn spins as a function
of the magnetic field. The resulting magnetization steps are depicted
schematically. Adapted from [162] with permission from the American
Institute of Physics.
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measurements or magnetic susceptibility measurements
[177–179]. The exchange constants for the diluted magnetic
IV–VI semiconductors are about an order of magnitude
smaller than those of the corresponding II–VI compounds.
Therefore, until about 1995, no distinct magnetization steps
were observed in magnetization experiments on diluted
magnetic IV–VI semiconductors because �Jnn� < 2 ·kBT held
in all experiments. However, Jnn could be extracted by fit-
ting the magnetization data and adding a pair term Mp to
Eq. (12) [178],

Mp=
1
2
g̃�Bxp

×
∑Sp�max

s=0 exp��Jnn/kBT �s�s+1��·�sinh���2s+1�/2s��p��·sBs��p�∑Sp�max
s=0 exp��Jnn/kBT �s�s+1��·�sinh���2s+1�/2s��p��

(15)

with

�p = �sg̃�BH�/�kBT �

where xp ≈ �1 − a�x�� is the percentage of magnetic ions
forming isolated pairs, and Sp�max = 2 · S is the total spin
of an isolated pair. S = 5/2 and S = 7/2 for the Mn- and
Eu-containing samples, respectively. Only recently, magne-
tization steps have been observed in (Pb,Eu)X compounds
with X = S, Se, Te [180–182], which allowed a more accu-
rate determination of Jnn. For isolated Eu–Eu pairs the total
spin quantum number Sp can take values 0� 1� 2� 
 
 
 � 7, and,
correspondingly, n = 0� 1� 2� 
 
 
 � 7 in Eq. (14). Table 3 lists
ranges of Jnn values for some diluted magnetic II–VI and
IV–VI compounds.
Some interesting trends can be observed in Table 3. First,

the Jnn of the (II,Mn)VI DMS scale with the size of the
anions and the cations. For example, the Jnn of the sulfides
are bigger than those of the selenides, and these again are
bigger than those of the tellurides. Moreover, the Cd com-
pounds have smaller Jnn than the corresponding Zn com-
pounds. Spalek et al. [183] were able to relate these trends
to the variation of the bond angle between adjacent Mn2+

ions and the anion. Second, the exchange constants in the
Mn-containing II–VI alloys are about an order of magni-
tude bigger than those in the Mn-containing IV–VI alloys.

Table 3. Nearest-neighbor exchange constants of various diluted
magnetic semiconductors.

DMS Crystal structure Jnn/kB (K)

Zn1−xMnxO W −15
Cd1−xMnxS W −8
6 · · · −11
0
Zn1−xMnxS ZB −16
9�−16
1
Cd1−xMnxSe W −7
6 · · · −10
6
Zn1−xMnxSe ZB −9
9 · · · −13
5
Cd1−xMnxTe ZB −6
1 · · · −7
7
Zn1−xMnxTe ZB −7
9 · · · −12
0
Pb1−xMnxS RS −0
47 · · · −0
67
Pb1−xMnxSe RS −0
93 · · · −1
95
Pb1−xMnxTe RS −0
62 · · · −1
20
Pb1−xEuxS RS −0
228 ± 0
007
Pb1−xEuxSe RS −0
24 ± 0
03
Pb1−xEuxTe RS −0
264 ± 0
018

Note: W, wurtzite; ZB, zincblende; RS, rock salt.

Anderson, Gorska, and co-workers �177� 178� ascribed the
reduction of Jnn in the (IV,Mn)VI alloys compared with
the (II,Mn)VI alloys primarily to the increased separation
between the Mn ion and an adjacent anion. However, one
should keep in mind that the bandgaps in the materials are
at different points of the Brillouin zone, and, therefore, the
wavefunctions involved are different. Third, the exchange
constants of the Eu-containing IV–VI alloys are smaller than
those of the corresponding Mn-containing alloys by a fac-
tor of 5–10. This is mainly caused by the stronger local-
ization of the 4f 7 orbitals compared with the 3d5 orbitals.
More interesting is the fact that the exchange constants Jnn
of the Eu-containing IV–VI alloys are very different from
those of the corresponding binary Eu-chalcogenides given in
Table 2. The former are negative (i.e., antiferromagnetic),
whereas, for EuS, EuSe, and EuTe, the largest antiferromag-
netic exchange constant is Jnnn, and Jnn itself is ferromag-
netic. Despite the fact that they share the same RS crystal
structure, the pure Eu-chalcogenides and the correspond-
ing (IV,Eu)VI have again very different electronic band
structures. The bandgaps of the former are at the  -point,
whereas those of the latter are at the L-point; furthermore,
the positions of the 4f 7 levels of the Eu2+ contribute dif-
ferently to the band structure. In general, one can conclude
that the trends of the exchange mechanisms in the pure Mn-
or Eu-chalcogenides as well as in the corresponding diluted
II–VI and IV–VI systems are fairly well understood in the
case of bulk samples, despite the lack of a comprehensive
theory.

2.4. Magneto-Optical Properties
of Bulk Semiconductors

The changes in the magneto-optical effects connected with
electron and hole band states are rather large in magnetic
semiconductors compared with those in conventional semi-
conductors. These dramatic changes in the magneto-optical
properties are some of the main reasons for the considerable
and continuous physical and applicative interest in these
materials. In diluted magnetic semiconductors, for exam-
ple, the so-called giant Zeeman splitting of free excitons is
observable, which for (II,Mn)VI and (IV,Mn)VI semicon-
ductors is about two orders of magnitude larger than the
usual Zeeman splitting. The usual Zeeman splitting of con-
duction and valence band states is amplified strongly by
the s–d and p–d exchange interaction with the Mn2+ 3d
electrons, which are paramagnetically oriented in an exter-
nal magnetic field. All of the diluted magnetic semicon-
ductors have the advantage, compared with magnetic semi-
conductors, that the strong antiferromagnetic ion intersite
interaction can be partly suppressed and even controlled.
In magnetic semiconductors very high magnetic fields are
required to overcome the “internal” fields which are induced
by the ion–ion interaction, as discussed in Section 2.3. In
diluted magnetic semiconductors, it is possible to adjust
the magnetic ion concentration such that it is high enough
to give a strong enhancement of the external field but is
still low enough not to induce strong intersite correlations
between the magnetic ions for the majority of the spins.
When a diluted magnetic semiconductor contains local-

ized magnetic moments, its band structure will be modified.
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Such interaction is included in the Hamiltonian H by adding
a Kondo-like exchange term Hexch to the Hamiltonian H0:

H = H0 +Hexch = H0 −
∑
i

J ��r − �Ri� �Si �4 (16)

For the zincblende (II,Mn)VI and (III,Mn)V alloys, the
mean-field approximation leads to a lattice-periodic form,

Hexch = −xMn4z
Sz�
∑

R∈ fcc
sublattice

J ��r − �R� (17)

As the extended conduction band states interact simulta-
neously with a sufficiently large number of Mn2+ ions, the
spin operator can be replaced by its thermal mean value.
Furthermore, in a virtual-crystal approximation J �r −Ri� is
replaced by xMn J �r −R�, taking the summation over all
cation-sublattice sites R.
The advantage of Eq. (17) is that in this form Hexch has

the periodicity of the lattice. This allows one to use the same
wave functions for solving Eq. (17), as those used for diago-
nalizing H0. In the case of a zincblende crystal this is the set
of basic functions introduced in the Pidgeon–Brown model:

6

{
�S ↑� = 51/2� 1/2

�iS ↓� = 51/2�−1/2
(18)

8




1√
2
��X + iY � ↑� = 53/2� 3/2

i
1√
2
��X − iY � ↓� = 53/2�−3/2

1√
6
��X − iY � ↑ + 2Z ↓� = 53/2�−1/2

i
1√
6
��X − iY � ↓ + 2Z ↑� = 53/2� 1/2

(19)

7



i
1√
3
� − �X − iY � ↑ +Z ↓� = 51/2� 1/2

1√
3
��X + iY � ↓ +Z ↑� = 51/2�−1/2

(20)

Here S�X�Y , and Z are the Kohn–Luttinger amplitudes,
with s�px� py , and pz symmetry, respectively, and ↑�↓ are
the Pauli spinors.

Ec
k
↑
↓
= (

l + 1
2

)
�8c ± 1

2 �g
∗
c�BH −N09xMn
Sz�� (21)

where 8c and g∗c are the cyclotron frequency and the Landé
factor of the conduction band electron, respectively. l =
0� 1� 
 
 
 is the Landau quantum number. 9 = 
S�J �S� is the
s–d exchange interaction parameter, and N0 denotes the
number of unit cells per cm3. The upper and lower signs
correspond to the ↑ and ↓ spin states. An effective g-factor
can be defined:

geff = g∗c −
xMnN09
Sz�

�BH
(22)

The consequences for a 6 conduction band are illustrated
schematically in Figure 17 for narrow gap semiconductors.
Since the sign of N09 is positive, the exchange term in

Γ6

L=1

L=0

c Hg Bcµ
*

(a) (b) (c)

0

0

1

1

0

0

1

1

ωh

Figure 17. Conduction band states of a narrow gap semiconductor in
a magnetic field. (a) Since the sign of N09 is positive, its sign is oppo-
site that of g∗c and reduces the usual Zeeman splitting. (b) If geff > 0
a reverse of the total Zeeman splitting occurs. (c) For large values of
geff (�geff�BH � > ��8c�� a mixture of the Landau level sequence occurs.

Eq. (22) has a sign opposite that of g∗c and reduces the
usual Zeeman splitting (Fig. 17a). If geff > 0, a reverse of
the total Zeeman splitting occurs (Fig. 17b), and for large
values of geff ��geff�BH � > ��8c�� even a mixture of the Lan-
dau level sequence is possible (Fig. 17c). It must be taken
into account, however, that the Brillouin function saturates
at higher fields while the cyclotron splitting is continuously
increasing.
In zero gap (II,Mn)VI materials like (Hg,Mn)Te with

small Mn concentrations (xMn < 0
1) the situation is even
more complicated because of the degeneracy of the conduc-
tion and valence band at the  -point. The relevant exchange
integral is now N0:, where : = 
X�J �X� is the correspond-
ing p–d exchange interaction parameter, which exhibits a
negative sign. The negative exchange integral enhances the
usual Zeeman splitting, as depicted in Figure 18a. But still
a mixing of the Landau levels might occur (Fig. 18b) if the
exchange interaction is strong enough. In the case of an
open gap (Hg,Mn)Te (xMn > 0
2) N09 becomes again a rel-
evant exchange integral as the conduction band is now dom-
inantly made of s-states.
The situation is considerably simpler in the case of wide

bandgap (II,Mn)VI alloys. Here, the intrinsic spin splitting
(usual Zeeman splitting) and the Landau-level splitting are
much smaller than the exchange splittings. This is due to
the rather heavy effective masses of the wide-gap semicon-
ductors. In this approximation the magnetic splitting of the

Γ8

L=1

L=0

cω Hg Bcµ
*

(a) (b)

0

0

1

1

h

Figure 18. Possible 8 spin splitting of the first two Landau levels
in zero-gap II–VI DMS in an applied magnetic field. The negative
exchange integral N0: enhances the usual Zeeman splitting (a), but a
mixing of the Landau levels might occur (b) if the exchange interaction
is strong enough.
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energy levels is entirely due to the exchange terms. Excitonic
effects are primarily devoted to the bottom of the conduc-
tion band and to the top of the valence band at k = 0. One
obtains for the 6 conduction band splitting and for the 8
valence band splitting, respectively,


51/2�Hexch�51/2� =
∥∥∥∥a 0
0 −a

∥∥∥∥ (23)

and


53/2�Hexch�53/2� =

∥∥∥∥∥∥∥

b 0 0 0
0 1

3b 0 0
0 0 − 1

3b 0
0 0 0 −b

∥∥∥∥∥∥∥
(24)

with

a = 1
2N09xMn
Sz� (25a)

b = 1
2N0:xMn
Sz� (25b)

The shift and splitting of the conduction band states are now

;EC = −xMnN09
Sz�mj� mj = ± 1
2 (26)

and the corresponding splitting of the valence band states

;EV = − 1
3xMnN0:
Sz�mj� mj = ± 1

2 �± 3
2 
 (27)

A schematic picture of the exchange interaction-induced
spin splitting is depicted in Figure 19. The diagram also
shows the electrical dipole allowed transitions for the cir-
cular polarizations rotating transverse to the applied field,
designated by 4+ and 4− for right and left circular polar-
ization (;mj = ±1�, respectively, in Faraday configuration,
with the propagation vector of the light parallel to the field
direction. The linear > polarization (;mj = 0) is observ-
able in the Voigt configuration only, with the propagation

mj

+1/2

-1/2

+1/2

+3/2

-1/2

-3/2

cond uction band

Γ6

valence band

Γ8

σ+ σ- π

3 1 1 3 4 4

H = 0 H > 0

Figure 19. Giant Zeeman splitting of wide-gap II–VI DMS in an
applied magnetic field. Reprinted with permission from [22], O. Goede
and W. Heimbrodt, Phys. Stat. Sol. B 146, 11 (1988). © 1988, Wiley-VCH
Verlag, Berlin.

vector perpendicular to the field direction. The numbers in
Figure 19 give the relative transition probabilities. As a typ-
ical example, Figure 20 depicts the excitonic splitting of a
thick epitaxial layer of (Zn,Mn)Se, with xMn = 0
16, grown
by MBE. The zero field splitting of the light hole (lh) and
heavy hole (hh) excitons is caused by the biaxial strain in
the sample, due to epitaxial growth on a GaAs substrate.
The strain influence in the case of epitaxial structures is dis-
cussed in Section 4.1.
Similar results of excitonic splitting in bulk samples

have been reported for (Cd,Mn)Te �161� 168� 184–188�,
(Zn,Mn)Te [189–192], (Cd,Mn)Se [193–195], and (Cd,Mn)S
[196–199]. Only for (Zn,Mn)S and (Zn,Mn)O are reliable
results still not available. By evaluation of the splitting ener-
gies for all of the excitonic components, N09 and N0: can be
determined independently. Representative values are given
in Table 4. It is found that in the case of (II,Mn)VI alloys
N09 > 0 and N0: < 0 always, which means that the conduc-
tion band electrons are coupled ferromagnetically to the Mn
spins, whereas the valence band electrons are coupled anti-
ferromagnetically to them. The positive sign of N09 results
from the direct exchange of the conduction band states with
the d-electrons of Mn (see, e.g., the paper by Kacman [221]).
The negative sign of N0: is due to a dominant role of
the hybridization-mediated p–d kinetic exchange. An essen-
tially different situation was found for Cr-containing crystals.
A ferromagnetic p–d coupling N0: > 0 was observed. This
sign can easily be understood by considering virtual jumps
of the p-electrons to the d-states and back. In the case of
half-filled d-shells (Mn2+�, or even in the case of Fe2+�3d6�
or Co2+�3d7�, the spin has to be aligned antiferromagnet-
ically, as jumps are possible only into the unoccupied spin
3d states. For ions with less than half-filled d-shells, like
Cr2+(3d4�, a ferromagnetic coupling is possible, as the spin
of the hopping electron should be aligned parallel to the
others according to Hund’s rule.
The situation is even more complicated in the case of

(Ga,Mn)As, where for the smallest Mn concentrations a fer-
romagnetic p–d coupling was found by Heimbrodt et al.
[219]. This ferromagnetic coupling is compensated for by an
antiferromagnetic coupling with increasing xMn along with
the formation of MnAs clusters. The physical reason for
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Figure 20. Excitonic giant Zeeman splitting of a strained (Zn,Mn)Se
epitaxial layer. �, heavy-hole exciton; ©, light-hole exciton. xMn = 0
16,
T = 1
8 K.
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Table 4. s�p–d exchange interaction parameters of various II–VI DMS
and (Ga,Mn)As.

Alloy N09 (eV) [Ref.] N0: (eV) [Ref.]

(Zn,Mn)Te 0
2 �190� −1
1 �191�
0
19 �192� −1
14 �192�

(Cd,Mn)Te 0
22 �161� −0
88 �161� 188�
0
16 �188�
0
18 �200�

(Hg,Mn)Te 0
4 �68� −0
6 �68�
(Zn,Mn)Se 0
24 �201� −1
22 �201�

0
26 �202� −1
31 �202�
0
29 �195� −1
4 �195�

(Cd,Mn)Se 0
26 �203�
0
23 �195� −1
26 �195�
0
24 �204� −1
2 �204�

(Hg,Mn)Se 0
43 �68� −0
74 �68�
(Cd,Mn)S 0
22 �205�

0
2 �195�
−2
7 �196�
−1
8 �198�

0
23 �199� −1
7 �199�
(Zn,Cr)S �0
22� �206� +0
62 �206�
(Zn,Cr)Se �0
22� �206� +0
95 �206�
(Zn,Cr)Te �0
22� �206� +4
25 �206�
(Cd,Cr)S 0
22 �207�
(Zn,Co)Te 0
31 �208� −3
03 �208�
(Cd,Co)Te −2
1 �213�
(Cd,Co)Se 0
279 �212� −1
87 �212�

0
27 �211� −2
25 �211�
0
274 �209� −2
12 �209�
0
32 �210�

(Zn,Fe)Te −1
6 �214�
(Zn,Fe)Se 0
22 �215� −1
74 �215�

0
25 �216� −1
76 �216�
(Cd,Fe)Se 0
25 �217� −1
45 �217�

0
23 �215� −1
9 �215�
(Cd,Fe)Te 0
3 �218� −1
27 �218�
(Ga,Mn)As 0
023 �219� +2
3 (p-conductivity) [219]

0
17 �220� ≈0 
 
 
−1 (n-conductivity) [219]

the sign reversal, however, is the same as that already dis-
cussed. Only recently the same authors [222] found that the
sign of the exchange integral in (Ga,Mn)As is correlated
with the type of conductivity. For n-type conductivity all of
the Mn acceptors are compensated and A− centers will be
dominant. The coupling of the p-orbital to the half-filled
3d5 with all of the spins aligned is now antiferromagnetic.
For p-type conductivity a hole is bound to the Mn acceptor
at low temperatures with a polarized spin and can there-
fore accommodate preferably valence band electrons with a
spin parallel to the spins in the d-shell. Such an A0 center
behaves, therefore, in a manner similar to that of the 3d4

state, which couples ferromagnetically as discussed above.
From Eqs. (13), (26), and (27) it follows for the splitting

of the hh excitons that

;Ehh = xMnN0�9− :�a�xMn�SB5/2

(
g̃�BSH

k�T +#�

)
(28)

The splitting of the hh depends strongly on the manganese
concentration. In Figure 21 the hh splitting is depicted for
a series of (Zn,Mn)Se epitaxial layers versus the magnetic
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Figure 21. Heavy-hole excitonic giant Zeeman splitting for a series of
Zn1−xMnxSe epitaxial layers. (a) Increasing splitting up to xMn = 12%.
(b) Decreasing for xMn > 16%. T = 1
8 K. Curves are calculated with
N09 = 0
26 eV, N0: = −1
31 eV, and the parameters given in Table 5.

field strength. For small xMn (Fig. 21a) the splitting increases
with increasing Mn concentration, whereas for higher xMn
the hh splitting decreases again because of increasing clus-
ter effects. At the saturation field strength of 7.5 Tesla the
maximum hh splitting has been found at xMn ≈ 0
15, as
can be seen from Figure 22, where the saturation values
are depicted versus the Mn concentration. The curves in
Figure 21 have been calculated with Eq. 28. The resulting
a�xMn� and #�xMn�, obtained from the best fit to the exper-
imental points, are given in Table 5.
At low Mn concentrations ;Ehh increases because of

increasing mean spin density, whereas for larger xMn the
Curie–Weiss parameter increases and the parameter a�xMn�
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Figure 22. Saturation values ;Ehh (see also Table 5) of the heavy-hole
excitonic giant Zeeman splitting of (Zn,Mn)Se layers as a function of
the manganese concentration. B = 7
5 T, T = 1
8 K.
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Table 5. Effective Mn concentration a�xMn� and Curie–Weiss parame-
ter ? of (Zn,Mn)Se epitaxial layers.

xMn ;Ehh (meV) a�xMn� # (K)

0.03 67 0
57 1
46
0.045 78 0
44 1
40
0.06 87 0
37 1
32
0.1 130 0
33 2
58
0.12 137 0
29 2
75
0.16 137 0
22 3
15
0.2 118 0
15 3
59
0.22 110 0
13 3
65
0.25 105 0
11 4
09
0.28 90 0
08 5
7

decreases strongly because of the antiferromagnetic cou-
pling of pairs, triples, and higher clusters, which reduces the
effective Mn concentrations and subsequently the mean spin
density and ;Ehh. The values given in Table 5 are typical for
MBE-grown thick epitaxial layers. To a certain extent these
parameters depend on the real growth conditions, as, for
example, segregation and clustering effects are completely
different in crystals grown at thermodynamical equilibrium
(when a random distribution of the magnetic ions is likely)
compared with growth methods away from the thermody-
namical equilibrium, like MBE or other thin-film technolo-
gies. These growth methods are discussed in Section 3. It
was shown by Bednarski et al., Weston et al., and Harri-
son et al., using different theoretical approaches, that a�xMn�
and #�xMn� can vary dramatically if the distribution of the
Mn ions is changed [223–226].
The description of the magneto-optical phenomena in

diluted magnetic IV–VI semiconductors also uses Eq. (16)
as a starting point. However, as the direct bandgap is sit-
uated at the L-point of the Brillouin zone, the situation is
more complex. The conduction band minimum is associated
with the point group representation L−6 (odd parity, p-like)
and the valence band maximum with L+6 (even parity, s- and
d-like). The constant energy surfaces are ellipsoids along
the 
111� direction. The many-valley character of the IV–
VI DMS, together with the rather small bandgaps, makes
the description of the band structure and, in particular, of
their magneto-optical properties rather difficult because of
the different orientations of the ellipsoids with respect to
the applied magnetic field. The k · p treatment is described
in detail in [41] and references therein.
We will outline briefly the main steps of the calculation.

As there are slight differences in the conduction band struc-
ture of the various IV–VI, we will discuss as an example Eu-
and Mn-containing PbTe. In the k · p theoretical approach
the lowest conduction bands and the highest valence bands
are included exactly, while two higher conduction and two
lower valence bands are taken into account in approxima-
tion to k2 terms. A set of four basis functions is used:

L−6

{
C+ = −i sin ?−Z ↑ − cos ?−X+ ↓
C− = i sin ?−Z ↓ − cos ?−X− ↑

L+6

{
V + = i cos ?−R ↑ + sin ?+S+ ↓
V − = i cos ?+R ↓ + sin ?+S− ↑

(29)

where C± and V ± are, respectively, the lowest conduc-
tion band and highest valence band wave functions at the
L-point. The pairs C± and V ± are both Kramer’s pairs.
Because of the spin-orbit coupling, they do not correspond
to pure spin states and are nondegenerate [227]. The spin
functions ↑ and ↓ refer to the eigenstates of 4z in the atomic
coordinate system with z along the [120] axis of the valley, x
along �−1–12�, and y along [1–10]. The spatial parts of the
wave functions have the following transformation properties
about the site of the metal nucleons: R is isotropic (atomic
s-state), and X± and Z transform like atomic p-states with
mz = ±1 and mz = 0, respectively. S± transform like atomic
d-functions with mz = ±1. The spin-orbit mixing parameters
?± are obtained from band structure calculations [228].
Assuming that the magnetic field is in the xz plane, one

obtains the k · p-Hamiltonian
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m±L �m
±
T � g

±
L � g

±
T denote the effective masses and g-factors.

The subscripts L and T refer to the longitudinal and trans-
verse axes of the ellipsoids. The superscripts + and −
refer traditionally to the valence and conduction bands,
respectively. >̂ is the sum of momentum operator and spin-
orbit interaction, where 4̂ presents the Pauli spin operators,
V0 is the periodic crystal potential, and m0 is the free-
electron mass.
The interaction between the extended band states and the

magnetic ions is accounted for in a fashion similar to that
for the (II,Mn)VI compounds. Equation (16) becomes

Hexch=x
S0�
∑

R∈sublattice
J ��r− �R�·�sinA ·4x+cosA ·4z� (32)

Again, it was assumed that the magnetic field is in the xz
plane. A is the angle between the magnetic field H and the z
axis. 
S0� is the thermal mean value of the spin of the mag-
netic ions which is parallel toH . Evaluating the Hamiltonian
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by using the basis function set given in Eq. (29) yields an
exchange matrix of the form

Hexch = 1
2x
S0�




A cosA a1 sinA 0 0

a1 sinA −A cosA 0 0

0 0 B cosA −b1 sinA
0 0 −b1 sinA −B cosA



(33)

where the coefficients are combinations of exchange inte-
grals and band structure parameters given by [229]

A = 9 cos2 ?+ − B sin2 ?+ a1 = 9 cos2 ?+

B = :� sin
2 ?− − :⊥ cos2 ?− b1 = :� sin

2 ?−
(34)

The exchange integrals are defined via the s� d, and p-like
wave function components,

9 = 1
C0

R�J �R� B = 1

C0

S±�J �S±�

:� =
1
C0

X±�J �X±� :⊥ =

1
C0

Z�J �Z�

(35)

where C0 is the volume of the unit cell. It is worth noting
that the definition of the exchange integrals for the IV–VI
diluted magnetic semiconductors in Eq. (35) differs slightly
from that of the II–VI diluted magnetic semiconductors. The
factor C−10 corresponds to the N0 of Eqs. (21) and (25).
The major optical spectroscopic techniques employed to

study the band structure of the IV–VI diluted magnetic semi-
conductors are magneto-reflectivity or magneto-absorption
experiments examining the interband transitions and coher-
ent anti-Stokes Raman scattering (CARS) and the spin-flip
transitions in the conduction and valence bands. Usually a
combination of the methods is needed to acquire a suffi-
ciently large data set to compare experiment and theory.
Applying a magnetic field lifts the degeneracy at the L-point,
and signals arising from L-valleys with different orientations
with respect to the magnetic field direction can be observed
simultaneously. This is illustrated in Figure 23, where plots
of the CARS intensity (at 8 + ;8) versus magnetic field
are shown for a Pb0
94Mn0
06Te sample at 1.8 K and 12 K,
respectively [229]. For the chosen magnetic field orienta-
tion B � �−110�, two valleys in the conduction and in the
valence band are oriented with an angle A = 90� between
their main axis and the applied field, and the other two
valleys are oriented with an angle A = 35
26�. Four reso-
nances are observed. These correspond to spin-flip transi-
tions within the n = 0 Landau states of holes (b: A = 90�; d:
A = 35
26�) and electrons (a: A = 90�; c: A = 35
26�). Tuning
the frequency difference ;8 by using various combinations
of CO2 laser frequencies allows one to obtain fan diagrams
of the resonance positions versus magnetic field, as shown
in Figure 24, which can be compared with theory. In most
publications, only the parameters A�B� a1, and b1 extracted
from the magneto-optical data are given, and the s–d, p–
d and d–d exchange integrals are not calculated explicitly.
However, for the sake of comparison with the data for the
II–VI diluted magnetic semiconductors, we have tabulated
some average exchange integrals in Table 6.

Figure 23. CARS intensity versus magnetic field for p-type
Pb0
94Mn0
06Te at 1.8 K and 12 K. Reprinted with permission from
[229], H. Pascher et al., Phys. Rev. B 36, 9395 (1987). © 1987, American
Physical Society.

3. PREPARATION OF MAGNETIC
SEMICONDUCTOR NANOSTRUCTURES

The growth of two-dimensional semiconductors in the form
of heterostructures, quantum wells, or superlattices is a
standard technology at present. The MBE is a favorable
growth technique for magnetic semiconductor quantum wells
(QWs), as it provides epitaxial layers and heterostructures
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Figure 24. Plot of the resonance positions of electron and hole spin-flip
transitions as a function of magnetic field for Pb0
94Mn0
06Te. Reprinted
with permission from [229], H. Pascher et al., Phys. Rev. B 36, 9395
(1987). © 1987, American Physical Society.
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Table 6. s�p–d exchange interaction parameters of some (IV,Mn)VI
and (IV,Eu)VI alloys at T = 2 K.

9 (eV) :� (eV) :⊥ (eV) B (eV)

Pb1−xMnxTe [229] −0
305 0
197 0
119 �−2
17�
Pb1−xMnxSe [82] −0
219 0
255 0
135 �0
58�
Pb1−xEuxTe [230] 0
025 �−0
007� �0
000� �−0
048�
Pb1−xEuxSe [230] 0
033 0
003 0
012 �−0
105�

of very high quality. An overview of two-dimensional struc-
tures is given in Section 3.1. Far less work has been carried
out on magnetic one- and zero-dimensional semiconductor
nanostructures. Again the methods are similar to those used
for the fabrication of other semiconductor nanostructures.
A clear distinction between methods for fabricating one-
and zero-dimensional structures cannot be made. For exam-
ple, the lithographic and etching techniques for obtaining
quantum dots (QDs) and quantum wires (QWRs) from two-
dimensional epitaxial structures are very similar. Neverthe-
less, we will address the fabrication of diluted magnetic QWs
and QDs in two separate sections, 3.2 and 3.3, respectively.
More general overviews of the fabrication of semiconduc-
tor nanostructures are given in the reviews of Gossard and
Fafard [231], Bryant [232], Nötzel [233], Pileni [234], and
Ekimov [235].
A high degree of order of QDs or QWRs can only be

obtained so far by combining lithographic pattern definition
with epitaxial semiconductor growth techniques, either by
growing structures on patterned substrates or by post-growth
patterning and etching of the epitaxial semiconductor layers.
However, the smallest lateral sizes achievable by those tech-
niques are still bigger than 10 nm. Other approaches, such
as DMS clusters in silicate glass, DMS clusters in reverse
micelles, or self-assembling by Stranski–Krastanov growth,
yield cluster sizes below 10 nm but show a much smaller
degree of order. The major challenge in the fabrication
of magnetic nanostructures for most desired applications is
to achieve simultaneously small lateral dimensions of the
individual nanostructures and a high degree of order of
the ensembles (e.g., size distribution, geometrical arrange-
ment, high density of nanostructures). If this is achieved
magnetic nanostructures will provide the link between mag-
netism on a microscopic atomic level and the macroscopic
magnetic state, and the interesting properties can be suc-
cessfully studied, which are expected as the geometrical
dimensions of the clusters become comparable to the char-
acteristic nanoscopic and mesoscopic length scales (e.g.,
magnetic exchange length, domain width).

3.1. Growth of Epitaxial Layers
and Quantum Wells

The first successful preparation of magnetic semiconduc-
tor quantum well structures was reported in 1984 by Bick-
nell and co-workers [236] and Kolodziejski and co-workers
[237]. They prepared CdTe/(Cd,Mn)Te by MBE. Up to
now MBE is by far the dominating growth method for
II–VI, IV–VI, and III–V based magnetic semiconductors,
which will be considered first (Section 3.1.1). Only a few
attempts at growing two-dimensional systems by MOVPE

have been reported, which will be discussed in Section 3.1.2.
Other technologies, like liquid phase epitaxy (LPE), hot wall
epitaxy (HWE), pulsed laser evaporation epitaxy (PLEE),
electron beam evaporation (EBE), or atomic layer epitaxy
(ALE), are of minor importance.

3.1.1. Molecular Beam Epitaxy
(II,Mn)VI Semiconductors MBE has typically a low
growth rate of about 1 �m/h and relatively low growth
temperatures for the (II,Mn)VI semiconductor layers. For
CdTe/(Cd,Mn)Te superlattices the substrate temperatures
are usually in the range of 200 to 325 �C [238–241]. Dif-
ferent substrates have been successfully used, for example,
(100) or (111) GaAs covered with a thick CdTe buffer layer
to avoid misfit dislocations in the superlattices �239� 241� or
the better lattice matched (001) InSb �238� 240�. The growth
temperatures of ZnSe-based diluted magnetic semiconduc-
tors are somewhat higher and were in the range of 300
to 450 �C �242� 243� and the substrate was always GaAs.
For (Zn,Mn)Te-based systems, however, the better lattice
matched GaSb was preferred �244� 245�.
The ability of abrupt cessation or initiation of growth

by mechanical shutters for each effusion source (Knudsen
cell) is useful in preparing a smooth surface on an atomic
scale. The atoms form a well-collimated beam, because the
ultra-high-vacuum (UHV) environment (about 10−11 torr)
permits a ballistic transport on the way to the substrate.
In principle it is difficult to control the crystal stoichiom-
etry in MBE growth, but the UHV makes it possible to
utilize electron or ion-based in-situ methods, like mass spec-
trometry, Auger electron spectroscopy (AES), low-energy
electron diffraction (LEED), reflection high-energy electron
diffraction (RHEED), and X-ray as well as ultraviolet pho-
toemission spectroscopy (XPS and UPS). RHEED is, how-
ever, the standard analytical tool used in-situ during MBE
growth. Usually the following information can be derived
from RHEED: (i) The general appearance of the RHEED
pattern provides information about the crystallinity and the
surface reconstruction. (ii) Counting the number of RHEED
intensity oscillation periods gives the number of monolayers
grown. By these two standard methods, however, the poten-
tial of RHEED is not exhausted. Hoffmann et al. [246] used
the so-called phase-locked epitaxy to grow ZnSe/(Zn,Mn)Se
quantum well structures. Operating the shutter in differ-
ent phases of RHEED intensity oscillations and comparing
the layer thickness with the number of oscillation peri-
ods provides information about the relation between sur-
face coverage and the RHEED intensity oscillation phase.
Furthermore, they obtained information about the Mn con-
centration by comparing the oscillation periods observed
when either ZnSe or (Zn,Mn)Se is grown. It has been found
that the oscillation period varies with the composition xMn
of the Zn1−xMnxSe layers. The expected MnSe mole frac-
tion can be determined from the RHEED oscillation period
of ZnSe and Zn1−xMnxSe by the empirical expression for
0 ≤ xMn ≤ 0
3 given in [246]:

x = −0
71 ln t�ZnMnSe�
t�ZnSe�

(36)
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where t(ZnMnSe) and t(ZnSe) are the oscillation times
of the (Zn,Mn)Se and ZnSe, respectively. The underlying
physics for this expression is the high sticking coefficient of
Mn and the resulting superlinear increase in the (Zn,Mn)Se
growth rate.
In the case of solid solutions like diluted magnetic semi-

conductors, it turned out, however, that a strong damping
of the oscillation does not allow monitoring of the growth
of thick epitaxial layers. The surface becomes rough under
these circumstances because of growth fluctuations. Surfaces
can be smoothed by a growth interruption. It was reported
that the growth interruption was most effective under Se-
rich conditions. Two processes contribute to the smooth-
ing of the surface: a fast process acting within seconds and
a slow process acting within minutes. Growth interruption
must therefore last several minutes with the Se shutter open
�247� 248�. The growth of magnetic semiconductor struc-
tures has therefore proceeded as follows. After the growth
of a few lattice planes, a growth interruption of about 10 s
took place, leading to a recovery of RHEED oscillations. In
Figure 25a the RHEED oscillations are depicted as a typi-
cal example of the growth of a ZnSe/Zn0
8Mn0
2Se multiple
quantum well structure with well widths of 16 monolayers
and 85-nm barrier widths. The structure has been grown on
a ZnSe buffer of 0.8-�m thickness. The ZnSe wells have
been grown in the phase-locked epitaxial mode, where the
shutter was closed 240� after each fourth RHEED intensity
maximum. A short break of 10 s after every growth cycle
leads to complete recovery of the oscillations. In Figure 25b
the RHEED pattern of the growth of a (Zn,Mn)Se layer in
the normal mode is shown for comparison.

Figure 25. RHEED oscillations recorded (a) during the growth of a
ZnSe/Zn0
8Mn0
2Se MQW with a well width of 16 monolayers and
85-nm-thick barriers in phase-locked epitaxial mode and (b) during the
growth of a thick (Zn,Mn)Se epitaxial layer in normal mode. Reprinted
with permission from [246], N. Hoffmann et al., J. Cryst. Growth 146,
422 (1995). © 1995, Elsevier Science.

(III,Mn)V Semiconductors The first successful growth of
a diluted magnetic III–V semiconductor was reported in
1989 by Munekata et al. [23]. This was (In,Mn)As on (100)
GaAs substrates. The key parameters for the growth on
(100) GaAs substrates are the temperatures and the Mn
concentration. For very low substrate temperatures (Ts =
200 �C) the (In,Mn)As layers have been n-type, and no
indication of a segregation of MnAs has been found up to
a Mn concentration of 24%. At higher substrate tempera-
tures (Ts = 300 �C) the layers are p-type, at least at low
Mn concentrations. At higher concentrations the MnAs clus-
ters start to form, and the layers become n-type again [40].
No epitaxy was observed at substrate temperatures above
400 �C. Contrary to these results, p-type conductivity has
been found for layers also grown at Ts = 200 �C but on thick
buffer layers of AlSb or (Al,Ga)Sb, which were grown on
GaAs substrates before the growth of (In,Mn)As [164, 249].
A systematic study of (Ga,Mn)As growth has been made

by Shen et al. [250]. The samples have also been prepared on
GaAs substrates. For substrate temperatures below 200 �C
they found polycrystalline growth, whereas above 350 �C the
growth of MnAs clusters occurs. In the intermediate range
p-type (Ga,Mn)As layers can be formed with Mn concen-
trations up to 4%.
(Ga,Mn)N films have also been grown by MBE on (0001)

sapphire substrates using either ammonia as nitrogen source
[250] or a nitrogen plasma source [27, 30].

(IV,Mn)VI and (IV,Eu)VI Semiconductors PbTe/
Pb1−xMnxTe QWs with x < 4% were grown by MBE on
cleaved (111) BaF2 substrates. The effusion cells of PbTe,
Mn, and Te were at temperatures of 800, 870–900, and
350–400 �C, respectively. The substrate temperature was
between 300 and 400 �C. Typical growth rates were about
4 �m/h. After an initial three-dimensional nucleation of
PbTe or Pb1−xMnxTe on the BaF2 surface, a 2D growth
mode is established after about 100 nm. This growth mode
is kept stable during the deposition of the superlattice by
opening and closing of the Mn shutter [252]. The growth
was controlled by RHEED [253]. A serious problem in
the growth of these superlattice structures is Mn diffusion
[254]. Further details are given in [255].
PbSe/Pb1−xMnxSe with x < 3% were also grown by MBE

with effusion cells for PbSe, Mn, and Se. A thick PbSe
layer was deposited on the (111) BaF2 substrate before the
growth of the superlattice to ensure nearly complete strain
relaxation. The lattice mismatch between the PbSe and the
Pb1−xMnxSe layers is comparatively small. Thus, the thick-
nesses of the Pb1−xMnxSe layers (d < 20 nm) as well as
that of the entire superlattice stack are well below the crit-
ical thickness. Therefore, the Pb1−xMnxSe are under biaxial
tensile strain, whereas the PbSe QWs are unstrained [256].
A detailed description of the growth is given in [255].
PbTe/Pb1−xEuxTe QWs with x < 4% were grown by

MBE on cleaved (111) BaF2 substrates by a few groups
�254� 258�. Typically, the beam flux rates from the PbTe,
Eu, and Te2 effusion cells were measured by an ion gauge
beam flux monitor. In-situ RHEED was used to monitor the
growth process. For low substrate temperatures a large num-
ber of RHEED intensity oscillations were observed, which
could be used to determine the absolute growth rates [259].
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These were close to 1 �m/h. Detailed growth conditions are
described elsewhere �258� 260�.

Mn-VI/II–VI and Eu-VI/IV–VI Multilayers Although MBE
is a nonequilibrium growth technique, the substrate tem-
peratures required for good crystallinity are still fairly high,
some 100 �C. As a consequence, it is, in most cases, very dif-
ficult to grow thick epitaxial layers of metastable magnetic
binaries (such as MnSe, MnTe, EuTe, etc.) on the avail-
able substrates. Therefore, it is necessary to stabilize these
metastable phases by inserting semiconductor spacer layers,
that is, by growing superlattices. The preparation with this
stabilizing method of structures consisting of more than 100
periods has been reported. Because of the excellent control
of the thickness of all of the layers, such MBE-grown mul-
tilayered structures, consisting of ferromagnetic or antifer-
romagnetic layers separated by diamagnetic semiconducting
spacer layers, are ideal model systems for studying magnetic
phenomena (such as magnetic interlayer coupling and 2D
breakdown of magnetic order).
MnSe/ZnSe is a type I heterosystem with ZnSe acting

as the quantum well and MnSe as the barrier. It was the
first of a large variety of magnetic binary-containing super-
lattices realized up to now. Ultrathin MnSe layers in the
zincblende structure separated by ZnSe spacer layers on
GaAs substrates were grown first by Kolodziejski et al. [53].
The superlattice structure consisted of 100 periods of 8±1 Å
MnSe separated by 45 Å ZnSe on a 2-�m ZnSe buffer,
which was deposited on n+ Si-doped GaAs (100) substrates.
The structures were grown in a Perkin–Elmer model 400
MBE system. The substrate temperature was 400 �C. The
oven temperatures of the separate effusion cells for Zn, Mn,
and Se were 296, 860, and 190 �C, respectively. The growth
rates were 0.5–1.5 Å s−1. The sharp interfaces and the high
degree of periodicity of the superlattice structure were con-
trolled by in-situ RHEED monitoring and later confirmed
by TEM studies. Klosowski et al. grew MnSe/ZnSe as well
as MnSe/ZnTe superlattice structures with thick ZnSe and
ZnTe buffer layers on (100) GaAs substrates �261� 262�. This
allows a variation of the biaxial strain in the magnetic lay-
ers from compressive to tensile and, thus, changes the ratio
of the Jnn coupling parameters for perpendicular and par-
allel to the growth direction. The samples were grown with
a Riber MBE 32 R&D system equipped with effusion cells
for Zn, Te, Se, and Mn. Heimbrodt et al. grew MnSe/ZnSe
superlattices on (100) GaAs substrates at substrate temper-
atures of 300 �C. Above a critical thickness of 5 nm per
MnSe sublayer, a partial phase transformation into the sta-
ble rock salt structure was found [51], even in the stabilized
multilayered heterosystem.
MnTe-containing superlattice structures, with either CdTe

or ZnTe as spacer materials, were also studied. It is worth
noting that the growth of thick epitaxial layers of zincblende
MnTe has been achieved up to 0.5 �m, in contrast to the
few nanometers of MnSe. This was possible because CdTe
was available as a suitable substrate [240]. Durbin et al. were
also the first to grow MnTe/CdTe SQW structures of dif-
ferent well widths, which confirm that this system has also
a type I band alignment. Superlattices of MnTe/ZnTe on
(100) GaAs have been grown by Giebultowicz et al. [116].
Recently, studies of Cl-doped MnTe/ZnTe superlattices on

(100) GaAs have been reported [263]. The doping levels
were nominally between 1017 and 1018 cm−3. Doping of these
structures is of interest, as it is expected that an increased
carrier density modifies the interlayer coupling. MnTe/CdTe
superlattices can also be prepared by ALE [264–266]. In
this technique a “self-regulatory” growth mode allows a pre-
cise thickness control of the CdTe layers (≥2 monolayers).
For this system the lattice mismatch of 2.2% is considerably
less than that of the Mn-VI/Zn-VI system. Another impor-
tant aspect of this material combination is that, because of
the excellent thickness control of the nonmagnetic layers,
superlattices with very thin CdTe layers can be grown, where
interlayer spin-spin correlations become observable.
Superlattice structures consisting of EuTe and PbTe are

also thoroughly studied. Rock salt EuTe is also antifer-
romagnetic, as are the zincblende Mn-VI compounds, but
exhibits a type II antiferromagnetic order instead of the
more complex type III antiferromagnetic order of the Mn-
VI compounds with zincblende structure. Thus, EuTe layers
of the superlattice structures with a (111) growth plane con-
sist of ferromagnetic sheets of Eu2+ spins which are antifer-
romagnetically coupled to the adjacent Eu2+ sheets [266].
In the case of an odd number of Eu2+ sheets per EuTe
layer, a net magnetization per layer can be obtained (i.e.,
the layers are ferrimagnetic), giving rise to a very signifi-
cant interlayer coupling. [(EuTe)�(PbTe)D]n superlattices of
various compositions (� = 2–14, D = 6–25, and n = 300–
600) were fabricated by MBE at the Johannes Kepler Uni-
versity in Linz. The Riber MBE system was equipped with
effusion cells for PbTe, Eu, and Te2. The substrate mate-
rial was (111) BaF2. A 2000–4000-nm PbTe buffer layer
was grown on top of the substrate at a temperature of
350 �C. This ensures a complete strain relaxation of the
PbTe buffer. For the growth of the actual superlattice struc-
ture the substrate temperature was lowered to 250–280 �C.
At this temperature, EuTe can only be deposited with the
use of separate effusion cells for Eu and Te2. Detailed
descriptions of the growth can be found elsewhere [267–
272]. The superlattices are of very high quality and have
abrupt interfaces between the EuTe and PbTe layers show-
ing very little interdiffusion �273� 274�. The interface rough-
ness is on the order of a single monolayer [275]. All of the
Mn-VI/II–VI and Eu-VI/IV–VI multilayers discussed so far
consist of antiferromagnetic layers separated by nonmag-
netic semiconducting layers. EuS/PbS superlattices represent
a ferromagnetic/nonmagnetic semiconductor-based system
[276]. The epitaxial EuS/PbS multilayers were grown by ther-
mal evaporation of PbS from a tungsten boat and by elec-
tron beam evaporation of EuS in oil-free vacuum (10−6 to
10−7 torr) and their sequential condensation on (100) KCl
or (111) BaF2 substrates at 250 �C. Before the growth of
the actual superstructure a 20–70-nm-thick PbS layer was
grown to accommodate the lattice mismatch between the
superlattice and the substrate. Typically, X-ray diffraction
rocking curves of the multilayers show full widths at half
maximum of 300 arcsec and diffraction patterns with satel-
lite peaks of second and third order. Wosnitza et al. studied
EuS/SrS ferromagnetic/nonmagnetic multilayers [277]. The
samples were grown by MBE on (111) Si substrates. EuS and
SrS were used as starting materials and alternatively evapo-
rated onto the substrate by two electron guns. The substrate
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temperature was between 600 and 1000 �C. The growth rate
was about 0.4 �m/h.
Another class of ferromagnetic/nonmagnetic semicond-

uctor-based multilayer systems that may be of interest in
the future is Mn-V/III–V systems. Great progress has been
made in the MBE growth of MnAs films on (100) GaAs
[278–281] and of MnSb on (100) GaAs and (0001) sap-
phire [282]. First ferromagnetic/ferromagnetic MnAs/MnSb
multilayers on (100) GaAs [283] as well as ferromag-
netic/antiferromagnetic MnSb/MnTe heterostructures [284]
have been reported.

3.1.2. Metal-Organic Vapor Phase Epitaxy
There have been only a few attempts to grow magnetic semi-
conductors by MOVPE �84� 219� 285–287�. The relatively
high growth temperatures, which used to be necessary to
obtain high-quality layers of nonmagnetic semiconductors,
impede the achievement of a high concentration of magnetic
ions in the semiconducting host material.
Lusson et al. [285] reported the preparation of CdTe/

(Cd,Mn)Te quantum wells on GaAs substrates. A horizontal
commercial reactor (MR Semicon Quantax 226) containing
an IR-heated graphite susceptor was used. The samples
were grown at a substrate temperature of 365 �C, with
diisopropyltelluride (DIPTe), dimethylcadmium (DMCd),
and methylpentacarbonylmanganese (PCMMn) as precur-
sors. The carrier gas was hydrogen. Before the growth of the
quantum wells a buffer layer of about 1.5 �m was always pre-
pared. The low pyrolysis temperature of PCMMn molecules
of about 100 �C, which is much less than the decomposition
temperature of DIPTe and DMCd, actually raises enormous
problems in achieving homogeneous layers. With a total flow
rate increased to 8 L/min and rotation of the substrate, high-
quality heterostructures have been obtained.
The successful growth of Ga1−xMnxAs layers

on (100) GaAs substrates by means of MOVPE has been
reported by Hartmann et al. [84] and Heimbrodt et al. [219].
Bis(methylcyclopentadienyl) manganese ((MeCp)2Mn) has
been selected to be the source compound because of its
thermal decomposition characteristics, which are appropri-
ate for the MOVPE of the Ga1−xMnxAs material system. At
room temperature, (MeCp)2Mn is in the solid phase with an
estimated vapor pressure of about 10−2 hPa. The following
chemical synthesis of the compound has been chosen:

�HC′p�2
;;T←→ 2HC′p

dest
→ 2HC′p

2Na + 2HC′p
THF→ 2NaC′p+H2

2NaC′p+MnCl2
Toluol→ 2NaCl+Mn�C′p�2

Mn�C′p�2
subl
→ Mn�C′p�2

(37)

where C′p is CH3-C5-H4. The chemical identity of the prod-
uct of this synthesis was confirmed by gas chromatography
combined with mass spectrometry. The yield of this synthesis
was between 70% and 90%. MOVPE growth has been per-
formed in a horizontal reactor system (Aix 200-GFR; Aix-
tron Corporation) at a reduced reactor pressure of 50 mbar
with 6.8 L/min of H2 carrier gas. Triethylgallium (TEGa)

and tertiarybutylarsine (TBAs) have been used as efficient
source compounds. A strong dependence of the layer con-
stitution on the growth temperature range has been found.
For substrate temperatures below 450 �C a whisker growth
can be seen, as depicted in the scanning electron micrograph
(SEM) in Figure 26a. For higher temperatures up to about
600 �C (Ga,Mn)As layers of high structural quality can be

Figure 26. SEM images of MOVPE (Ga,Mn)As phases. (a) Whisker
growth at substrate temperatures below 450 �C. (b) Layers of high struc-
tural quality can be grown at substrate temperatures up to about 600 �C.
(c) At higher (MeCp)2Mn partial pressure the formation of Mn(Ga)As
clusters takes place.
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grown, but the manganese concentration is limited to less
than 1%. The smooth surface is clearly seen in Figure 26b.
With increasing (MeCp)2Mn partial pressure the formation
of Mn(Ga)As clusters takes place as depicted in Figure 26c.
Details of the formation process are reported in [528]. For
the application of these clusters it is important to realize that
they are embedded in the (Ga,Mn)As matrix, almost lattice
matched and without any indication of dislocations, as can
be seen in the TEM images in Figure 27. In addition, their
crystallographic orientation is well defined; that is, the c axis
of the hexagonal MnAs is parallel to the (111) directions of
the zincblende Ga1−xMnxAs host.
The successful preparation of (Ga,Mn)N by MOVPE was

also reported. Reed et al. [287] prepared 40 nm buffer layers
on (0001) sapphire at a low temperature of about 500 �C.
The growth was followed by a high temperature annealing
to achieve a recrystallization. 2 �m GaN epitaxial layers
were deposited on top of the buffer layer at about 1000 �C.
Afterwards Mn was deposited by a laser technique on the

Figure 27. TEM images of Mn(Ga)As clusters in a Ga1−xMnxAs host
matrix of low xMn. (a) Bright-field TEM image. (b) High-resolution
image of a cluster–matrix interface.

nitride sample. The background vacuum during deposition
was about 10−8 torr. The Mn thickness ranged from 10 to
100 nm. Mn doping was achieved by deposition and anneal-
ing at different temperatures ranging from 250–800 �C. The
film quality of the (Ga,Mn)N layers during deposition and
after annealing was checked by RHEED, X-ray diffraction
and TEM. By SIMS measurements the authors verify the
diffusion of Mn into the hexagonal GaN layer, forming a
concentration gradient that levels out at about 1% of Mn.
Using (DPM)3 as Er source Morinaga et al. [31] reported

the successful preparation of an rare-earth based diluted
magnetic semiconductor by MOVPE. Er concentrations up
to 2× 1020 cm−3 have been reported in GaAs films grown in
the temperature range from 530 �C to 630 �C.

3.2. Growth and Preparation
of Quantum Wires

Different ways of preparing one-dimensional nanostructures
have been reported. The easiest way is to start with two-
dimensional quantum wells and to use a subsequent etching
procedure. This method will be described in Section 3.2.1.
Another elegant and successful method is the epitaxial over-
growth of substrates patterned by selective etching proce-
dures discussed in Section 3.2.2. In Section 3.2.3 a rather
novel approach is introduced where (II,Mn)VI semiconduc-
tors are incorporated into mesoporous SiO2 matrices with a
highly homogeneous and well-ordered pore structure via an
intrapore formation process from solution.

3.2.1. Lateral Patterning by Lithographic
Methods Followed by Etching

The most commonly used lithographic technique for the
fabrication of QWRs based on diluted magnetic semicon-
ductors is electron beam lithography (EBL), as it allows
the writing of patterns with very high accuracy (down to
a few nanometers in width) together with a flexibility of
choice of pattern (e.g., wire width, distances between wires,
etc.) [289–292]. However, other lithographic patterning tech-
niques can also be used; for example, Darhuber et al. [293]
used laser holographic patterning to write wire structures
with a width of about 100 nm. The major obstacle in nano-
structure fabrication starting from epitaxial two-dimensional
structures is, however, pattern transfer into the semiconduc-
tor by etching. Different etching processes have been devel-
oped, that is, wet-chemical etching methods [290–292], dry
etching techniques such as reactive ion etching (RIE) [293]
or ion-beam etching (IBE), or combinations of dry and wet
etching steps [289]. All etching techniques have their advan-
tages and disadvantages. For example, wet-chemical etching
is usually fairly isotropic, making it difficult to obtain an
accurate pattern transfer into the semiconductor because of
the underetching of the etch masks. IBE allows high aspect
ratios but causes a damaged layer of poor optical quality
close to the surface of the nanostructures. RIE is proba-
bly the best technique, as fairly high aspect ratios and steep
sidewalls of the nanostructures can be obtained.
Oka et al. fabricated Cd1−xMnxSe/Zn1−yCdySe QWRs

of different widths ranging from 26 to 300 nm, starting
from MBE-grown Cd1−xMnxSe/Zn1−yCdySe QW samples
with xMn = 8% and yCd = 30% on (100) GaAs [290–292].
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After spin-coating of the QW samples with ZEP-520 resist
and prebaking, homogeneous wire-array patterns of 0
5 ×
0
5 mm2 were defined by EBL (Elionics ERA-8000 FE) on
the two-dimensional structure. After a postbaking step and a
developing step of the resist, the pattern was transferred by
wet-chemical etching with a solution of K2Cr2O7:HBr:H2O
to a depth of 100 nm.
Klar et al. obtained ZnSe/(Zn,Mn)Se QWRs and

(Zn,Cd,Mn)Se/ZnSe QWRs of different widths ranging
from 50 to 500 nm from the corresponding MBE-grown
quantum well structures by an EBL pattern definition fol-
lowed by a combination of IBE and wet-chemical etching.
Figure 28 depicts the end of a single ZnSe/(Zn,Mn)Se QWR
after IBE and wet-chemical etching before removal of the
Ti-etch mask [289]. The nanofabrication process consists of
nine steps and is similar to that employed for the fabrication
of QD samples, which is described in detail in Section 3.3.1.
One-hundred-nanometer-wide CdTe/MnTe multiple

QWRs were realized by holographic lithography (Ar ion
laser operating at 457.8 nm) and subsequent RIE with
a mixture of CH4 and H2 [293]. The two-dimensional
structure was an MBE-grown superlattice consisting of 20
periods of 17 nm CdTe and 2 nm MnTe. The ionization of
the molecules was done with a 13.56-MHz radio frequency
source in a parallel-plate reactor (Oxford 80 Plus). The
supplied power was 180 W, and the total pressure during
operation was 10 mTorr. The etch rate of the CdTe/MnTe
layers was determined to be 15 nm/min, and the total etch
time was 30 min. Very high aspect ratios and very steep
sidewalls were obtained, as can be seen in Figure 29.

3.2.2. Epitaxial Growth
on Patterned Substrates

In addition to the direct patterning of two-dimensional lay-
ers to obtain QWRs, the epitaxial growth on patterned
substrates is an important technology for the fabrication
of one-dimensional semiconductor nanostructures by both
MOVPE [294] and MBE [295]. The ALE of GaAs QWRs
was successfully demonstrated by Isshiki et al. [296]. Basi-
cally the growth on patterned substrates is a selective growth
method, which provides control of the lateral dimensions
of semiconductors. In contrast to the lateral structuring

Figure 28. SEM image of the end of a single ZnSe/(Zn,Mn)Se QWR
after IBE and wet-chemical etching before the removal of the Ti-etch
mask.

Figure 29. SEM image of CdTe/MnTe QWR structures obtained by
RIE. Reprinted with permission from [293], A. A. Darhuber et al.,
Mater. Sci. Forum 182–184, 423 (1995). © 1995, Trans Tech Publications.

discussed in Section 3.2.1, this technique does not generate
additional chemical or mechanical defects in the wires.
Although the selective epitaxial growth on patterned sub-

strates is well established for nonmagnetic semiconductors,
this technique has hardly been used for growing magnetic
semiconductor nanostructures. Parthier and co-workers
[297] reported the successful growth of ZnSe/(Zn,Mn)Se
and Chen et al. [298] the growth of (Cd,Mn)Te/(Cd,Mg)Te
QWRs by MBE on patterned GaAs substrates. The prepara-
tion method for the ZnSe/(Zn,Mn)Se QWRs was described
in detail in �295� 297�. The (001)-oriented GaAs substrates
were structured by photolithography or EBL followed by
wet-chemical etching. The orientation of the masks (stripes
of about 1–2 �m) were along the [110] or [1–10] direc-
tions. To prepare grooves with E111FA sidewalls an etch-
ing solution, H3PO4/H2O2/H2O or KBrO3/H2O2/H2O, was
used. Nearly V-shaped grooves could be grown in the [1–
10] direction, and trapezoid-shaped grooves could be grown
in the [110] direction. Grooves with E111FB sidewalls were
obtained by etching with KHCO3/H2O2/H2O solution. The
resulting shape of the grooves is complementary to E111FA.
The reported dissolution rates of the (001) surface at room
temperature were about 0.8 �m/min for H3PO4, about 0.72
�m/min for KBrO3, and about 0.17 �m/min for KHCO3
etchant, respectively. Patterned GaAs substrates with struc-
tures with a strip width on top of the etched wires between
1 and 0.1 �m were obtained. Figure 30 shows SEM pictures
of a cleaved E110F cross section of selectively grown ZnSe
on A-anisotropically etched (001) GaAs with top stripes ori-
ented along the [1–10] direction. The huge difference in strip
width for the structures depicted in Figure 30 was realized
by means of different etching solutions. With the use of a
mask with 2-�m stripes, the H3PO4 etchant yields a 0.15-
�m width (Fig. 30a), whereas KBrO3 etchant leads to stripes
with a width of 1.4 �m on the top (see Fig. 30b). Different
growth rates R on the individual surfaces RE111FA < R�001�
can be used to prepare QWRs. Parthier et al. [297] reported
a growth rate ratio RE111FA/R�001� = 0
36. An overgrowth of
the patterned substrate leads to a strong narrowing of the
top stripes. This is clearly seen in Figure 30b. The GaAs
substrate (grayish dark) has been overgrown by MBE with
a ZnSe-layer (grayish-bright). The plateau becomes smaller
with increasing MBE overgrowth. This effect has been
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Figure 30. SEM image of cleaved E110F cross sections of selectively
grown ZnSe on A-anisotropically etched (001) GaAs for different etch-
ing conditions (a–b). Reprinted with permission from [295], L. Parthier
et al., J. Cryst. Growth 159, 99 (1996). © 1996, Elsevier Science.

used to prepare ZnSe quantum wires between magnetic
(Zn,Mn)Se barriers. In Figure 31 a SEM picture is seen,
with the cross section perpendicular to the wire direction.
A 55-nm ZnSe buffer layer has been grown on the patterned
GaAs substrate. Afterward a (Zn,Mn)Se/ZnSe superlattice
structure consisting of five periods of 13-nm Zn0
78Mn0
22Se
and 11-nm ZnSe has been grown on top to reduce the strain.
The superlattice structure is well resolved in the grooves
of the structure. After another 40-nm (Zn,Mn)Se barrier,
a 4-nm ZnSe quantum well has been grown, which is still
resolvable in the groove but is hardly to be seen on top
of the stripes. From geometrical considerations, the lateral
extension of the wire is expected to be less than 1 nm.
Morishita et al. reported the growth of MnAs wire-like

structures by MBE on (111)A facets of V-grooved GaAs sub-
strates [297]. The V-grooves with (111)A sidewalls were pre-
pared by conventional chemical etching of the (100) GaAs
substrates. Afterward an undoped GaAs buffer layer was
grown at TS = 600 �C. With TS lowered to about 250 �C and

Figure 31. SEM image of the cleaved E110F cross section of a
4-nm ZnSe QWR within 40-nm (Zn,Mn)Se barriers grown on
a ZnSe(11 nm)/(Zn,Mn)Se(13 nm) MQW buffer with five periods and
50 nm ZnSe (ZnSe is bright). Reprinted with permission from [297],
L. Parthier et al., J. Cryst. Growth 184–185, 339 (1998). © 1998, Elsevier
Science.

adjustment of the direction of the Mn flux, MnAs grew only
the (111)A facets of the V-grooves that faced the Mn flux.
One can state that overall, the overgrowth of patterned

substrates is an excellent technique for preparing high-
quality QWRs with dimensions in the real quantum limit.

3.2.3. Template-Directed Growth
of Ordered Arrays
of Nanostructures

The organic-template-directed synthesis of mesoporous sil-
ica in 1992 by Mobil Oil Company opened new pathways
in material design �300� 301�. Depending on the synthe-
sis conditions, highly ordered organic-template/SiO2 super-
structures can be prepared. The superstructures of these
so-called M41S materials are either of hexagonal (MCM-
41; MCM = Mobil Composition of Matter), cubic (MCM-
48), or lamellar (MCM-50) symmetry. Removal of the
organic template of the three-dimensional superstructures
(i.e., MCM-41 and MCM-48) in a calcination process leaves
a highly ordered mesoporous SiO2 matrix with regular wire-
like pores. Figure 32 is a high-resolution TEM image of
a grain of a MCM-48 SiO2 matrix. The pore diameters as
well as the distances between neighboring pores are only a
few nanometers and can be accurately adjusted during the
synthesis process [302]. These mesoporous SiO2 materials
are well suited as host materials for semiconductors and
even magnetic semiconductors because of their high degree
of order as well as the large bandgap of the SiO2 (which
serves as barrier material). The first successful incorporation
of the semimagnetic semiconductor Cd1−xMnxS into MCM-
41 SiO2 was reported in [303–305]. It is a very interesting
way of creating highly ordered arrays of magnetic QWRs for
possible applications in magneto and spin-electronics.
The preparation procedure was as follows. A gel mixture

of 1 SiO2 : 0.25 CTABr : 0.2 TMAOH: 35 H2O was used for
the synthesis of the MCM-41 SiO2 matrix. The gel mixture
was stirred at 60 �C for 30 min. It was poured into a Teflon-
lined steel autoclave and kept there at room temperature
for 24 h. Afterward it was synthesized for 24 h at 150 �C
under autogeneous pressure. The product was washed with
water several times and calcined at 550 �C. The pore size
and the wall thickness were determined to be 3.1 ± 0.1 nm
and about 2 nm, respectively. The Cd1−xMnxS was implanted
in a MCM-41 SiO2 matrix as follows: 0.5 g calcined MCM-
41 silica was suspended in a 0.5 M solution of cadmium

Figure 32. High-resolution TEM image of a grain of MCM-48 SiO2

matrix.
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acetate and manganese acetate in water with different ratios
of Cd/Mn and stirred for 10 min. The precipitate was cen-
trifuged and vacuum dried. The acetates were converted into
the sulfide by thermal treatment in a H2S atmosphere. Sam-
ples with Mn contents of 0 ≤ x ≤ 30% and 80% ≤ x ≤ 100%
were synthesized. Figure 33 depicts a TEM image of a SiO2
MCM-41 host after incorporation of Cd1−xMnxS. The lat-
tice has a regular hexagonal structure with wirelike filled
pores 3.5 nm in diameter. The Mn concentrations x were
determined by chemical analysis. (Cd,Mn)Se and (Zn,Mn)S
QWRs have recently been synthesized in a similar fashion
[306, 529]. It is also possible to vary the wire diameter (i.e.,
3 nm, 6 nm, and 9 nm were realized) by using different
organic templates in the synthesis process [529].

3.3. Growth and Preparation
of Quantum Dots

There are two completely different approaches for obtaining
quasi-zero-dimensional nanostructures. The first approach is
based on epitaxial growth techniques, such as those intro-
duced in Sections 3.1 and 3.2. The second approach is the
direct growth of nanocrystals in an organic or inorganic
matrix. With two-dimensional epitaxial growth on a substrate
as the starting point, two principal ways of realizing quan-
tum dots (QDs) can be distinguished. One is the subsequent
etching procedure, which will be discussed in Section 3.3.1,
and the other is the exploitation of the self-organized (often
called self-assembled) growth of island-like dots from a
wetting layer by the so-called Stranski–Krastanov method,
which is discussed in Section 3.3.2. The other fundamental
approach is the growth of QDs in a matrix, which also has to
be considered a self-activated growth. In particular, growth
in inorganic glass matrices is a diffusion-controlled process
which exhibits some analogies to the self-activated growth
from a wetting layer and is also described in Section 3.3.2.
Currently, an effort is being made to grow magnetic binary
QDs in ternary semimagnetic semiconductors by the control
of segregation effects. These structures are possible candi-
dates for ferromagnetic semiconductor hybrids, which can be

Figure 33. TEM image of a grain of a MCM-41 SiO2 matrix after
intrapore formation of (Cd,Mn)S.

combined with conventional semiconductors for magneto-
electronics and spin-electronics at room temperature. Some
of these magnetic semiconductor hybrids are also discussed
in Section 3.3.2. The growth of nanocrystals in liquid or
micelle media as well as in polymers is also controlled by, in
addition to the diffusion-limited mechanism, chemical reac-
tions and is therefore discussed in an extra Section, 3.3.3.

3.3.1. Lateral Patterning
by Lithographic Methods

The techniques employed for the fabrication of QDs by
lithographic methods are very similar to those introduced
in Section 3.2.1 for the fabrication of QWRs. Again the
main lithographic technique is EBL followed by one or sev-
eral etching steps for transferring the pattern into the semi-
conductor [307–311]. There is an alternative lithographic
approach, which combines lithography and pattern transfer.
This is the so-called focused ion beam lithography, where
dots are fabricated by controlled intermixing of quantum
well and barrier materials due to a bombardment with 100-
keV Ga+ ions �312� 313�.
Ribayrol et al. fabricated QD samples from CdTe/

(Cd,Mn)Te QW samples grown by MBE on (100) InSb
as well as on (100) (Cd,Zn)Te substrates [307]. Various
patterns of 400 �m × 400 �m consisting of dots of the
same diameter were defined on the QW samples with EBL.
After the resist was developed, 30 nm of Ti was evaporated
onto the sample, and the resist was removed in a lift-off
process. The titanium served as an etching mask in the RIE
process. The pattern was transferred by RIE to a depth of
about 400 nm with the use of a plasma of CH4 :H2 :O2.
Steep sidewalls were obtained with the use of 1 : 8 CH4 :H2
and a small amount of O2 at a RF power density of 0.44–
0.66 W cm−2. Details of control of the dot profile in the
described RIE process can be found elsewhere �314� 315�.
Klar et al. fabricated QD samples in various wide-

gap (II, Mn)VI systems (i.e., CdTe/(Cd,Mn)Te [309],
ZnTe/(Zn,Mn)Te [308], ZnSe/(Zn,Mn)Se [310], and
(Zn,Cd,Mn)Se/ZnSe [311]). The nanofabrication started
from MBE-grown quantum well structures and consisted of
nine steps. First, the specimen was cleaned with acetone
in an ultrasonic bath and rinsed with isopropanol. In the
second step, it was spin-coated with a two-layer resist
consisting of a 140-nm bottom layer of copolymer P(MMA-
MAA) and a 50-nm top layer of 950k PMMA. Afterward,
the EBL was carried out with a JEOL JBX 5DII system
with a LaB6 cathode and an acceleration voltage of 50 kV,
a final aperture of 60 �m, a working distance of 14 nm, and
a beam current of 1 nA. Typically a patterned area covered
3.2 × 3.2 mm2 on the specimen. Squares of 200 × 200 nm2

were exposed with a nominally homogeneous dose (typical
values are 220 �C cm−2 for Te-based dots and 200 �C cm−2

for Se-based dots). These squares were arranged on a lattice
with a lattice constant of 400 nm. The diameter of the beam
and the proximity effect result in a circular exposure profile
under these conditions. In the fourth step, the exposed
sample was developed in a solution of 20 ml of isopropanol
and 2 ml of distilled water for 60 s. Afterward, a 30-nm Ti
film was deposited on the resist mask, and after subsequent
lift-off in warm acetone, a pattern of circular Ti dots with a
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diameter of about 200–220 nm was obtained. This pattern
was transferred onto the semiconductor to the desired
depth with the use of Ar+ IBE under normal incidence
with a relatively low acceleration voltage of 200 V and a
current density of 0.16 mA cm−2. The etch rate varied for
the different semiconductors (e.g., about 18 nm min−1 for
the tellurides and about 8 nm min−1 for the selenides).
An additional optional wet-etching step can be introduced
to reduce the lateral dimensions of the QDs further. This
has been done in the case of the Se-based QDs [310,
311]. For the wet-etching step either a solution of Br2 :
HOCH2CH2OH at 2 : 1000 or a solution of HBr :K2Cr2O7 :
H2O at 1 : 195 : 250 has been used. Typical etching times
were 30 s. In the final step, the Ti etch mask was removed
with hydrofluoric acid. As typical examples for specimens
obtained by employing solely Ar+ IBE in the etching
step, SEM images of 200-nm and 100-nm QDs fabricated
from a CdTe/(Cd,Mn)Te MQW structure are depicted in
Figure 34a and b, respectively. To allow a better view of the
individual QDs, the SEM images were taken at defects or
at the edge of the QD arrays and with the specimens tilted
by 30�. The arrays of QDs were very homogeneous over the
whole area of 3.2 × 3.2 mm2, with only a few macroscopic
defects. It can be seen in the figures that the top of the
200-nm QDs is still flat in contrast to the tiplike shape of
the 100-nm QDs. This indicates that damage of the QWs
closest to the surface of the MQW structure has occurred
in the 100-nm QDs, whereas for the 200-nm sample the
core of the QDs is undamaged by the nanofabrication
process. The sidewalls of the QDs are inclined, as is typical
for Ar+ ion etched specimens [316]; similar inclinations

Figure 34. SEM images of 200-nm and 100-nm CdTe/(Cd,Mn)Te QDs
obtained by IBE.

were observed by other groups in II–VI materials with the
use of similar acceleration voltages [317, 318]. Figure 35
shows an SEM image of a ZnSe/(Zn,Mn)Se QD sample
prepared with a combination of Ar+ IBE and wet-chemical
etching to transfer the dot pattern into the semiconductor.
The specimen is tilted by 40�, and the Ti etch mask is
not removed. An underetching of the Ti mask is observed,
which is typical for the rather isotropic wet etching.
Bacher et al. [312, 313] prepared buried CdTe QD sam-

ples from MBE-grown CdTe/Cd0
76Mn0
24Te on (100)
Cd0
96Zn0
04Te substrates by focused ion beam lithogra-
phy. A single 6-nm CdTe QW is embedded between a
Cd0
76Mn0
24Te buffer and a 40-nm Cd0
76Mn0
24Te capping
layer. The ion implantation for creating the dots was carried
out with an EIKO 100 focused ion beam system with a Ga+

source. The beam diameter is about 30 nm, the ion energy is
70 keV, and the implantation doses varied between 6 × 1012

and 5 × 1013 cm−3. To create single dots small mesas with
lateral dimensions of 20 �m × 20 �m were implanted homo-
geneously, except for a circle with a diameter of 2 �m in the
center of the mesas. The ion bombardment already leads to
an intermixing of the barrier and well material. This inter-
mixing can be further enhanced by a rapid thermal anneal-
ing step after the implantation. The annealing temperature
was varied between 330 and 500 �C. The ion dose and the
annealing temperature allow one to reduce the effective dot
size and to control the effective confining potential of the
dots, which corresponds to an inverted Gaussian profile. It
should be noted that the effective extension of the ground-
state excitonic wavefunction of the dot is only about 50 nm.

3.3.2. Self-Organized Growth
The term “self-organized growth” is misleading, as, strictly
speaking, any growth process is self-organized. From a
physical point of view the processes that are called self-
organized are those which go through a transformation from
a thermodynamically unstable state (e.g., prepared by a low-
temperature growth) into a thermodynamically stable state
with a reduced overall energy. Two very different methods,
which make use of self-organization, have been used to pre-
pare QDs on the basis of magnetic semiconductors. First,
we shall consider the so-called Stranski–Krastanov method.

Figure 35. SEM image of a ZnSe/(Zn,Mn)Se QD sample prepared by
a combination of Ar+ IBE and wet-chemical etching. Reprinted with
permission from [310], P. J. Klar et al., Phys. Rev. B 57, 7114 (1998).
© 1998, American Physical Society.
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The driving force of this growth process is a strain misfit
between the layer materials of a quantum well heterostruc-
ture. The strain has to exceed a critical value, leading to a
transition from 2D growth to 3D growth. Second, we shall
discuss the preparation procedure of dots in a glass matrix.
The diffusion permits the formation of energetically favored
clusters. The cluster size is determined by the minimum of
the free energy.

Stranski–Krastanov Growth Kuroda et al. [319, 320]
reported the successful growth of self-organized QDs of
zincblende MnTe on CdTe layers on a (100) GaAs substrate
by MBE. The CdTe layer thickness varied from about 0.5 up
to 2 �m to permit lattice relaxation. The deposition of MnTe
was performed by two different methods. (i) The Mn and
Te fluxes were supplied simultaneously, which is the con-
ventional MBE. The Mn/Te ratio was about 1 : 10, and the
growth rate was about 0.1 monolayer per second. (ii) Both
fluxes were supplied subsequently. This technique is com-
parable to ALE. For both methods the substrate tempera-
ture was about 300–325 �C. Self-organized cone-shaped dots
were formed after the deposition of about 10–13 monolay-
ers. The QDs obtained by method (i) were (70 ± 10) nm
in height and (140 ± 10) nm in diameter, whereas those
obtained by method (ii) were only (8 ± 1) nm in height and
had diameters of (60 ± 5) nm.
In a similar fashion the same authors grew Cd1−xMnxTe

QDs with x = 0–18% on a (100) ZnTe buffer layer of 0.6–
1.0 �m deposited on (100) GaAs [321, 322]. Typically these
dots had diameters of about 20 nm and were about 2 nm in
height. The dot density was about 1011 cm−2 for x = 3%, but
decreased significantly with increasing Mn concentration of
the QDs. Mackowski et al. [323] grew Cd1−xMnxTe QDs in
ZnTe in a similar fashion. Some details about the growth can
be found in a publication on a related system, CdTe QDs in
ZnTe [324].
Takahashi et al. prepared Cd1−xMnxSe QDs on (100)

ZnSe in a Stranski–Krastanov growth mode by MBE [292].
A smooth wetting layer for the dot system was realized by
the growth of two monolayers of CdSe. Subsequently, a five-
monolayer-thick Cd1−xMnxSe layer was grown at a temper-
ature of 280 �C with the use of vapor fluxes of Cd, Se, and
Mn. Self-organization was initiated by raising the substrate
temperature to 310 �C. After the formation process, the dots
were covered with a ZnSe capping layer. The effective dot
size was about 5 nm and x ≈ 3%. (Cd,Mn)Se QD samples
in a ZnSe matrix were also grown by Mackowski et al. [323].
Xin et al. [325] prepared CdSe QDs in Zn1−xMnxSe

matrices with x = 0� 5, and 10% by MBE from elemental
sources. Before the growth of the CdSe QDs a Zn1−xMnxSe
buffer of about 2 �m was deposited on a (100) GaAs sub-
strate at 300 �C. For the growth of the CdSe QDs, the
substrate temperature was raised to 350 �C. A typical effec-
tive growth rate for the QD layer was 0.4 monolayers per
second. The best results were obtained for a thickness of
2.5 monolayers. At the beginning of the CdSe deposition, a
clear transformation of the RHEED pattern from streaky to
spotty, indicative of the onset of Stranski–Krastanov growth,
was observed. Uncapped and capped samples for AFM and
optical studies, respectively, were prepared. In the latter
case, the capping layer was about 500 Å. Examination of the

uncapped samples within 1 h after the growth revealed a
typical dot density of 25 dots/�m2, a uniform dot diameter
of (40 ± 5) nm, and an average height of (10 ± 3) nm for
the samples with x = 0%. The Mn-containing samples show
higher QD densities and reduced QD sizes. A possible rea-
son for this might be the smaller lattice mismatch between
(Zn,Mn)Se and CdSe compared with that between ZnSe and
CdSe. However, other effects due to the presence of Mn
cannot be ruled out.
Zhou et al. prepared Mn-including InAs dots embedded

in GaAs by MOMBE in a Stranski–Krastanov growth mode
[326].
Vertically aligned quasi-regular arrays of QDs have been

prepared by MBE in the IV–VI system PbSe/Pb1−xEuxTe
[327–330]. The samples were grown by MBE on thick PbTe
buffer layers predeposited on (111) BaF2 substrates. The
substrate temperature was 360 �C. The growth rates were
0.08 ML/s and 0.96 ML/s for PbSe and Pb1−xEuxTe, respec-
tively. The superlattices consist of up to 100 periods of
five monolayers of PbSe, alternating with diluted magnetic
Pb1−xEuxTe spacer layers with thicknesses ranging from
200 to 1000 Å. Because of the −5
4% lattice mismatch
with respect to the PbTe, PbSe grows in Stranski–Krastanov
mode, with the formation of 3D islands once the critical
coverage of 1.5 ML is exceeded [331]. During the over-
growth a rapid replanarization takes place such that, after
200 Å, a smooth 2D surface is regained [327]. The only dif-
ference in the samples was the thickness and composition
of the ternary Pb1−xEuxTe layers, where x was adjusted to
achieve a complete strain symmetrization of the superlattice
stack (e.g., x = 7% for 470-Å spacers) with respect to the
PbTe buffer layer [327]. The possibility of simultaneously
achieving in-plane ordering and vertical stacking in the dot
superlattices as the spacer thickness is varied is very inter-
esting. Three regimes are observed as shown in the TEM
images of Figure 36: (i) for thin spacers vertically aligned dot
columns are obtained, but with a changing dot shape along
the growth direction (Fig. 36a); (ii) for intermediate spacer
thicknesses an fcc-stacking ABCABC of adjacent dot layers

Figure 36. TEM images of vertically stacked PbSe QDs in a (Pb,Eu)Te
matrix for different (Pb,Eu)Te spacer thicknesses. Reprinted with per-
mission from [330], G. Springholz et al., Phys. Rev. Lett. 84, 4669 (2000).
© 2000, American Physical Society.
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is observed, with constant dot spacing and dot size through-
out the superlattice stack (Fig. 36b); and (iii) for the thickest
spacers the vertical correlation disappears again (Fig. 36c).
The scaling behavior of the lateral dot separation L versus
the vertical superlattice period D for the PbSe/Pb1−xEuxTe
dot stacks is shown in Figure 37. The three regimes also
show different in-plane ordering, as can be seen in the three
AFM images of Figure 38. The insets are fast Fourier trans-
formation (FFT) power spectra of the AFM images. For
samples of regime (i), although the dots seem to nucleate
at random positions, six broad satellite peaks are visible in
the FFT spectrum, indicating a preferred hexagonal arrange-
ment (Fig. 38a). In regime (ii) the degree of in-plane order
is even higher (Fig. 38b). The FFT spectrum shows a sixfold
symmetry and a large number of higher order peaks, indicat-
ing the existence of large hexagonally ordered dot domains.
In regime (iii) no in-plane ordering is observed, indicated by
the diffuse ring in the FFT spectrum (Fig. 38c). The mag-
netic properties of these superlattice structures have not yet
been studied; however, interesting effects can be expected,
considering the enhanced magnetic properties of (Pb,Eu)Te.

Quantum Dots in Glass Matrices The range of semi-
conductor materials used for the preparation of QDs
in glass matrices covers almost all kinds of known sub-
stances. Well-elaborated preparation methods and theo-
ries are known which give detailed information about
the diffusion-controlled growth process and the correlation
between annealing temperature and annealing time on one
hand and the mean dot sizes and size distribution on the
other. For a detailed review see, for example, the book by
Woggon [332]. There are, however, only a few papers con-
cerning magnetic nanocrystals in glass matrices prepared by
RF sputtering [333–337] or by sol–gel processes [338–341].
In particular, in the latter case the preparation procedures
can vary considerably.
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Figure 37. Scaling behavior of the lateral PbSe dot separation versus
vertical PbSe/Pb1−xEuxTe SL period. Reprinted with permission from
[330], G. Springholz et al., Phys. Rev. Lett. 84, 4669 (2000). © 2000,
American Physical Society.

Figure 38. AFM images of the in-plane ordering in the three
regimes (see text for details). Reprinted with permission from [330],
G. Springholz et al., Phys. Rev. Lett. 84, 4669 (2000). © 2000, American
Physical Society.

Nanocrystals of (Cd,Mn)Te and (Cd,Mn)Se were pre-
pared by RF sputtering with a composite target which con-
sisted of small pieces of (Cd,Mn)Te or (Cd,Mn)Se crystals
on a SiO2 disk [333–337]. By simultaneous sputtering of the
magnetic semiconductor and SiO2 thin films of about 1-�m
thickness were obtained. The films were heat treated at 300–
600 �C for several hours. During this thermal treatment QDs
of (Cd,Mn)Te or (Cd,Mn)Se were formed. The diameters of
the QDs can vary from 1 to 50 nm.
Wang et al. were the first to report the preparation of

(Zn,Mn)S clusters in glass matrices by a sol–gel method
[338]. The fabrication process is described in detail in their
paper. In summary, two solutions were prepared. The first
solution consisted of tetramethylorthosilicate in methanol.
The second solution was a mixture of manganese and zinc
nitrate (the ratio of Zn/Mn nitrates determined the doping
level in the QDs) in diluted nitric acid. The two solutions
were added together, vigorously stirred for a few minutes,
and then transferred into polypropylene vials. When the
vials are left at room temperature overnight a rigid gel is
formed. The gel was then dried and calcinated at elevated
temperatures to obtain a dried porous glass. To generate
Zn1−xMnxS clusters, the porous glass, which already con-
tains Zn2+ and Mn2+ ions, was exposed to H2S at 200 �C.
The glass containing the Zn1−xMnxS clusters was impreg-
nated with methylmethacrylate in a final step. The resulting
composite is strong enough to allow cutting and polishing of
thin disks.
Morita et al. prepared sol–gel ZrO2 films with CdS :Mn2+

(or Eu3+� QDS by a dipping method [340]. Small quartz
slides were dipped successively in mother solutions of n-
propanol which contained the following reagents: zirconia
tetrapropoxide, cadmium acetate, manganese acetate (or
europium nitrate), and sodium thiocyanate. After dip coat-
ing the samples were dried at room temperature for a day
and afterward heated in an electric oven at 350 �C for
another 24 h to form the QDs. The whole process can be
repeated several times to obtain thick samples.
Artemyev et al. [341] and Chamarro et al. [339] used

approaches where Cd1−xMnxS QDs were first synthesized
by a precipitation process (see Section 3.3.3) and then dis-
persed in a sol–gel matrix for stabilization.

Formation of Binary Ferromagnetic Quantum Dots
by Controlled Segregation Effects As mentioned in
Sections 3.1.1 and 3.1.2, a segregation of ferromagnetic
MnAs clusters can occur under certain conditions in the
MBE and MOVPE growth of (Ga,Mn)As epitaxial layers.
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An alternative approach to obtaining MnAs clusters in GaAs
is Mn+ ion implantation and subsequent annealing [342,
343]. The formation of MnAs has also been observed in the
MBE growth of (Ga,In,Mn)As [344]. Ferromagnetic MnSb
clusters have also been prepared on S-passivated (100) GaAs
surfaces [345], and MnSb clusters occur in the MBE growth
of (Ga,Mn)Sb [346]. Thus, this segregation of binary ferro-
magnetic Mn-V can be considered a general feature of all
Mn-containing III–V. It is worth noting that at present this
is not simply considered an undesired effect. On the con-
trary, there are now serious efforts to control the formation
(e.g., size, position in the structure, etc.) of such ferromag-
netic clusters in semiconductor structures. De Boeck et al.
[347, 348] clearly demonstrated that size control and posi-
tioning of MnAs clusters within GaAs layers in annealed
(Ga,Mn)As/AlAs and (Ga,Mn)As/(Ga,In)As superlattices is
possible. First the whole superlattice structure is grown
under growth conditions where no MnAs segregation occurs.
In a subsequent annealing step, clusters with a small size
distribution will be formed within the (Ga,Mn)As layer. The
cluster formation is restricted to these layers, and the clus-
ter size can be increased by choosing a higher annealing
temperature. At this time, this is the only way of achiev-
ing quasi-ferromagnetic semiconductor material with Curie
temperatures above room temperature.

3.3.3. Preparation by Liquid
Solution Precipitation

A very common method of preparation of nanocrystals is
based on chemical reactions and precipitation in aqueous
solution or organic solvents (see, e.g., [234, 348, 350]). The
dilemma of these chemical preparation methods is that, on
the one hand, high synthesis temperatures (>300 �C) are
required to obtain good quality material (as known from the
binary QDs of CdSe, CdS, etc. [351]), whereas, on the other
hand, doping with Mn works best at low temperatures. The
reason for this is that, because in a QD any embedded Mn2+
ion is always close to the surface (within a few lattice con-
stants), the thermal energy at higher synthesis temperatures
is in general sufficient to anneal out the Mn2+ ions [352].
Thus the same thermal effect which drives out unwanted
defects leads to a elimination of Mn from the QD.

Cd1−xMnxS Cd1−xMnxS quantum dots with a size distri-
bution in the range 2–100 nm and 0 ≤ x ≤ 0
5 have been
synthesized by Bandaranayke et al. [353] on the basis of
a reaction in aqueous solution of Na2S with a mixture of
MnCl2 and CdCl2. The water used in the preparation has to
be distilled, deionized, and deoxygenated. The latter can be
accomplished by bubbling the solution with argon gas. The
desired Cd/Mn ratio was prepared with appropriate volumes
of manganese and cadmium chlorides. The pH of the solu-
tion has to be adjusted to 1.5–2.0 by the addition of HCl
to avoid the formation of Mn hydroxide after the addition
of Na2S. Na2S was added to reach a stoichiometry of the
reaction.

�1− x�CdCl2 + xMnCl2 +Na2S→ Cd1−xMnxS+ 2NaCl
(38)

The precipitate has to be dried afterward. The as-grown
particles have a cubic, zincblende structure and a mean

crystallite size of about 2.5 nm. By a subsequent anneal-
ing procedure in argon gas, a phase transformation into the
stable hexagonal, wurtzite structure occurs. The phase trans-
formation temperature was found to be about 300 �C. In
[353] it was reported that the mean particle size increases
during the annealing process, depending on the annealing
temperature. The particle size can reach about 100 nm for
an annealing temperature of about 500 �C.
A different way to prepare Cd1−xMnxS was reported by

Levy et al. [354, 355]. The syntheses of the QDs were per-
formed in reverse micelles. A coprecipitation takes place
with the mixing two micellar solutions: one is sodium
di(ethyl-2-hexyl) sulfosuccinate (Na-(AOT)), and the other
is a mixed micellar solution of Cd(AOT)2, Mn(AOT)2, and
Na(AOT)2. A selective surface reaction occurs between the
derivate and the cadmium and manganese ions at the inter-
face. The solvent can be removed simply by evaporation.
This allows the extraction of the particles. The coated dots
have to be washed in ethanol to remove the surfactants. The
very narrow size distribution of the Cd1−xMnxS dots can be
changed somewhat from an average size of about 1.8 nm
to about 3.2 nm by varying the water content. The reported
manganese concentration was 0 ≤ x ≤ 0
23.

Zn1−xMnxS The first preparation of Mn-doped ZnS
nanocrystals by a precipitation approach was reported by
Bhargava et al. [356]. The QDs with sizes varying from 3.5
to 7.5 nm were precipitated by a reaction of diethylzinc with
hydrogen sulfide in toluene to form ZnS. To dope the dots of
ZnS, manganese chloride was reacted with ethylmagnesium
chloride to form diethylmanganese in a tetrahydrofuran sol-
vent and added to the reaction. The separation of the dots is
maintained by coating with the surfactent methacrylic acid.
Bol and Meijerink [357, 358] prepared (Zn,Mn)S by an

organometallic and an inorganic synthesis method. In the
organometallic procedure Zn(C2H5�2 and manganese cyclo-
hexabutyrate were dissolved in toluene, and a methacrylic
acid (stabilizer) was added. After the addition of a sat-
urated solution of H2S in toluene, a white suspension
appeared instantaneously. The inorganic procedure is sim-
ilar to the standard method of nanocrystalline II–VI semi-
conductors. The synthesis was done in aqueous solution.
Zn(CH3COO)2, Mn(CH3COO)2, and Na(PO3�n (stabilizer)
were used. Again after the addition of Na2S solution a white
fluid is obtained. In both methods the particles can be sep-
arated from the solution by centrifuging and must be rinsed
with distilled water and dried. The X-ray diffraction pattern
reveals a zincblende modification of the QDs. The size dis-
tribution was analyzed by transmission electron microscopy
and was found to range from 3 to 5 nm; the majority of the
particles were about 4 nm.

Zn1−xMnxSe Norris et al. [359] prepared Zn1−xMnxSe
QDs with low x < 1% by adapting the high-temperature,
organometallic synthesis of ZnSe reported by Hines and
Guyot-Sionnest [360]. Dimethylmanganese (MnMe2� was
used as organometallic Mn source. It was freshly prepared
in a helium glovebox by reacting 0.5 ml of a 0.2 M MnCl2
slurry in anhydrous tetrahydrofuran (THF) with 0.2 ml of
3 M methylmagnesium chloride in THF. The resulting clear
golden solution was then diluted in 1.8 ml of anhydrous
toluene. Subsequently, 0.5 ml of this 0.04 M MnMe2 solution
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was added to a syringe containing 4 ml of troctylphosphine
(TOP), 1 ml of 1 M Se in TOP, and 82 �l of diethylzinc.
The syringe was removed from the glovebox and was used
to inject the solution into a vigorously stirred reaction vessel
with 15 ml of distilled hexadecylamine at 310 �C under dry
nitrogen. Zn1−xMnxSe nanocrystals were then grown at 240–
300 �C. The QDs were isolated from the growth solution
by standard filtering techniques. The Mn concentration was
adjusted by changing the amount of MnMe2 added to the
reaction. Despite relatively high Mn :Zn ratios of the pre-
cursors, only a fraction of Mn (1–5% of the available Mn)
was actually incorporated into the nanocrystals. Therefore,
the reported Mn concentrations xMn are only in the range
of 0.025–0.125%.

4. PROPERTIES OF MAGNETIC AND
DILUTED MAGNETIC SEMICONDUCTOR
NANOSTRUCTURES AND
ULTRAFINE PARTICLES

The presence of magnetic ions in nanostructures does not
necessarily lead to completely new physics compared with
nonmagnetic semiconductors. This holds in particular for
diluted magnetic semiconductor nanostructures. In a zero
magnetic field, the electronic and optical properties of these
nanostructures can be described theoretically as being very
similar to those of other semiconductor nanostructures.
Quantum confinement effects and strain effects are dealt
with in the same fashion as in nonmagnetic structures. For
example, in CdTe/(Cd,Mn)Te or ZnSe/(Zn,Mn)Se multiple
quantum wells, it is possible to treat the electronic states of
the wells in the framework of the envelope function approx-
imation by using the respective parameters (e.g., effective
masses, dielectric constants, deformation potentials, etc.) of
bulk CdTe, ZnSe, (Cd,Mn)Te, and (Zn,Mn)Se, respectively.
In Section 4.1, we give an overview of these “nonmagnetic”
effects due to the reduction of dimensions, as the knowledge
of these effects is of fundamental importance for under-
standing their interplay with the modified magnetic proper-
ties. This will be discussed, in detail, for the diluted magnetic
semiconductor nanostructures in Section 4.2. As there have
been numerous publications over the last decade concerning
two-dimensional diluted magnetic semiconductor structures
such as quantum wells and superlattices, the correspond-
ing sections about two-dimensional systems cannot be fully
comprehensive. The major aim of the first two sections is to
highlight the fact that today’s understanding of diluted mag-
netic semiconductor nanostructures is such that these struc-
tures have the potential to serve as good model systems in
semiconductor technology. This offers interesting research
possibilities for the future, for example, by making contri-
butions to the development and improvement of growth
and nanofabrication processes. Special heterostructures and
nanostructures can be designed to address specific questions
that can only be answered by using the magnetic proper-
ties of DMS. In addition, there are still many fundamen-
tal physical questions for which DMS heterostructures and
nanostructures can offer novel ways of providing answers.
Section 4.3 addresses semiconductor nanostructures which

exhibit spontaneous magnetization phenomena. We will dis-
cuss the effect of reduced dimensions on magnetic phase
transitions as well as coupling phenomena between magnetic
nanostructures.

4.1. Optical and Electronic Properties of
Magnetic Semiconductor Nanostructures

4.1.1. Quantum Wells and Superlattices
Conventionally the band structure of a heterostructure is
represented only by the band lineup of the conduction band
minimum and the valence band maximum as a function of
the spatial coordinate z in the growth direction. Three pos-
sible band lineups can be imagined between a layer of mate-
rial A and a layer of material B. These are depicted in
Figure 39 as the “straddling” lineup, the “staggered” lineup,
and the “broken gap” lineup. A priori it is not obvious if
the band lineup is an intrinsic property of two materials A
and B or mainly results from the growth conditions. Several
theories have been developed over the last four decades,
and many experiments have been performed to answer this
question (for reviews see [361, 362]). The tuning of such
interface discontinuities has now become a major tool in
bandgap engineering [363, 364].
The band lineups with respect to the vacuum level of

some wide-bandgap II–VI compounds, including Mn-VI and
Mg-VI, are depicted in Figure 40. Data for zincblende MnTe
and MnSe are deduced from the calculations of Wei and
Zunger [365]; the data for the other compounds are from
Faschinger et al. [366]. For the wide-bandgap compounds
the band lineups are either “staggered” or “straddling” line-
ups. In this context a characteristic parameter, the chemical
valence band offset (VBO), can be defined as the difference
in the absolute energy positions of the valence band maxima
of the two isolated materials:

;Ev�A/B� = Ev�B�− Ev�A� (39)

A linear change in the chemical VBO as a function of com-
position following the linear composition dependence of the
bandgap is observed for the chemical VBO in heterosystems
where material A is a ternary alloy and material B is one of
the parent binary compounds, such as Al1−xGaxAs/GaAs or
Cd1−xMnxTe/CdTe [367, 368]. It is therefore meaningful to
describe alloy systems by a chemical VBO ratio defined as
chemical VBO per total bandgap difference (e.g., 35% for
Al1−xGaxAs/GaAs and 35% for Cd1−xMnxTe/CdTe). Only a

(a) (b) (c)
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Figure 39. Possible band lineup between two semiconductors A and B.
(a) Straddling. (b) Staggered. (c) Broken gap.
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few chemical VBO investigations have been carried out for
the two systems Zn1−xMnxTe/ZnTe and Zn1−xMnxSe/ZnSe,
which both show a nonlinear compositional dependence of
the alloy bandgap. The results of Heimbrodt et al. [81] sug-
gest that this leads to a nonlinear compositional behavior of
the chemical VBO ratio. Optical experiments on electronic
and excitonic states in quantum well structures offer a vari-
ety of possibilities for determining the chemical VBO. Two
types of quantum well structures can be derived from the
staggered or straddling band lineups. These are denoted as
type I and type II, with electrons and holes spatially con-
fined either in the same layer or in different layers. The two
situations are depicted in Figure 41.
In the case of pseudomorphic growth the successive layers

in the heterostructures are alternately subjected to biaxial
tensile or compressive stresses, because of the different lat-
tice parameters of the quantum well and the barrier mate-
rial, respectively. Such biaxial stress fields can be considered
as a sum of a hydrostatic and a uniaxial stress parallel to the
growth direction. The influence of both stress fields on the
bandgap energies of the individual layers of a heterostruc-
ture is well known. Strain effects contribute strongly to the
net VBO.
Most II–VI and III–V DMS are grown on (100) substrates.

The only relevant stress tensor elements in this case are

4xx = 4yy = 4 != 0 (40)

4zz = 0 (41)

(a) (b)

––– –––

+ + + + + +
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Figure 41. Type I and type II band alignments in QW structures.

It follows for the strain that

Hxx = Hyy =
C11

�C11 − C12��C11 + 2C12�
· 4 = H (42)

Hzz =
−2C12

�C11 − C12��C11 + 2C12�
· 4 (43)

Hxy = Hxz = Hyz = 0 (44)

The corresponding shifts of the energy bands and the
valence band splitting can be calculated on the basis of the
Bir–Pikus theory [369],

;Ec = 2ac
C11 − C12

C11
· H

;Ehh =
[
2av

C11 − C12

C11
+ b

C11 + 2C12

C11

]
· H (45)

;Elh =
[
2av

C11 − C12

C11
− b

C11 + 2C12

C11

]
· H

where ac, av, and b are the deformation potentials and C11,
C12 are the elastic constants.
In Figure 42 the strain dependence of the band struc-

ture is shown schematically for a zincblende-type semicon-
ductor in the case of a biaxial strain. The valence band
degeneracy at the  -point, caused by the cubic symme-
try, is lifted. Schematic band diagrams for CdTe/(Cd,Mn)Te
and ZnSe/(Zn,Mn)Se assuming a type I band alignment are
depicted in Figure 43. For the CdTe wells the heavy hole
(hh) is above the light hole (lh) band because of compres-
sive strain in the well, whereas for the ZnSe wells the lh
band is above the hh, because of the tensile strain.
Most IV–VI DMS are grown on (111) substrates. In this

case, it is convenient to describe the stress tensor in the
coordinate system �x′� y′� z′�, where x′ � [1–10], y′ � [11–2],
and z′ � [111]. The stress tensor element 4z′z′ along the
growth direction is zero, whereas the stresses in plane 4x′x′ =
4y′y′ are nonzero and no torsion occurs. Again the stress

E E E

kz kzkz

εxx < 0 εxx > 0εxx = 0

Ehh

Elh

Eso

0

Eg

Ec

∆so

Figure 42. Band structure at the  -point for a zincblende-type semicon-
ductor under biaxial compressive (Hxx < 0), zero (Hxx = 0), and tensile
(Hxx > 0) strain.
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Figure 43. Schematic diagrams for the  -point band structure in
(a) compressively strained CdTe QWs with (Cd,Mn)Te barriers under
tensile strain and (b) tensilely strained ZnSe QWs with (Zn,Mn)Se bar-
riers under compressive strain, assuming a free-standing superlattice.

tensor is related to the strain tensor elements Hx′x′ , Hy′y′ , and
Hz′z′ , where Hx′x′ = Hy′y′ = H. The in-plane strain is usually
determined by x-ray diffraction. The following relationship
holds [258]:

Hz′z′ = −2
C11 + 2C12 − 2C44

C11 + 2C12 + 4C44
H (46)

where C11, C12, and C44 are elastic constants given in the
crystallographic �x� y� z� coordinate system. The strain leads
to energy shifts only of the conduction band and valence
band states at the L-point, which are already nondegenerate
because of the spin-orbit splitting [370]. However, because
of the reduction of the symmetry the valleys in the conduc-
tion and valence band at the L-point are no longer equiva-
lent. Different energy shifts arise for the [111] and the three
equivalent, oblique (i.e., [11–1], [1–11], and [−111]) valleys
of constant energy [371]:

;E�111�
c� v =Dc� v

d �2Hx′x′ + Hz′z′�+Dc� v
u Hz′z′

;Eoblique
c� v =Dc� v

d �2Hx′x′ + Hz′z′�+Dc� v
u � 89Hx′x′ + 1

9Hz′z′�
(47)

where Dc� v
d and Dc� v

u are the deformation potentials of the
conduction (c) and valence (v) band states. The correspond-
ing strain Hamiltonians are diagonal in the basis Bloch func-
tion sets used for the k · p description of the  -point of
III–V and II–VI DMS (Eqs. (18–20)) and of the L-point of
the IV–VI DMS (Eq. (29)), respectively.
In Figure 44 the interplay of confinement and strain

effects is seen on the lowest lh and hh excitons of
ZnSe/(Zn,Mn)Se quantum wells with varying well width and
xMn = 0
25 in the barriers of same widths. The higher energy,
in spite of the bigger hole mass of the hh exciton in the
z direction, is due to the overcompensation of the con-
finement effect by tensile strain. The stronger confinement
effect of the lh exciton with decreasing well width is due to
the lighter effective mass in the z direction. The envelope
function approximation is the most commonly used empiri-
cal approach to describing theoretically electronic states in
heterostructures, taking into account band alignment, strain,
and quantum confinement. There are several other meth-
ods, either other empirical ones such as tight-binding meth-
ods and pseudo-potential methods, or “first principal” ones
such as local density functional methods and self-energy cal-
culations in the local density approximation (for a review
see [372]). The band lineup in a heterostructure consisting
of layers of different semiconductors with abrupt interfaces

2.75

2.8

2.85

2.9

0 42 6 8 10

d (nm)

E
(e

V
)

hh

lh

ZnSe/Zn0.75Mn0.25Se - MQW

W

Figure 44. Exciton energies of ZnSe/(Zn,Mn)Se MQWs measured by
reflection spectroscopy (five wells, barrier width Lb = 85 nm, xMn =
0
25). Reprinted with permission from [81], W. Heimbrodt et al.,
J. Lumin. 60–61, 344 (1994). © 1994, Elsevier Science.

acts on the band electrons as a slowly varying potential along
the growth direction z in addition to the fast varying lattice-
periodic crystal potential in each layer. Assuming that the
valence and conduction bands in each layer can be described
by the corresponding Hamiltonians in the framework of the
Kane model and that the set of basis Bloch functions used
is the same for all layers allows a separation ansatz for the
wavefunction. The Hamiltonian splits into a bulk-like con-
tribution in the layer (xy plane) and a contribution along
the z direction, which can be interpreted as a Hamiltonian
of an electron of band effective mass in a confining poten-
tial given by the band lineup. In its solution the envelope
function has to fulfil boundary conditions at the interfaces
between adjacent layers, leading to energy quantization in
the z direction. The two assumptions restrict the applicabil-
ity of the envelope function approximation to heterostruc-
tures with a conduction band minimum and valence band
maximum, respectively, at the same points of the Brillouin
zone. They also imply that no mixing between bands takes
place at the interface. Both of these implications are rea-
sonably fulfilled for almost all DMS heterostructures.
The Hamiltonian in the vicinity of the conduction band

minimum and the valence band maximum can be written,
respectively, as sums of k · p contribution, strain contribu-
tion, and magnetic field contribution, for each layer. The
matrix elements H tot

ij of the respective total Hamiltonians in
the representation of the corresponding set of basis func-
tions are [373, 374]

H
ij
tot = Hij

k +Hij
strain +Hij

mag i� j ∈ E1� 
 
 
 �NF

=∑
9�:

{
D9:

ij k9k: + P9
ij k9 + Eij

}
9�: ∈ Ex� y� zF (48)

To account for the band lineup, the constants on the diag-
onal of the k · p Hamiltonian representing the band energy
positions for k = 0 must be given with respect to the vacuum
level. Magnetic field and strain are k-independent quanti-
ties, so that the coefficients D9:

ij and P9
ij originate solely

from the k · p contribution, whereas the Eij are sums of
the band energy positions at k = 0 and the strain and mag-
netic field contributions. The crystal periodicity in the layer
plane is conserved in the heterostructure, so that kx and ky
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(the in-plane components of the momentum) remain good
quantum numbers, whereas kz is no longer a good quantum
number because the periodicity along the z direction is dis-
turbed by the additional potential originating from the band
lineup across the heterostructure. To account for this, kz is
replaced by −i %

%z
in Eq. (48). The following ansatz for the

wavefunction in each layer can be made:

JA�r�=
N∑
j=1

F A
j �r� uA

j0�r�

F A
j �r�= exp�ikxx + ikyy�$

A
j �z� ∀ j ∈ E1� 
 
 
 �NF

(49)

The F A
j are the coefficients of the wavefunction in the rep-

resentation of the basis set �uA
j � in layer A. Combining

Eqs. (48) and (49) gives a Schrödinger-like matrix equation
for the envelope functions $A

j for each layer A, with kx and
ky acting as parameters:

N∑
i=1

HA
ji$

A
i �z� = E$A

j �z� ∀ j ∈ E1� 
 
 
 �NF (50)

where the operators HA
ij are quadratic forms in −i %

%z
. This is

a system of N coupled second-order linear differential equa-
tions which can be solved for any value of E for each layer.
The boundary conditions at the interface between layers of
different materials A and B define the eigenvalues E of the
heterostructure.
Usually continuity of the total wavefunction J�r� and a

continuity condition for its derivative based on the conser-
vation of particle current are demanded. Assuming the sets
of basis functions in layers A and B are similar,

uA
j0�r� = uB

j0�r� ∀ j ∈ E1� 
 
 
 �NF (51)

which is reasonable, given that the structural and chemical
similarities between the host materials and their magnetic
alloys (this has been shown for III–V materials [375–377]
and can be shown in a similar way for the IV–VI and II–VI
materials) allow the continuity conditions to be transferred
to the envelope functions. The following 2N conditions are
obtained at the interface [374]:

$A
j �z = 0−� = $B

j �z = 0+�

×
N∑
l=1

[(
Dzx

jl +Dxz
jl

)
ky − 2iDzz

jl

%

% z

]A

$A
l �z = 0−�

=
N∑
l=1

[(
Dzx

jl +Dxz
jl

)
ky − 2iDzz

jl

%

% z

]B

×$B
l �z = 0+� ∀ j ∈ E1� 
 
 
 �NF (52)

The second boundary condition for the derivative reduces
in the N = 1 case, assuming that D9: is diagonal in 9 and
:, to

1
m∗A

%

% z
$A�z = 0−� = 1

m∗B

%

% z
$B�z = 0+� (53)

as derived by other authors [378–380].
Solving Eq. (51) for all of the layers of the heterostruc-

ture and matching the envelope functions at each interface

according to Eq. (52) allows one to calculate the energy
quantization in the z direction. Calculating for different
parameters kx and ky gives the energy dispersions within
these subbands.
This treatment of the heterostructure assumes ideal inter-

faces with no changes in the lattice periodicity of the basis
functions and no additional potentials in the interface mono-
layer. It is shown in several papers that interface effects
modify the boundary conditions given in Eq. (52). Zhu and
Kroemer [381, 382] and Ando et al. [383, 384] have inves-
tigated the effects of discontinuity potentials at the inter-
face monolayer. Trzeciakowski has investigated the effects
of different symmetries of the basis functions and different
lattice periodicity in the adjacent layers [385, 386]. All of
these investigations show as well that the modifications of
the boundary conditions are negligible in the case of a type
I quantum well structure with bands of similar symmetry in
the quantum well and the barrier, and structurally similar
well and barrier materials.
The resulting set of N linear second-order differential

equations is usually solved by a transfer matrix approach.
In most cases the electronic states of the II–VI and III–V
DMS can be calculated by a simple one-dimensional trans-
fer matrix method [387–389]. This also holds in magnetic
fields (as discussed in Section 4.2) as long as the quanti-
zation directions due to magnetic field, strain, and confine-
ment are the same. If this is not the case (for example,
magnetic field experiments in Voigt geometry) the Hamilto-
nian in the valence band has nonzero off-diagonal elements
due to the magnetic field coupling of light and heavy holes,
and a higher-dimensional transfer matrix method needs to
be applied [390–394] (see also Section 4.2.3). Also for the
IV–VI DMS, a higher-dimensional transfer matrix method
is needed [395].
Another important aspect which needs to be considered

in a theoretical treatment of semiconductor structures is
excitonic effects. In several optical experiments an electron
is excited from a state in the fully occupied valence band
into a state in the unoccupied conduction band, leaving an
unoccupied state in the valence band behind. This state,
commonly denoted as a hole, can be treated as a positively
charged particle of the valence band effective mass. The
Coulomb interaction binds electron and hole together into
an electron–hole pair called an exciton [396]. In the effec-
tive mass approximation the exciton energy levels can be
described by a hydrogenic energy level scheme given for 3D
and 2D excitons by [397]

E3D=Eg−
�

m0

1
H2

Ry

1
n2

� E2D=Eg−
�

m0

1
H2

Ry

1
�n−1/2�2

(54)

where Ry = 13
6 eV is the Rydberg constant, � is the
reduced mass of the electron–hole pair, and H is the dielec-
tric constant of the semiconductor material. Typical param-
eters are H ≈ 10 and � ≈ 0
1m0, giving 3D exciton binding
energies on the order of 10 meV. The Bohr radii, defined by
analogy with the hydrogen atom, are on the order of 100 Å,
which justifies the use of a macroscopic dielectric constant.
The dimensionality of the system has a major impact on the
magnitude of the exciton binding energy. The 2D binding
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energy in the lowest excitonic state n = 1�1s� represent-
ing a QW of zero width and with infinitely high barriers is
already four times larger than the respective binding energy
in the 3D case. QWs in semiconductor heterostructures have
finite widths and finite barrier heights. Models used to cal-
culate 1s exciton binding energies in heterostructures have
to account for the dimensionality aspect and should, there-
fore, give binding energies somewhere between the 3D and
2D limits.
Various approaches to calculation of the exciton bind-

ing energies have been reported in the literature. As exam-
ples, we want to discuss three approaches. One is a simple
analytical approach applicable to calculation of the exciton
binding energy between the lowest electron and the low-
est hole state in type I quantum structures. This approach
accounts for the dimensionality effect by introducing a frac-
tional dimension 9 with values between 2 and 3 [398–400].
The other two methods are variational approaches solving
the Schrödinger equation for an electron and a hole in the
conduction band and valence band lineup plus a Coulomb
interaction term. In one of the methods the Coulomb inter-
action is treated as a perturbation, assuming that the con-
fining potentials in the conduction and the valence band are
bigger than the exciton binding energy [401, 402]. The sec-
ond variational method is applicable in the case where the
confinement potential in the conduction band is bigger than
the exciton binding energy contribution but the confinement
energy in the valence band can be of the same magnitude
or even smaller than the exciton binding energy [403]. This
method has to be used in the calculation of excitonic tran-
sitions in the vicinity of a magnetic field-induced type I–
type II transition. Many more sophisticated calculations of
excitonic energies have been carried out in recent years, tak-
ing into account refinements such as valence band mixing
[404], Coulomb coupling with continuum states, nonparabol-
icity of the conduction band, and the effective mass and
dielectric constant mismatch [405] for systems where better
knowledge of the material parameters is available (e.g., the
Ga1−xAlxAs/GaAs system).
A full knowledge of the band structure of DMS het-

erostructures in a zero magnetic field is essential for study-
ing the magneto-optical properties of these systems. Because
of the strong influence of strain and band alignment on
the band states, these parameters also influence the inter-
play of the band states with the subsystem of the local-
ized magnetic ions (e.g., the giant Zeeman splitting, etc.). In
general, strain state and band alignment of semiconductor
heterostructures can be determined by careful experimental
studies of the optical transitions in these structures and then
comparing the experimental values with model calculations,
as described above. For example, the splitting between the
lowest hh exciton and the lowest lh exciton as a function of
QW width is very sensitive to the VBO in many structures.
This has also been used to determine the VBO for several
DMS systems such as CdTe/(Cd,Mn)Te [368]. In other sys-
tems, where the strain splitting is comparable to the band
gap difference, such as ZnTe/Zn1−xMnxTe [398] with x <
10% or ZnSe/Zn1−xMnxSe with x ≈ 20% [406], this mea-
surement is not a good probe of the VBO. This is shown in
Figure 45 for ZnTe/Zn0
93Mn0
07Te QWs. The lh-hh splitting
; as a function of well width is not a sensitive probe of the
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VBO. In the case of DMS heterostructures, it is also possi-
ble to determine the VBO by approaches which are based
on the unusual magneto-optical properties of DMS, and,
thus, to explore the strong dependence of the giant Zeeman
splitting on overlap of the band states with the localized
magnetic ions. These approaches comprise studies of the
magnetic-field-induced type I–type II transition [407–410],
spin-flip Raman scattering studies of the electrons confined
in the QWs [406, 411], as well as studies of the giant Zeeman
splittings between 4+ and 4− QW excitons [406], or even
specially designed structures [412]. However, these DMS-
specific approaches also yield some difficulties; in particular,
one needs to account for the modified magnetic properties
of the magnetic ions in heterostructures compared with bulk
material. Some of these aspects are discussed in more detail
in Section 4.2. Most of the work dealing with the band align-
ment of II–VI DMS heterostructures has been carried out
on (Cd,Mn)Te/CdTe. A nearly complete list of references
concerning the VBO of this system can be found in [412].
In the case of IV–VI DMS a combination of zero-field and
magnetic field experiments is usually required to determine
the band alignment accurately, as the band structure is more
complex in this class of DMS than in the case of the II–VI
DMS [256, 413, 418]. Table 7 gives an overview of the band
alignments of various heterostructures containing DMS. In
particular for IV–VI structures, strong temperature depen-
dences of the VBO were reported for some material systems
(e.g., Heinrich et al. observed a type I–type II transition for
PbSe/(Pb,Eu)Se with decreasing temperature [428]).
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Table 7. VBO for various DMS quantum well structures.

Semiconductor A Semiconductor B x (%) y (%) z (%) T (K) VBO ratio (%) Type [Ref.]

PbTe Pb1−xMnxTe ≤3 2 0 I [413]
PbTe Pb1−xEuxTe 5 300 50 I [414]

≈3 5� 77 45± 20 I [415]
≤3 2–5 50± 30 I [416]

PbTe Pb1−xEuxTe1−ySey 10 11 4 80 I [417]
PbSe Pb1−xMnxSe ≈1 < 20 −50 II [418]

<2 2 −60 II [307]
ZnSe Zn1−xMnxSe ≈20 2 20± 10 I [406]

27 2 5–10 I [419]
5 2 Flat band [420]

Zn1−xMnxSe Zn1−y−zBeyMgzSe 5 8 16 2 22± 4 I [421]
9 2
8 0 2 Flat band [421]

Zn1−yCdySe Zn1−yMnySe 16 15 2 13± 2 I [422]
ZnSe Zn1−xFexSe 10 4 5 I [423]

1 4 Flat band [424]
ZnTe Zn1−xMnxTe 7 4 28± 4 I [409]

7 2 30± 10 I [407]
Cd1−xMnxSe Zn1−yMnyTe 25 0 2 −150 II [425]

0 6� 10 2 ≈ −90 II [426]
CdTe Cd1−xMnxTe ≤3 2 35± 5 I [408]

≈7 2 45± 5 I [411]
20–30 2 25± 7 I [412]
12� 27 2 30± 6 I [427]

4.1.2. Quantum Wires and Quantum Dots
There are not many papers about optical and electronic
properties of diluted magnetic QWRs, but there are numer-
ous papers about QDs made of magnetic and diluted mag-
netic semiconductors. Therefore, we will discuss results on
both types of nanostructures together if possible.

Enhanced Bowing of the Band Gap with Mn Concen-
tration The bandgap variation with increasing Mn concen-
tration was measured for (Cd,Mn)S and (Cd,Mn)Se QWRs
by Brieler et al. [305] and Chen et al. [306]. Figure 46
shows a comparison of the energy positions of the band
gaps of bulk Cd1−xMnxS and Cd1−xMnxS wires. Because
of the quantum confinement of the excitons in the wires
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Figure 46. Bandgap variation for Cd1−xMnxS QWRs as a function of
x
 Inset: Bandgap variation as a function of xMn of Cd1−xMnxS QDs of
two different sizes.

an increase in the direct bandgap of about 200 meV was
observed for (Cd,Mn)S. Similar results were found for
Cd1−xMnxSe bulk and wires. The quantum confinement
effect in this system is about 350 meV. The larger blue shift
for (Cd,Mn)Se is due to the larger exciton Bohr radius. An
interesting result is that both wire systems exhibit a larger
bowing of the bandgap depending on the manganese con-
centration than do the corresponding bulk samples. This
agrees with results reported for (Cd,Mn)S QDs [355] by
Levy et al., who were able to show that the exchange
interaction-induced bandgap bowing becomes stronger with
decreasing dot diameter (see schematic inset of Fig. 46). As
already discussed in Section 2.2, such a bowing is known
for bulk (II,Mn)VI. In bulk, as a rule of thumb, the bowing
is stronger when the bandgap is wider (i.e., bulk (Cd,Mn)S
shows a band gap bowing, but (Cd,Mn)Se bulk does not).
The present interpretation of this effect, based on the

discussion in Section 2.2, is twofold: (i) a change in the
exchange integrals and in the p–d hybridization may cause
this enhanced bowing or (ii) the s-level repulsion model may
explain the effect. It should be mentioned at this point that
the magneto-optical measurements, which are discussed in
Section 4.2.2, will give further indications that an enhance-
ment of the p–d exchange integrals takes place. Albe et al.
[429] determined the effects of the inclusion of manganese
in small ZnS dots in the framework of a tight-binding model
with renormalized parameters. The main result was that Mn
doping enhances the energy gap in addition to the confine-
ment. However, in the calculation hardly any shift of the
valence band compared with undoped ZnS is observed, and
the main shift occurs in the conduction band. The effect is
stronger when the dots are smaller. This result somewhat
contradicts the above interpretation. However, only a single
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Mn impurity in the center of the ZnS cluster was assumed in
the calculation (corresponding to x ≈ 0
5% for a spherical
cluster with a 3-nm diameter), and no explicit concentration
dependence was calculated. We address the possible effects
of reduced dimensions on the p–d hybridization again in
Section 4.2 in the context of the magneto-optical properties.

Energy Transfer from the Band States into the Mn Sub-
system In 1994 Bhargava et al. [356] reported that Mn-
doped ZnS nanocrystals can yield both high luminescent
efficiencies and lifetime shortening of the Mn2+ transitions.
They studied Mn-doped ZnS nanocrystals with sizes varying
from 3.5 to 7 nm. The measured external quantum efficiency
was about 18% and increased with decreasing particle size.
The luminescence decay was at least five orders of mag-
nitude faster than the corresponding Mn2+ transitions in
bulk crystals. The explanation given by Bhargava et al. was
twofold: first, there was an enhanced energy transfer to the
Mn states, because of the strong localization of the free car-
riers in the dots, and second, there was a faster decay of
the Mn transition because of an enhanced s�p–d mixing. In
a theoretical paper, Yan et al. [430] presented a possible
mechanism to explain the results of Bhargava et al. Yan et al.
considered the exchange Coulomb interaction between the
d electrons of the manganese and the electrons of the host
lattice of the dot. The authors could demonstrate, assuming
that the spin of the ground state of the dot is not zero and
that the exchange interaction causes a mixing between the
excited 4T1�3d� state of the manganese ions and a certain
excited state of the dot, that the spin forbidden transition
could almost be allowed. Furthermore, it was shown that
the degree of mixing increases with decreasing particle size.
A completely different explanation was given by Bol and
Meijerink [358]. They showed that the normal decay time
of the Mn2+ internal transition is not really changed and
is still about 2 ms, as known from the bulk material, but
a fast component is observable, which has to be attributed
to processes of transfer into defect related bands, which
differ for various preparation methods. Tanaka et al. [431]
studied the energy levels of the 3d5 multiplet in ZnS :Mn2+

and concluded that the degree of mixing of the s and p
states with the 3d orbitals does not change significantly in
the dots with a reduction of the diameter down to a few
nanometers.
There are other reports of the introduction of Mn2+ ions

into samples with self-activated growth of dots (e.g., by the
Stranski–Krastanov method). It is assumed that the influ-
ence of different surface states of such dots is reduced
compared with dots in glassy or liquid matrices or even as
powder samples. It was reported that by introducing only
a small amount of Mn either into the QDs [432, 433] or
into the matrix with undoped QDs [433, 434], the excitonic
luminescence is drastically reduced compared with that of
undoped samples. In particular, by the application of an
external magnetic field, the excitonic luminescence can be
strongly enhanced. The reason for this is a very effective
energy transfer from the excitonic states into the 3d shell.
This effect is also observable in bulk samples if the bandgap
is wide enough to excite and observe the internal Mn2+�3d5�
states. The crucial point is the spin selection rule for the
overall system of the excited band state and the 3d shell.

The transfer channel can be suppressed because of the Zee-
man spin splitting. This energy transfer, however, is not a
special property of nanostructures made of diluted magnetic
semiconductors. Therefore, it will not be further discussed
here. The reader may refer to papers that are particularly
devoted to this subject (e.g., [435, 436, 530]).

Changes of Band Alignment Due to Nanofabrication
In Section 4.1.1 we discussed in detail the interplay of strain
and quantum confinement effects on the electronic and exci-
tonic band structures of 2D semiconductor heterostructures.
In what follows we show that this interplay is also of impor-
tance in lower dimensional structures. In particular, we show
that changes in the strain state in QWRs and QDs prepared
by combinations of lithography and etching from MBE- or
MOVPE-grown parent structures already occur at length
scales much bigger than those where additional quantum
confinement effects become relevant. This feature is again
common to all semiconductor nanostructures prepared in
this fashion. However, we still want to discuss this point,
as this zero-field effect has a considerable impact on the
magneto-optical properties of the samples. As an example,
Figure 47 shows photomodulated reflectance spectra of a
ZnTe/Zn0
93Mn0
07Te QD sample and its parent MQW struc-
ture [308]. The dot diameter is 200 nm. For these lateral
dimensions no additional quantum confinement effects are
expected. Nevertheless, the energy positions of the excitonic
features shift dramatically, as indicated by the arrows in
the figure. This effect can be fully explained by a change
in the strain state of MQW region of the sample due to
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the nanofabrication process. The MQW layers of the par-
ent structure were pseudomorphically strained to the ZnTe
buffer layer (giving rise to a splitting of the Zn0
93Mn0
07Te
barrier states in the corresponding spectrum). The more or
less freestanding dot pillars show a strain relaxation and are
strained, to good approximation, to an intermediate value of
the ZnTe and the Zn0
93Mn0
07Te lattice constant weighted
by the overall thickness of the corresponding layers in the
dot pillar. This effect leads to a reversal of the order of
light hole and heavy hole states such that the lowest exci-
tonic state in the QD sample is the e1lh1 exciton, whereas
the lowest state in the MQW parent sample is the e1hh1
exciton. This leads to very different magneto-optical prop-
erties of the two samples, as shown by magneto-PL [437].
Strain changes have also been observed in ZnSe/(Zn,Mn)Se
QD pillar structures of similar lateral dimensions (see also
Fig. 48) [310].

Improving the Sample Quality by Nanofabrication
Again this is an aspect peculiar to QWRs and QDs pre-
pared by combinations of lithography and etching with lat-
eral dimensions where no additional confinement effects
are expected (100 nm < d < 500 nm), but those lateral
sizes are comparable to length scales concerned with dop-
ing and dislocations. Figure 48 depicts photoluminescence
spectra of two QD samples with diameters of 200 nm
and 100 nm, respectively, and the corresponding parent
ZnSe/Zn0
72Mn0
28Se SQW structure [310]. D0X and Xe1lh1
denote the donor-bound and the free exciton emission
bands, respectively, from the QW layer in each specimen.
There are several interesting changes in the PL from the
ZnSe well. The shifts of the D0X and the Xe1lh1 lines toward
lower energy in the two disc samples are due to changes
in a strain relaxation in the QD pillars as discussed above.
Here, we focus on two other noticeable features: (i) the
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sharpening of the two emission lines in the QD samples
compared with the parent SQW which is also observed in
the PLE excitation spectra and (ii) the decrease in intensity
of the D0X emission relative to the Xe1lh1 emission. The for-
mer can be explained as follows. The linewidth in the origi-
nal SQW is determined mainly by the inhomogeneous strain
fields associated with dislocations. Assuming a typical value
of 107 cm−2 for the dislocation density implies a mean sepa-
ration of 3000 nm between dislocations. The strain fields of
the dislocations overlap and lead to a non-uniform pertur-
bation of the excitonic potential, resulting in an inhomoge-
neous broadening of the emission lines. This perturbation is
obviously switched off in the QD pillars which do not con-
tain a dislocation; thus the emission of such a QD pillar is
much sharper. With decreasing dot size the relative num-
ber of dot pillars without dislocations increases. Point (ii)
is related to the doping. The samples were unintentionally
doped n-type. An upper limit is about 1016 cm−3. A simple
estimate shows that this corresponds on average to about
two donors in the ZnSe well region per pillar of the 200-nm
QD sample and to about 0.5 donors in the ZnSe well region
per pillar of the 100-nm QD sample. Statistically the num-
ber of QDs without donor ions in the well increases with
decreasing QD diameter. For this argument to hold, one has
to assume that the cross-sectional area for exciton capture
by a donor is bigger than the lateral dimension of the QD.
However, this is a reasonable assumption, as discussed in
[310].
Of course, other effects come into play when the dot

size is decreased further in the fabrication of nanostructures
by combined lithography and etching techniques. These are
surface damage, interdiffusion, etc. caused by etching, which
can cause the sample quality to seriously deteriorate. We
discuss some of these aspects in the next section and show
how the degree of interdiffusion between the well region
and the DMS barrier due to IBE etching can be accessed
in CdTe/Cd1−xMnxTe QDs by magneto-optical experiments.
However, in the dot size regime between 500 and 100 nm,
nanofabrication allows one to improve the sample quality
considerably without altering the 2D character of the sam-
ples. Such samples can prove very useful in the study of
magneto-optical phenomena in DMS [311, 438].

4.2. Diluted Magnetic Semiconductor
Nanostructures in an External
Magnetic Field

As has been remarked previously, most interesting magnetic
phenomena observed in diluted magnetic semiconductors
are based on the s�p–d exchange interaction between the
extended band states and the localized magnetic ions. As a
consequence the electronic and excitonic states experience
giant Zeeman splittings when a magnetic field is applied.
Interesting phenomena arise in nanostructures consisting of
alternating layers of magnetic and nonmagnetic semiconduc-
tors, since the band edges of the magnetic semiconductor
experience large shifts and splittings, whereas the corre-
sponding splittings in the nonmagnetic layers are negligible.
The conduction and valence band offsets can be tuned sim-
ply by applying a magnetic field. It is possible, for exam-
ple, to convert a type I band alignment into a type II and
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vice versa [423, 439, 440]. Furthermore, the tuning is spin
selective. Spin-up and spin-down electrons experience dif-
ferent band shifts and therefore different band offsets. This
can be used to separate spins with different spin orienta-
tions into different layers. Such spin superlattices were first
suggested by von Ortenberg [441] and have been realized on
the basis of the ZnSe/(Zn,Mn)Se heterosystem by various
authors [420, 424, 442]. Furthermore, the field dependence
can be used to control the coupling between wells which are
separated by a barrier of a diluted magnetic semiconduc-
tor. Tunneling processes in particular can be studied in great
detail [443–445].
We emphasize that a huge number of papers have

been published concerning these interesting phenomena,
which cannot be reviewed here. But it is interesting to
note that most of the effects are rather universal and are
not properties specific to diluted magnetic semiconductor
nanostructures. The diluted magnetic semiconductor nano-
structures are, however, an excellent tool for the study of
those phenomena in one and the same sample. In the case
of nonmagnetic semiconductor nanostructures, the prepa-
ration of series of samples would be necessary to obtain a
comparable amount of information. Thus, the value of such
information is often restricted by the limited reproducibility
of the preparation parameters in series of nanostructures.
In the following we want to focus on properties and

effects which are rather unique for the magnetic nano-
structures. These are the magnetic properties, with special
emphasis on their dependence on the restricted geometries
(e.g., reduced dimensions).

4.2.1. s�p–d Exchange Interaction: Influence
of the Interface

The giant Zeeman splitting caused by the s�p–d exchange
interaction is reduced in quasi-two-dimensional layers of
heterostructures consisting of alternating DMS and non-
DMS layers. This is valid for DMS QWs between nonmag-
netic barriers as well as for nonmagnetic QWs between DMS
barriers because of the reduced interaction of the carrier
wavefunctions with the manganese ions. A part of the prob-
ability density experiences a layer without magnetic ions
in both cases. The reduction of the giant Zeeman split-
ting is determined by the penetration of the barriers by
the wavefunctions. Let us consider, for example, the type
I CdTe/(Cd,Mn)Te heterosystem, where (Cd,Mn)Te is the
barrier. The CdTe QW states in the magnetic field can
be calculated in the framework of the envelope function
approximation simply by using the known bulk values for the
splittings of the conduction band and valence band states of
(Cd,Mn)Te as a function of the magnetic field to define at
each field confining potentials for the different spin orien-
tations. The splitting of the barrier potential results then in
a respective field-dependent splitting of the QW excitonic
states. At first sight it seems that no additional new physics
needs to be introduced, as the applied magnetic field can be
considered simply as a parameter. The calculation is basi-
cally a calculation of QW states for different barrier heights
(see Section 4.1.1). It has been found, however, that doing
so leads to poor agreement with the experimental results
[442, 446, 447]. The reduced effective Mn concentration
xeff = a�xMn� ·xMn introduced in Eq. (12) is due to the cluster

formation as result of the statistical distribution of the Mn2+

ions on the cation lattice, as already mentioned in Section
2.4, which yields a reduced mean molar spin density. Mn-Mn
pairs on nn cation sites couple antiferromagnetically and do
not contribute to the magnetization, as they do not respond
to magnetic fields of moderate strengths. The ground state
of three Mn2+ ions on nn sites depends on whether they
are an open triple or a closed triangle. Nagata et al. [133]
determined the ground-state spin of an open triangle to be
SOT = 5/2, and the ground state of the closed triple to be
SCT = 1/2. At a surface or interface of a diluted magnetic
semiconductor the number of clusters is drastically reduced,
yielding an enhanced paramagnetism at the surface com-
pared with the bulk value for the same concentration x. This
effect is further enhanced by the fact that a real interface is
never an abrupt interface. The interface roughness can be
considered an extra dilution with corresponding enhanced
paramagnetism.
Most theoretical work on the behavior of the Mn2+ ions

at the interface [446, 448] is based on the work of Behringer
on the formation of single, double, and triple clusters in
a lattice occupied by two different atomic species [449].
Grieshaber et al. and Ossau and Kuhn-Heinrich were able
to explain qualitatively the intrinsic magnetic properties of
an interface such as the increase in the scaling parame-
ters a and the decrease in the Curie–Weiss-like parameter
? in Eq. (13) by modifying the expressions derived in [449]
for the cluster formation probabilities in bulk material for
the case of an ideal interface. There are two theoretical
approaches in the literature that include extrinsic interface
effects. Both approaches neglect the effects of Mn clusters
formed by three and more Mn2+ ions. The first model of
Grieshaber et al. [448] is applicable to arbitrary interface
profiles. A local average Mn2+ spin Slocal�xNN�z�� B� T � of
the Mn2+ ions is assigned to each monolayer in the growth
direction, where xNN is the average of the actual Mn con-
tents in the monolayer at z and the two adjacent layers.
Using a known empirical dependence of the bulk average
Mn2+ spin Sbulk�x�B� T � given in Eq. (13), the following
relation is assumed:

Slocal�x�z�� B� T � = Sbulk�xNN�z�� B� T �
x�z�

xNN�z�
(55)

With the use of this model the effects of interface rough-
ness and diffusion [447, 451], interface profiles, and seg-
regation [452, 453] have been investigated for asymmetric
Cd1−xMnxTe/CdTe/ Cd1−yZnyTe QW structures. The inter-
face yields an important contribution to the enhanced Zee-
man splitting of the QW states [450, 452, 454]. Cibert
et al. [447] and Gaj et al. [452] were able to show that
the roughness of a CdTe/(Cd,Mn)Te interface is very dif-
ferent from that of a (Cd,Mn)Te/CdTe interface and can
be clearly distinguished by their difference in Zeeman split-
ting, because of the different paramagnetic response. The
QW excitons in heterostructures with DMS barriers (such
as CdTe/(Cd,Mn)Te, ZnSe/(Zn,Mn)Se, etc.) are extremely
sensitive to the interface, as the probability density at the
interface (i.e., the first few monolayers) is high compared
with the bulk of the barrier due to the exponential decay
of the wavefunction. These results are summarized in the
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publication by Grieshaber et al. [448]. Recently, Syed et al.
added a thorough study of the dependence of the optical
properties of (Zn,Mn)Se/ZnSe small-offset superlattices on
the magnetic-nonmagnetic interface structure [531].
The second model by Fatah et al. [450] simulates a bulk

effective Mn concentration xeff numerically as the number
of Mn singlets per total number of cation sites in a cube
lattice consisting of 2× 105 atoms. Analyzing the two mono-
layers at the surface of the cube allows one to determine
the enhanced effective Mn concentration at an ideal inter-
face. The results have been compared with experimental
results on bulk II–VI DMS materials, and good agreement
was obtained, although the formation of higher clusters was
neglected. The results are independent to a first approx-
imation of the II–VI host material. The model has been
extended to investigate extrinsic effects in four-monolayer-
wide steplike interfaces as displayed in Figure 49. The height
of the step is characterized by the roughness parameter $
[454, 455]. The effective Mn concentrations calculated for
the monolayers a to f are depicted for two values of $ in
Figure 50. In agreement with the other studies, it can be
seen that interface effects are of considerable importance
for Mn concentrations x > 10% and can be ignored for
lower Mn concentrations.
It has been shown by Klar et al. for the ZnSe/(Zn,Mn)Se

[406] and ZnTe/(Zn,Mn)Te [407] heterosystems that a care-
ful consideration of both effects, the interface roughness
and the enhanced paramagnetism at the interface, is needed
to get accurate values of the conduction and valence band
offsets of paramagnetic–diamagnetic interfaces. This is illus-
trated in Figures 51 and 52. For a fixed depth of the zero-
field potential of a particular single particle, an enhanced
paramagnetism leads to an increase in the magnetic-field
splitting between the two spin components of the single par-
ticle. Neglect of the enhanced paramagnetism of the inter-
face region in the calculation of such a splitting would have
to be compensated for by a decreased potential depth com-
pared with the real potential depth. The authors performed
two types of experiments: (i) spin-flip Raman scattering
on donor-bound QW electrons to determine the saturation
Raman shift Ssat (i.e., probing the Zeeman splitting in the
conduction band only) and (ii) magneto-optical experiments
to probe the giant Zeeman splitting ;hh of the e1hh1 QW
states (i.e., probing a combination of conduction band and
valence band splitting). Neglecting the paramagnetism in the
analysis of the Ssat data would lead to an underestimation
of the chemical conduction band offset which is equivalent

x
(1−χ)x

χx

x=0

interface

ef cd b abulk bulk

Figure 49. Step-like interface profile as proposed by Stirner et al. [454].
The parameter $ is a measure for the step height. $ = 0 corresponds
to an ideal interface. The interface is four monolayers wide (a� b� c� d).
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Figure 50. Calculated effective Mn concentrations as a function of bulk
barrier Mn content x for the monolayers a to f depicted in Figure 49.

to an overestimation of the VBO. Because of a magnetic
field splitting between the two heavy hole components in the
barrier that is five times bigger than the magnetic splitting
between the two electron components in the barrier, ;hh will
be dominated by the contribution from the valence band.
Thus, neglect of the enhanced paramagnetism would lead
to an underestimation of the VBO in the calculation of ;hh.
A combined analysis of ;hh and Ssat allows the elimination
of interface roughness effects in the determination of the
VBO and, furthermore, should allow a determination of the
interface parameter $. In this case the combined analysis
yields a value of 20% for the VBO and an interface rough-
ness described by $ = 0
1.
As a second example we will show how knowledge of the

interplay of band states (in this case conduction band states
only, probed by spin-flip Raman scattering) and enhanced
paramagnetism of the Mn2+ ions at interfaces and inter-
diffused layers can be used to access damage in DMS
nanostructures due to the fabrication process. This high-
lights again the usefulness of DMS structures as model sys-
tems in semiconductor technology. Figure 53 depicts series
of spin-flip Raman (SFR) spectra of a QD sample with
a dot diameter of 100 nm and the corresponding parent
CdTe/Cd0
93Mn0
07Te MQW. The QD sample was prepared
by EBL followed by Ar+ IBE, as described in Section 3.
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Figure 51. Calculated dependences of the spin-flip saturation shift Ssat
on well width and different VBOs for three different interface param-
eters $ = 0
0 (left), $ = 0
1 (center), and $ = 0
2 (right) together with
the experimental data obtained by fitting spin-flip Raman scattering
spectra. Reprinted with permission from [406], P. J. Klar et al., Phys.
Rev. B 57, 7103 (1998). © 1998, American Physical Society.
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luminescence excitation spectra at 3 T. Reprinted with permission from
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An SEM image of the QD sample is shown in Figure 54.
In Figure 53 the left graph depicts the series of SFR spectra
of the MQW and the right graph the SFR spectra of the
100-nm QDs. The two displayed series cover the same range
of excitation energies, 1.615–1.625 eV. The spectra of the
MQW show two bands, SF1 and SF2, which have previ-
ously been assigned to SFR signals of electrons bound,
respectively, to donors in the QW and to donors near the
well–barrier interface [411, 456]. The arrows in the figure
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Figure 53. Spin-flip Raman scattering spectra for Cd1−xMnxTe/CdTe
QD and MQW samples (T = 1
5 K, B = 6 T) for excitation ener-
gies ranging approximately from 1.615 eV to 1.625 eV. The spectra are
displaced vertically for clarity. The QD sample was prepared by EBL
followed by Ar+ IBE (see Fig. 54).

Figure 54. SEM image of 100-nm CdTe/Cd1−xMnxTe QD sample pre-
pared by EBL followed by Ar+ IBE.

mark the positions of the signals SF1 and SF2. The SF1
signal (which is the stronger signal in the MQW) is much
reduced for the 100-nm QD sample and can hardly be dis-
tinguished from SF2 by eye. This can be interpreted in terms
of increased interdiffusion with Mn in the sidewalls of the
QDs and a destruction or interdiffusion with Mn of the top
QWs, both of which increase the number of donor positions
where the bound electrons have a large overlap with Mn2+

ions. Thus, SF2 is enhanced and SF1 is reduced. This shows
that the damage due to the Ar+ etching during the nanofab-
rication process is quite considerable in this sample. This
becomes clear when we look again at the SEM image of
this QD sample in Figure 54. The QDs have a pointed top,
indicating that the Ti protection mask was already destroyed
before the IBE process had ended, leading to an exposure of
the original sample surface to the Ar+ ions for the remain-
ing time of the etch process. The depth of such a damaged
layer in Cd1−xZnxTe/CdTe QD samples etched under com-
parable conditions has been estimated by Gourgon et al.
[457] and Mariette et al. [458] to be approximately 30 nm.
An interesting point to note in Figure 53 is the Raman sig-
nal at 5.5 cm−1, which is the PMR (i.e., a spin-flip of an e−

in the 3d orbital of a Mn2+ ion). The PMR signal, like the
spin-flip signal of the QW electrons, is strongly enhanced
in resonance with the QW transitions [459], and its reso-
nance width is an indication of the range of energies of
the respective excitonic transitions. The sharp resonance of
the SF1 signal in the MQW sample is associated with a
sharp resonance of the PMR signal; the width of the reso-
nance is in both cases about 4 meV. A different behavior is
observed for the PMR signal in the series of spectra of the
100-nm QDs. It shows a much wider resonance from 1.615–
1.622 eV. This is associated with an enhanced SF2 signal
for the higher excitation energies in the spectra of the QDs
compared with the MQW, where neither a SF signal nor a
PMR signal is visible. The Raman shift of the SF2 signal of
the QDs hardly changes in this range. This can be explained
by assuming that the SF2 signal in this range originates from
the QWs on top of the QDs, which are probably totally inter-
diffused with Mn and therefore have SF signals with a larger
Raman shift and excitonic transitions with a magnetic field
behavior different from that of lower QWs which are still
intact.
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4.2.2. s�p–d Exchange Interaction: Influence
of the Dimensional Crossover

In addition to the relevance of the interface in the dis-
cussion of magneto-optical effects in DMS nanostructures,
another important aspect needs to be considered: whether
the s–d and p–d exchange integrals themselves show a
dimensional dependence. As already shown in Section 4.1.2,
the bowing of the bandgap energy increases tremendously
with enhanced quantum confinement. It is known that in
the series (Cd,Mn)Te–(Cd,Mn)Se–(Cd,Mn)S, as a chemi-
cal trend, the p–d and d–d exchange interactions increase.
The value of the exchange integrals is determined by the
anion-derived upper valence band, as discussed in detail by
Larson et al. [120]. In the case of bulk material, the dif-
ference between the d-states and the valence band edge,
however, is almost constant (Ev − E3d ≈ 3 
 
 
 3
5 eV). This
rather surprising result is caused by the fact that the shift of
the valence band edge is compensated for by a correspond-
ing shift of the d-level energy to lower energies because
of the larger Mn-to-anion charge transfer. The reason for
the increasing exchange integrals of the bulk series is the
enhanced hybridization due to the reduced anion–cation dis-
tance. The situation is different in the case of quantum
confinement, as discussed in Section 4.1.2 for nanowires
and nanodots. Now the decreasing Ev − E3d, apart from
possible strain effects, should be the dominant reason for
the enhanced bowing. Decreasing Ev − E3d will lead to an
increased exchange interaction integral. A direct experimen-
tal determination of the dimensional dependence would be
desirable. Because of the interface effects, which have been
discussed above, an unambiguous deduction of the pure
exchange integrals, however, is not an easy task.
Magneto-optical studies have been performed by Heim-

brodt et al. [442, 460], with special emphasis on the dimen-
sional dependence of the s�p–d exchange interaction in
(Zn,Mn)Se layers. A series of layers with xMn = 0
04
and layer thicknesses between 500 nm and five monolay-
ers have been studied. It is known that because of the
exchange-induced bowing of the bandgap of the (Zn,Mn)Se
alloys, ZnSe/Zn0
96Mn0
04Se forms a so-called spin superlat-
tice [441]. In a zero magnetic field no band offsets between
the ZnSe layers and the (Zn,Mn)Se layers occur. Applying
an external field the giant Zeeman splitting of the magnetic
(Zn,Mn)Se layers modifies the band structure, as depicted
schematically in Figure 55. For one spin component of the
conduction band and the valence band, the (Zn,Mn)Se layer

mj = +1/2ZnSe

Zn0.955 Mn0.045 Se

mj = –1/2

mj = –3/2

mj = +3/2

ZnSe

conduction band

valence band

B = 0 T

B > 0 T

Figure 55. Schematic band alignment of a ZnSe/ZnMnSe superlattice
with xMn = 0
045. – – – – B > 0 T; , B = 0 T.

forms a QW, and the corresponding spin bands of ZnSe act
as barriers. For the other spin states the situation is reversed
(i.e., the (Zn,Mn)Se is a barrier and the ZnSe acts as the
QW). In that way it was ensured in [442] that the excitonic
oscillator strength of the 4+ component of the (Zn,Mn)Se
excitons was sufficient to be measured, even for samples
with only a few monolayers of (Zn,Mn)Se. In Figure 56a
the energy positions are given for various (Zn,Mn)Se layers,
depending on the magnetic field. In many publications such
curves were simply fitted by Brillouin functions, and reduced
exchange integrals N09 and N0: were claimed. The main
reason for the strong effective decrease in the exchange inte-
gral, however, is the tremendous penetration of the exci-
tonic wavefunction into the barriers where no Mn2+ ions are
located and not a genuine 3D → 2D crossover effect. To
take into account the different amounts of penetration of
the excitonic wavefunctions, Heimbrodt et al. [442] deter-
mined the corresponding shifts of the (Zn,Mn)Se well bot-
tom energies by eliminating the confinement effects. The
genuine Zeeman shift of (Zn,Mn)Se and its dependence
on the field and well widths are given in Figure 56b. It
has been shown in the paper that, with decreasing layer
width, a strong increase in a�xMn� and a strong decrease
in the Curie–Weiss parameter # in Eq. (13) were neces-
sary to fit the experimental curves with a modified Bril-
louin function. The experimental values are given as full
squares for a�xMn� and full circles for # versus the well
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width in Figure 57, respectively. The full line, including the
enhanced paramagnetism at the interface, was calculated.
As discussed in [442], even a realistic interdiffusion pro-
file of three or four monolayers is not sufficient to explain
the strong enhancement of the experimental a�xMn� with
decreasing well width. In a subsequent paper the authors
gave further indications that interface effects alone cannot
account for the enhanced paramagnetism. Using a series
of (Zn,Mn)Se/ZnSe QW samples with xMn = 0
12, one can
transform the type I heterosystem into a type II system
[460] by applying a magnetic field. The electrons remain
in the ZnSe wells, whereas the holes will move into the
(Zn,Mn)Se layers. The resulting spatially indirect excitons
are an extremely sensitive probe of the interface behavior,
as they are constrained to stay at the interface because of
the Coulomb interaction. It has been shown that even in this
case, where excitons are strongly localized near the inter-
face, a tremendous enhancement of a�xMn� with decreas-
ing thickness of the magnetic layer is necessary to explain
the observed Zeeman splitting. It could be concluded con-
vincingly that this is not due to an increasing influence of
the interface with its interdiffusion profile (which, of course,
becomes more important with decreasing layer width com-
pared with the volume effect), but rather to a change in the
paramagnetic response itself. The authors concluded that an
extra dimensional dependence of the paramagnetic response
is very likely.
What are the possible physical reasons for a dimensional

dependence of the paramagnetic response? There are basi-
cally two explanations: (i) An enhanced exchange integral
N0�9− :� could explain the experimental findings. This
would be in agreement with the enhanced bandgap bow-
ing, discussed above. (ii) The existence of a long-range d–
d exchange interaction could give rise to a smaller a�xMn�
than calculated by assuming nearest-neighbor interaction
only. Such long-range d–d interaction would then lead vice
versa to a quasi-enhanced paramagnetism in the case of a
3D → 2D transition, because a strong dimensional depen-
dence is expected. Such a long-range effect could be the
magnetic dipole–dipole interaction. A dipole–dipole interac-
tion would also explain the fact that a spin glass transition
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Figure 57. Experimental values of a�xMn� and of the Curie–Weiss
parameter #�xMn� as a function of the (Zn,Mn)Se QW width (xMn =
0
04). The full line is calculated (see text for details). Reprinted with
permission from [442], W. Heimbrodt et al., Mat. Sci. For. 182–184, 755
(1995). © 1995, Trans Tech Publications.

is observable in the diluted magnetic semiconductors, even
below the percolation limit, as discussed in Section 2.3.
Let us start with some remarks about the second explana-

tion. Some measures of the rather long-range interaction are
the Curie–Weiss parameter #�B� in the modified Brillouin
function and the Curie–Weiss temperature #. The high tem-
perature susceptibility $ shows a Curie–Weiss behavior,

$ = C/�T −#� (56)

It must be considered that the Curie–Weiss parameter
#�B� and the Curie–Weiss temperature # are not nec-
essarily identical, as the former is usually determined at
low fields and low temperatures. In the low-field and low-
temperature case, nn pairs do not contribute to the param-
agnetic response. Therefore only more distant pairs lead to
a finite #�B� in the case of diluted magnetic semiconductors.
As shown by Spalek et al. [183], the Curie–Weiss tempera-
ture can be calculated in the high-temperature limit:

#�xMn� = − 2
3xMnS�S + 1�

∑
p

Jpzp/kB (57)

In this expression Jp is the exchange integral for a pair of
the pth neighbor shell, and zp is the number of cations on
the pth sphere around a given cation. In the case of the
Curie–Weiss temperature # the sum runs from p = 1 to
infinity, but in the case of the Curie–Weiss parameter #�B�
the sum runs in the simplest approximation from p = 2 to
infinity. The Curie–Weiss temperature # probes the sum of
all interactions, whereas the low-temperature Curie–Weiss
parameter #�B� mainly probes the long-ranged tail of the
interaction. Evidence for the correctness of these statements
is obtained from the steplike behavior of the magnetization
as discussed in Section 2. Apart from other higher order
corrections, which are necessary at low temperatures, it is
evident from Eq. (57) that a 3D→ 2D crossover will reduce
the Curie–Weiss parameter simply by reducing the number
of cations on all neighbor shells. Theory predicts that the
exchange integral Jp should decrease rapidly with increas-
ing distance of the neighbor shell, since the physical origin
is the exchange interaction with an exponential decay. It
has been found by various authors, however, on the basis
of experimental data on thermodynamic properties like spe-
cific heat, magnetization, susceptibility, and the paramag-
netic spin glass phase transition, that a phenomenological
power law describes the experimental findings much better.
A detailed discussion of the experimental results and inter-
pretation has been given by de Jonge and Swagten [138].
The determined exchange interaction parameters behave
like

Jp�R� ∝ R−n (58)

where R is the distance of the pth neighbor shell. The
parameter n varies in the range of n ≈ 7
6 for (Zn,Mn)S
and 6.8 for all of the (Cd,Mn)-chalcogenides, (Zn,Mn)Se,
and (Zn,Mn)Te. For the narrow gap diluted magnetic semi-
conductors (Hg,Mn)Te and (Hg,Mn)Se a somewhat smaller
value of n ≈ 5 has been found. Recent magnetization exper-
iments on (II,Mn)VI performed at 20 mK revealed mag-
netization steps which allowed a determination of higher
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exchange constants, that is, J1�=Jnn�, J2�=Jnnn� to J4. It was
found that the exchange constants do not decrease mono-
tonically with increasing distance. In particular, it was always
�J4� > �J2� [172, 173].
The important point for our discussion is that the increas-

ing number of cations in the pth shell leads to remarkable
contributions of the pair interactions in the case of bulk 3D
diluted magnetic semiconductors. The strong decrease in #
with decreasing well width (see Fig. 57) is a clear hint that
this might be the underlying effect. Those long-range inter-
actions must then consequently have an effect on the overall
value a�xMn�, and a 3D → 2D transition would eventually
result in an increasing parameter a�xMn�, as was observed in
the experiment.
Let us now come back to the first explanation. As already

mentioned, it is very likely that the enhanced p–d exchange
integral may contribute to the enhanced paramagnetism.
This has been suggested already in [460]. The quantum con-
finement effect shifts the p-states to lower energies, and
the better energetic overlap between the p-states and the
d-states leads to the increasing p–d hybridization. This is
in good agreement with the semiempirical tight-binding cal-
culations of Larson et al. [120], where the valence band
exchange integral has been determined to be

N0: = −32V 2
pd

[
�E3d + Ueff − Ev�

−1 + �Ev − E3d�
−1] (59)

where Vpd is the hybridization parameter and Ueff is the
electron–electron interaction term of the Hubbard form.
As a rather intra-atomic property of manganese, Ueff is
not expected to change appreciably. So it is obvious from
Eq. (59) that the hybridization parameter Vpd (mainly
dependent on the Mn–anion distance) and the energy sepa-
ration of the valence band edge and the 3d levels Ev − E3d
determine the exchange integral N0:. In our opinion, it is
not clear currently which effect is the dominant one. It is
very likely, however, that each plays a role.
It must be mentioned that there are more experimen-

tal results which seem to be in contradiction to the second
effect and make the whole situation even more puzzling.
In a very recent paper Yasuhira et al. [461] made a simi-
lar analysis of the photoluminescence Zeeman shift of mag-
netic (Cd,Mn)Te QWs between (Cd,Mg)Te barriers. They
described the Zeeman shift by a reduction factor which
accounts for the penetration into the nonmagnetic barriers
of the electrons and holes, respectively. This description is
physically equivalent to the calculation done in [442]. Nev-
ertheless, Yasuhira et al. [461] needed a second reduction
factor which accounts for the dimensionality effect. This
reduction factor varies from about 0.95 for 114-nm QWs
down to about 0.75 for 2.8-nm QWs. In contrast to this, the
exchange integral Jnn, which was estimated from the mag-
netization steps, did not show any well width dependence.
The authors ascribed this discrepancy to the fact that Jnn is
based on a rather local interaction, and a larger range of
k values may influence the exchange integral, whereas for
N0: a rather limited k range comes into play. This expla-
nation is based on a theoretical calculation of Bhattacharjee
[462], who studied the Zeeman splitting at reduced dimen-
sions in the framework of an effective mass approximation
for the confined states and the wave vector dependence of

the s,p–d exchange interaction parameters in bulk diluted
magnetic semiconductors. Bhattacharjee could show that
the wave vector dependence of the s�p–d exchange inter-
action parameters leads to a dimensionality effect. Mackh
et al. [463] studied QWs of (Cd,Mn)Te/(Cd,Mn,Mg)Te with
a substantial band offset but only a small discontinuity in
the fractional Mn concentration across the interfaces. The
assumption was that there is no discontinuity in the s�p–d
or d–d exchange interactions. The giant Zeeman splitting of
the heavy hole excitons was found, however, to be reduced
with respect to the bulk by a factor which depends on the
(Cd,Mn)Te well width. A minimum of about 0.9 at a well
width of 4.5 nm was reported. In the aforementioned paper,
Bhattacharjee calculated an effect which was much smaller
than these experimental findings, but the minimum could be
shown to be in qualitative agreement with the experimental
data. In a recent paper Merkulov et al. [464] studied a sam-
ple similar to that used by Mackh et al. [463] by spin-flip
Raman scattering and found a strong reduction of the s–d
exchange integral by 25%. As a responsible mechanism they
suggested again the kinetic exchange term of the conduction
band electrons with finite momentum. They could achieve a
quantitative agreement between the experimental data and
the calculations.
There are not many experimental results on samples with

further reduced dimensions, (e.g., QWRs or QDs). Recently
Chen et al. [298] studied the magneto-photoluminescence of
mesa-shaped (Cd,Mn)Te/(Cd,Mg)Te QWRs. The Zeeman
shift of the excitonic photoluminescence from the mesas in
a magnetic field was significantly decreased compared with
a similar QW. The wire width, however, was about 70 nm,
and therefore no lateral confinement effect was observed.
Because of the relaxation of the (Cd,Mn)Te well inside the
wire compared with the compressive strained QW, a red shift
was seen. The relaxation is accompanied by an increase of
the Mn–anion distance, and, therefore, as has been men-
tioned, the p–d exchange parameter in Eq. (59) should
be reduced, which inevitably explains the reduced Zeeman
shift.
Feltin et al. [465, 466] reported recently on the magnetic

properties of (Cd,Mn)S nanoparticles of diameters in the
range 1.8–4 nm and various concentrations in the range
0 < xMn < 0
25. The authors fitted the Zeeman shifts with
a modified Brillouin function and found that the effective
spin Seff (which is based on the nomenclature used in this
review, Seff = a�xMn� · S� is smaller in the nanoparticles
than in bulk samples. The authors concluded that the num-
ber of spin-correlated clusters is higher in the nanocrystals,
which should be due to a stronger Mn2+–Mn2+ interaction
in the dots compared with bulk. The stronger interaction
was directly derived from increasing ESR linewidth with
decreasing cluster size, at the same Mn concentration. It
was not discussed, however, how much the ESR linewidth
is broadened because of the increasing fluctuation of the
Mn concentration with decreasing dot sizes. Furthermore,
the authors did not take into account that an increasing d–
d interaction, which is the basis for a stronger coupling, is
based on or is, at least, correlated with an increase in the
p–d exchange interaction, which was assumed to be con-
stant. On the basis of the above-mentioned semiempirical
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tight-binding calculations of Larson et al. [120], the d–d
exchange integral has been determined to be

Jdd�Rij� ∝ −2V 4
pd

[
U−1eff �Ev − E3d − Ueff�

−2

− �Ev − E3d − Ueff�
−3] (60)

In a comparison of Eqs. (59) and (60), the correla-
tion between the superexchange interaction and the p–d
exchange integral is obvious. This would partly relax, how-
ever, the interpretation of the authors where an unchanged
p–d exchange integral N0: was used. The Zeeman shift and
splitting (see Eqs. (26) and (27)) are determined, however,
by the product of N0: and Seff , as ;E ∝ a�xMn� · S · xMn ·
N0�9 − :�. Thus, a different interpretation might be pos-
sible, which is based on a reduced s,p–d exchange inter-
action integral similar to the results discussed above. But
even a second effect must be taken into account. All of the
interpretations are based on the assumption of a random
distribution of the Mn ions. A deviation of the random dis-
tribution (e.g., a higher probability to form clusters) would
immediately lead to a similar reduction of the effective spin.
As already mentioned, there have been several reports of
the correlation of preparation parameters and the probabil-
ity of an enhanced segregation or enhanced clustering. This
actually opens up a Pandora’s box, and an interpretation is
impossible without exact knowledge of the real distribution
of the magnetic ions.
Summarizing all of the present information, it is not easy

to find the way out of this apparently puzzling situation.
Further experimental work is needed to definitely deter-
mine whether the s–d and p–d exchange integrals exhibit a
dimensional dependence.

4.2.3. Magneto-Optical Anisotropy
A particular problem one faces in semiconductor nano-
structures is the change of symmetry due to the reduced
dimensions. The symmetry reduction of QW layers is caused
by the two-dimensional character of the layer or by the lat-
tice mismatch induced strain. For example, for zincblende
structures the symmetry is reduced from Oh for bulk
(neglecting the lack of inversion symmetry) to D2d for a
[001] QW. As a consequence of the reduced symmetry, the
zone center heavy hole and light hole valence band states
split. In most II–VI and IV–VI DMS heterostructures, in
contrast to most nonmagnetic heterostructures, the zero-
field splitting between light and heavy holes (which is on
the order of tens of meV) is comparable to the giant Zee-
man splittings. As both perturbations of the band structure
(induced by the reduced dimensions or strain and by the
magnetic field) are of the same order of magnitude and
may have different quantization directions, a competition
between the two occurs. This leads to a mixing of the valence
band states, and, hence, a magneto-optical anisotropy of the
excitonic transition energies occurs, which has been reported
by various authors [394, 467–470, 511]. It is worth noting that
a magneto-optical anisotropy is also observed in hexagonal
bulk DMS, in which the c axis is the symmetry axis. This was
demonstrated for (Cd,Mn)Se [194], (Cd,Fe)Se [215], and
(Cd,Mn)S [215]. The energies and transition probabilities
for wurtzite DMS have been calculated by Gubarev [471].

In the case of two-dimensional nanostructures, made of
DMS of cubic symmetry in the bulk, different Zeeman split-
tings can be observed for orientations of the magnetic field
either parallel or perpendicular to the symmetry axis of the
heterostructure. In Figure 58 a typical splitting pattern is
depicted, which was obtained by reflection spectroscopy of
the excitons of a (Cd,Mn)Te layer constrained to the lat-
tice constant of CdTe. Because of the tensile strain the lh
exciton is lower in energy than the hh state. It is interest-
ing to note that the hh splitting, which is strongest in the
Faraday configuration with the magnetic field parallel to the
observation direction, is almost zero at very low magnetic
field strengths in the Voigt configuration with the field in the
plane of the sample and perpendicular to the observation
direction. The splitting of the lh is enhanced, however, in the
Voigt configuration compared with the Faraday configura-
tion. Another important feature is the anticrossing behavior
of the states in the Voigt configuration. From the latter fact
we can conclude that a coupling of the states should explain
this surprising effect.
Peyla et al. [468] explained the splitting pattern in the

Voigt configuration by the anisotropy of the band structure,
which causes a coupling of lh and hh states of finite momen-
tum. A theoretical approach was given by Suisky et al. [394]
and Stirner et al. [393], where the lh–hh coupling is medi-
ated by the magnetic field itself. This effect is common for
all zincblende semiconductors with reduced symmetry but
is strongly enhanced in diluted magnetic semiconductors by
the s�p–d exchange interaction. Whereas the Zeeman split-
ting of the conduction band is isotropic and independent of
the field orientation, the valence band splitting can be cal-
culated by the matrix

Hv
mag =




3
2B N 0 0

N∗ 1
2B O 0

0 O∗ − 1
2B N

0 0 N∗ − 3
2B


 (61)

Figure 58. Magneto-optical anisotropy in a strained (Cd,Mn)Te layer
observed by reflection spectroscopy (xMn = 0
21� T = 2 K). Experimen-
tal points: �, Faraday configuration; ©, Voigt configuration. 4±� 4 , and
> indicate the polarization of the light with respect to the magnetic
field direction. Reprinted with permission from [511], O. Goede et al.,
Phys. Stat. Sol. B 166, 531 (1991). © 1991, Wiley-VCH Verlag, Berlin.
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with

O = i�Gv
x +Gv

y�� N = i

√
3
2

O� B = Gv
z (62)

and

�Gv
x�G

v
y�G

v
z� = a · x · B5/2 ·

�B∣∣ �B∣∣ (63)

As has been shown in [394], the formalism enables the cal-
culation for all of the orientations of the magnetic field and
is not restricted to the preferential Faraday and Voigt con-
figurations. Using the transfer matrix method in the frame-
work of the envelope function approximation, the authors
were even able to calculate the magneto-optical anisotropy
of any QW structure. Recently, Klar et al. [438, 530] demon-
strated that there is a magneto-optical anisotropy not only
of the transition energies, but also of the linewidth of exci-
tonic transitions and the energy transfer from the excitonic
states into the Mn-subsystem in (Zn,Cd,Mn)Se samples.

4.3. Spontaneous Magnetization of Magnetic
Semiconductor Nanostructures

In a paper by Mermin and Wagner [472] in 1966 it was
shown mathematically that in one- and two-dimensional
magnetic systems of the Heisenberg type no spontaneous
phase transition into a magnetically ordered ferromagnetic
or antiferromagnetic state is possible. This theorem can be
proved even for different models like the Hubbard model,
the sf model, or the XY model. It is noteworthy, however,
that the theorem is not proved for T = 0 K. According to
the spin-wave theory for the Heisenberg model, the num-
ber of excited spin waves at finite temperatures diverges in
one- and two-dimensional systems. This implies that a phase
transition from the paramagnetic state to the ordered state
does not occur. The Mermin–Wagner theorem is strictly
based, however, on an isotropic system. Any anisotropy may
break this strong theorem, and a transition to a magnetically
ordered state becomes possible.
Relativistic corrections which break the rotational invari-

ance with respect to the spin quantization axis are the
dipole–dipole interaction and the spin–orbit coupling. In a
bulk crystal this will result in a shape anisotropy (entirely
based on dipole–dipole interaction) and in magnetocrys-
talline anisotropy (based on spin–orbit coupling). As was
pointed out by Néel in 1954 [473], atoms near an inter-
face have a different environment compared with bulk
atoms, and this gives additional contributions to the mag-
netic anisotropy, which may be especially relevant for nano-
structures with large interfaces or surfaces. Another source
of anisotropy is the strain of epitaxially grown layers. Unfor-
tunately less is known about the influence of the two-
dimensional strain on spin–orbit coupling as the source for
magnetic anisotropy. This may differ considerably for the
various systems. Two remarks are important. First, all of
the anisotropy terms are orders of magnitude smaller than
the exchange interaction terms, as the former arise from rel-
ativistic corrections. Second, the anisotropy terms are effec-
tive mainly in the case of ferromagnetic samples. In the
case of antiferromagnetic samples, which is the majority of
magnetic semiconductors, the relevance is not obvious. The
shape anisotropy, for example, is negligible anyway.

In the following we survey the present knowledge of
the magnetic behavior of magnetic semiconductors, which
are known to be a good approximation of Heisenberg-
type systems as bulk samples. We consider the magnetic
properties by the reduction of geometrical extensions of
the magnetic semiconductors toward two-dimensional sys-
tems (Section 4.3.1) and one- or zero-dimensional systems
(Section 4.3.3). In Section 4.3.2 we focus on a subject of
very recent interest, namely the interlayer coupling of mag-
netic semiconductors across diamagnetic semiconductors.
Whereas in metallic systems, where free carriers are always
present, the coupling between ferromagnetic layers across
diamagnetic metals can be explained either by the RKKY
model or by the quantum state model, a respective expla-
nation for semiconductor systems is not yet given. We shall
concentrate mainly on the present experimental knowledge.

4.3.1. Two-Dimensional Systems
There are several crystals which have naturally two-
dimensional ferromagnetic and antiferromagnetic layers
(e.g., K2CuF4, CrBr3, Rb2MnF4, etc.). These are nonarti-
ficial magnetic nanostructures and thus are not a subject
of this review, but why they show spontaneous magnetiza-
tion is, of course, an interesting question. The answer is:
A strong anisotropy is responsible for the magnetic phase
transition taking place in these quasi-2D systems. The sit-
uation is not clear in the case of material systems, which
are highly isotropic in the 3D case, like the zincblende mag-
netic semiconductors. Those systems can be well described
by an isotropic Heisenberg Hamiltonian. There are some
reports of the absence of a phase transition from a para-
magnetic state to an ordered magnetic state or to a spin-
glass state for thin layers of magnetic semiconductors [51,
53, 474–476]. In the following we want to address the
paramagnetic–antiferromagnetic, the paramagnetic–spin-
glass, and the paramagnetic–ferromagnetic phase transi-
tions. Finally, carrier-induced ferromagnetism in (II,Mn)VI
QWs, a somewhat related phenomenon, is discussed.

Paramagnetic–Antiferromagnetic Phase Transition
Let us consider antiferromagnetic MnSe as an example.
Bulk MnSe is thermodynamically stable in the octahedral
coordination (rock salt) and exhibits an fcc-type II anti-
ferromagnet phase transition with a Néel temperature of
about 120 K (see Section 2, Table 2). Zincblende MnSe
could be prepared as thin polycrystalline films by thermal
evaporation on glass or quartz substrates with substrate
temperatures Ts < 50 K. The Néel temperature of those
unstable tetrahedrally coordinated zincblende (fcc-type III)
MnSe films was found to be about 70 K [51]. However,
highly crystalline material can only be obtained by a stabi-
lized MBE growth method (described in Section 3.1.1) as
layers of only a few monolayers in ZnSe/MnSe superlattices.
Such ultrathin zincblende MnSe layers seem to exhibit
paramagnetic behavior down to the lowest temperatures.
This has been shown, for example, by Kolodziejski et al.
[53, 474] by means of Zeeman measurements of such
MnSe/ZnSe QW structures. The authors reported no shift
of the ZnSe excitonic photoluminescence for dMnSe > 3 nm.
This was interpreted as evidence that the MnSe layers are
in the antiferromagnetic state. For ultrathin MnSe layers
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with dMnSe ≤ 1 nm, however, a peak shift based on the
s�p–d exchange interaction between the ZnSe band states
and the magnetic moments of the MnSe layers was found,
which is clear evidence of the paramagnetic giant Zeeman
effect.
From neutron diffraction studies of zinc-blende

MnSe/ZnSe superlattices, Klosowski et al. [261] reported
an antiferromagnetic phase transition at 70 K even for 3
monolayers only of MnSe. The reported phase transition
temperature of thicker layers of MnSe was TN = �107±5� K.
The high Neél-temperature is however an indication for
fractional phase transitions into the stable rocksalt structure
with TN = 120 K.
Prechtl et al. performed a similar magneto-PLE experi-

ment on a CdTe/(Cd,Mg)Te QW structure grown on a (001)
Cd0
96Zn0
04Te substrate with a single monolayer of MnTe
in the center of the CdTe layer to study the paramagnetic–
antiferromagnetic phase transition of the MnTe layer
[477, 532]. In the temperature dependences of the inverse
Zeeman splitting as well as the linewidth of the PLE bands,
the authors observed a kink and a peak, respectively, at a
temperature of 50 K. This temperature value is assigned to
the Néel temperature. In a later publication, the same group
presented results on fractional MnTe monolayers embedded
in nonmagnetic QWs. For half of a MnTe monolayer and
for a quarter of a MnTe monolayer of MnTe they found
critical temperatures of 34 K and 13 K, respectively [478].
In particular, in the case of the fractional layers it is not
clear whether the observed effect really is an indication of a
paramagnetic–antiferromagnetic phase transition or rather
of a paramagnetic–spin-glass transition.
An alternative but very sensitive optical method for the

study of the magnetic phase transition from the param-
agnetic to the antiferromagnetic state is the detection of
energy shifts of the internal Mn2+ transitions below the
Néel temperature. This method can only be applied for wide
bandgap semiconductors, where the internal Mn2+ (3d5)
transitions are observable. Those shifts of the internal transi-
tions below the Néel temperature have been reported earlier
for bulk samples of MnS, (Cd,Mn)S [479, 480], and MnO
[481]. It was reported in [51] that with this method MnSe-
MBE layers of up to 3 nm did not show clear hints of a phase
transition down to a temperature of 1.6 K. In Figure 59 are
depicted the energy positions of the Mn2+ (3d5) internal
transitions (6A1→ 4A1, 4E, 6A1→ 4T2) in bulk MnSe, mea-
sured by photoluminescence excitation spectroscopy. The
photoluminescence was detected on the yellow manganese
luminescence band (4T1 → 6A1). An almost steplike shift is
seen, which occurs just below the indicated Néel tempera-
tures of about 120 K for the MnSeoct in the rock salt struc-
ture and about 70 K for the polycrystalline MnSetetr thin
film of about 5 �m in the zincblende modification. The Néel
temperatures for these bulk samples have been measured by
EPR. The determination of TN by EPR is very accurate. The
method is based on the linewidth divergence of the Mn2+

EPR line due to the corresponding decrease in the spin-spin
relaxation time [482], which is correlated with the divergence
of the correlation length.
The successive spin-ordering below the spin freezing tem-

perature leads to an energy relaxation of the various inter-
nal Mn2+ (3d5) states and subsequently to the shift of the

excitation bands, which is depicted in Figure 59. No such
steplike behavior was found for MBE layers with thicknesses
up to 4 nm. In Figure 59 the measured Mn2+ (3d5) internal
transitions (4A1, 4E → 6A1, 4T2 → 6A1) for a MnSe/ZnSe
superlattice with a MnSe layer thickness of 6 nm are also
shown. Again no clear evidence for a magnetic phase tran-
sition down to the lowest temperatures is seen. However, it
should be mentioned that a partially structural phase transi-
tion has been observed in samples in which the MnSe layers
exceed a critical thickness of about 5 nm. From absorption
measurements it has been concluded that about 60% of the
MnSe layer exhibits the zincblende structure, whereas about
40% changes into the stable rock salt phase. It was not clear
whether a grainlike separation took place or rather com-
plete monolayers transform. In summary, it can be stated
that zincblende MnSe layers with thicknesses of ≤4 nm do
not show any clear and convincing indications of a magnetic
phase transition.
In the following we want to examine briefly the physical

reason for the energy shift of the excitation bands below
the Néel temperature. The energy relaxation of the var-
ious states can be estimated again in the framework of
an isotropic Heisenberg Hamiltonian describing the d–p–
d superexchange interaction in zincblende MnSe (see also
Section 2.3),

H = −∑
i� j

JijSiSj (64)

Including only the nearest neighbor (nn) and next near-
est neighbor (nnn) interaction by Jnn and Jnnn, respectively
(Jnn� Jnnn < 0), the exchange interaction induced relaxation
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Figure 59. Energy positions of the Mn2+ (3d5) internal transitions in
bulk MnSe and in MnSe/ZnSe superlattices as a function of tempera-
ture. For quasi-bulk-like structures a shift to higher energies below the
Néel temperature is observable, which disappears for quasi-2D layers.



Magnetic Semiconductor Nanostructures 883

E�T � per Mn2+ ion is then obtained in a mean-field approx-
imation (MFA),

E�T � = 
Hi=1� = −
∑
j

J1j
〈
Sz

1

〉〈
Sz

j

〉

= −〈
Sz

1

〉[
Jnn

∑
nn

〈
Sz
j

〉+ Jnnn
∑
nnn

〈
Sz
j

〉]
(65)

As fluctuation effects are neglected in the MFA one obtains
E�T ≥ TN� = 0 and a complete antiferromagnetic spin
ordering at T = 0, corresponding to an fcc-type II and an
fcc-type III spin superlattice in the cases of RS and ZB,
respectively. To apply Eq. (65) to the zincblende and rock
salt MnSe of Figure 59, one has to sum over the given spin-
up and spin-down states of the nearest neighbor and next
nearest neighbor shells. For a Mn2+ ion in the ground state
(S = 5/2) this leads to

Eg�0� =
{
6JnnnS2 for MnSeRS

�4Jnn − 2Jnnn�S2 for MnSeZB
�S = 5/2�

�66a�

�66b�

At sufficiently low excitation densities an excited (single)
Mn2+ ion can be assumed to be placed in an unchanged
mean spin field of neighboring Mn2+ ions. For the spin-
ordering-induced energy relaxation Eex�0� of such an excited
Mn2+ ion in one of the lowest energy (quartet) states (S ′ =
3/2) one derives

Eex�0�

=


6J ex

nnnSS
′ for MnSeRS

�4J ex
nn−2J ex

nnn�SS
′ for MnSeZB

�S=5/2�S ′ =3/2� �67a�

�67b�

where J ex
nn � J

ex
nnn denote the various exchange interaction

parameters between the considered excited Mn2+ ion and an
nn or nnn Mn2+ ion in the ground state. The measured total
spin-ordering-induced shift of the various excitation peaks,
;E�0� = �Eex − Eg�T=0 − �Eex − Eg�TN , is then given by

;E�0� = Eex�0�− Eg�0� (68)

The otherwise hardly accessible exchange parameters for the
excited Mn2+ states can now be obtained from Eq. (68). For
the Mn2+ ground state we use the exchange parameter of
MnSeRS� Jnnn/kB = −12
8 K [22]. For the zincblende mod-
ification the value for the exchange integral Jnn/kB varies
between −8
1 and −9
9 K [22]. Using a mean value for
MnSeZB� Jnn/kB ≈ −9 K, and assuming �Jnnn� � �Jnn� (which
is a good approximation for the zincblende antiferromag-
nets), one can deduce from Eqs. (66) and (67) that J ex

nnn/kB =
+14
8 K for the 4T2 state of the octahedrally coordinated
MnSe. For zincblende MnSe one obtains J ex

nn/kB = +4
3 K
for the 4T2 and J ex

nn/kB = +1
8 K for the 4A1, 4E state. It
is an important result that the exchange integrals of the
excited states show a significant trend toward a ferromag-
netic coupling. The same tendency was already reported for
MnS [479]. The excited state for the spin-flipped electron is
a rather delocalized state. The remaining localized core is
then rather a S = 4/2 state, which now explains the tendency
to show a ferromagnetic p–d coupling, as already explained

in more detail in Section 2.4, and, consequently, a ferromag-
netic superexchange coupling to the nearest neighbor Mn2+

ions in the ground state with S = 5/2. It is important to
note that even in the case of an ideal two-dimensional layer
a shift of the internal transition is expected. For a (001)
plane of the zincblende lattice with �Jnnn� < �Jnn� the mag-
netic ordering is a two-dimensional cubic lattice with anti-
ferromagnetic ordering of type I. This means that all four
nn ions are aligned antiparallel, but the four nnn ions are
aligned parallel. Proceeding in the same fashion as for bulk
(see Eqs. (66), (67), and (68)), one obtains the following
nonzero energy shift of the internal 3d transitions at the
paramagnetic–antiferromagnetic phase transition for the 2D
case:

;E�0�=Eex�0�−Eg�0�=4�J ex
nn−J ex

nnn�SS
′ −4�Jnn−Jnnn�S2

(69)

The high quantum efficiency of the internal transitions per-
mits a measurement down to the smallest sample sizes,
which is a big advantage over other methods like neutron
diffraction or magnetic susceptibility measurements. Finally
we want to discuss the temperature dependence of the peak
shift, which exhibits a typical Brillouin-like behavior. The
temperature dependence of the spin-ordering-induced peak
shifts can be described again in MFA. This will be shown for
MnSeRS as an example. In the case of fcc-type II antiferro-
magnetic spin-ordering it is

〈
Sz
1

〉 = S1BS1

(
12S1Jnnn

〈
Sz
nnn

〉
kBT

)
(70)

BS1
is the Brillouin function. For the central Mn2+ ion in the

ground state (S1 = 5/2) it is
〈
Sz
1

〉
g
= −〈

Sz
nnn

〉
g
= S ·m�T � > 0 (71)

Here m�T � is the spin-ordering parameter. According to
Eq. (70) m�T � is implicitly given by the self-consistency
condition

m�T � = BS

(
3S

S + 1
TN
T

m�T �

)
(72)

where the MFA expression for the Néel temperature kBTN =
4�Jnnn�S�S + 1� is used. According to Eq. (65) it follows that

Eg�T � = 6JnnnS
2m2�T � (73)

For the central ion considered it follows for the excited
(quartet) state that

Eex�T � = 6J ex
nnnS

2m�T �
〈
Sz
1

〉
ex (74)

with

〈
Sz
1

〉
ex = S ′BS′

(
3S ′

S + 1
J ex
nnn

Jnnn

TN
T

m�T �

)
(75)

The calculated curve ;E = Eex�T � − Eg�T � is represented
by the dashed line in Figure 59. It is seen that the tempera-
ture dependence can be well described by Eq. (75).
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Paramagnetic–Spin-Glass Phase Transition For spin-
glass systems based on metallic alloys, it is known that the
spin-glass (sg) freezing temperature decreases with decreas-
ing layer thickness, but the sg phase survived down to mono-
layer thicknesses [483–485].
Awschalom et al. [475, 476] studied the sg transition in

(111)-oriented Cd0
8Mn0
2Te layers of different thicknesses
grown by MBE. They reported that no sg phase was observ-
able down to the lowest temperatures for layers with thick-
nesses of 2 nm and smaller. This rather surprising result was
drawn from ac magnetic susceptibility measurements versus
temperature. A distinct kink was observable for d = 8
6 nm
at about 3.8 K. Even for a layer thickness of 4 nm a sg freez-
ing temperature of about 3.8 K was found, which equals the
value of an 8.6-nm sample and is almost the sg transition
temperature known from the bulk Cd0
8Mn0
2Te. For a 2-nm
sample no distinct kink, but a hysteresis effect of the ac sus-
ceptibility versus temperature was seen.
Sawicki et al. [117] carried out similar studies on (100)

oriented Cd0
5Mn0
5Te /CdTe superlattices, where the thick-
ness of the CdTe layer was 5.2 nm for all samples and the
thickness of the Cd0
5Mn0
5Te layer was varied between 1.6
and 6.4 nm. The sg freezing temperature was determined
very accurately with thermoremanent magnetization exper-
iments. A sg transition was observed in all specimens. The
freezing temperature seems to depend linearly on the layer
thickness in the range of thicknesses studied. Thus, there
are no signs of a discontinuity below a thickness of 5 nm.
The following values for Tsg were obtained: 6, 11, 14, and
17.5 K for layer thicknesses of 1.6, 3.2, 4.8, and 6.4 nm,
respectively. The value of the 6.2-nm sample was close to
the corresponding bulk value.

Paramagnetic–Ferromagnetic Phase Transition A ser-
ies of multilayer structures of ferromagnetic EuS with
varying layer thicknesses and diamagnetic PbS spacer lay-
ers was grown by Stachow-Wójcik [276] by electron beam
evaporation. In addition to the interesting result of an
antiferromagnetic interlayer coupling, which is discussed
in the next section, they investigated the dependence of
the transition from the paramagnetic to the ferromagnetic
phase. The Curie temperature TC was determined from mag-
netization measurements versus temperature. They deter-
mined a decreasing TC with decreasing EuS layer thickness.
The measured Curie temperatures were somewhat differ-
ent for different orientations and substrates. In the case
of KCl substrates with (100) orientation a quasi-bulk value
(200 monolayers) of TC ≈ 17
3 K was determined. On
(111) BaF2 substrates the quasi-bulk value was found to be
TC ≈ 13
6 K. The discrepancy between these quasi-bulk val-
ues and the known bulk value of EuS should be caused
by strain effects in the EuS layers due to the substrate.
For thin layers (dEuS < 10 monolayers) a systematic reduc-
tion of TC with decreasing layer thickness was measured.
Even for a thickness of just two monolayers a TC = 10 K
for EuS on (100) KCl and TC = 9 K for EuS on (111)
BaF2 were found. From the angle dependence of the fer-
romagnetic resonances a strong anisotropy effect could be
deduced. The reason for the surprisingly strong anisotropy
may be the strain or the shape anisotropy, which is especially
important for ferromagnetic layers but only plays a minor

role for antiferromagnetic samples. Therefore, one can con-
clude that for ferromagnetic semiconductors (even if they
are, as bulk crystals, rather Heisenberg-type ferromagnets)
anisotropy effects (most likely shape anisotropy) lead to a
3D → 2D transition with decreasing but still relatively high
Curie temperatures down to almost 2D layers.
In conclusion, there is no consistent picture concerning

the behavior of the magnetic phase transition in case of
the 3D → 2D crossover. This is not really surprising, how-
ever. Although the magnetic semiconductor systems dis-
cussed in this section are considered to be rather isotropic
Heisenberg-type ferro- or antiferromagnets, the amount of
anisotropy is not really known, but most likely is never really
zero. In particular, the influence of two-dimensional strain
on spin–orbit coupling as one of the most important sources
for magnetic anisotropy is not known and may differ consid-
erably for the various systems.

Carrier-Induced Ferromagnetism As already discussed
in Section 2.3, it is known from IV–VI DMS materials that
it is possible to overcome antiferromagnetic superexchange
coupling by RKKY interaction via free carriers. Use of
this effect in the case of II–VI nanostructures was moti-
vated by a theoretical paper of Dietl et al. [486], who pre-
dicted a paramagnetic–ferromagnetic phase transition for
highly p-doped (II,Mn)VI bulk (p ≈ 1019 to 1020 cm−3) and
modulation-doped heterostructures (p ≈ 1011 to 1012 cm−2)
when the RKKY exchange mechanism dominates over the
Anderson superexchange. Corresponding experiments were
carried out with the use of modulation-doped heterostruc-
tures consisting of an 8-nm Cd1− xMnxTe QW with x varying
between 2 and 4% embedded between Cd0
66Mg0
27Zn0
07Te
barriers [487–490]. The barriers were B-doped with nitrogen.
The doped region in the front barrier is located close to the
QW (spacer thickness 10–20 nm). In addition, both barri-
ers had doped layers 100 nm from the QW. The doping was
such that sheet densities in the QW of 1–3×1011 cm−2 could
be obtained. The authors employed magneto-optical spec-
troscopy to study the phase transition and its dependence on
Mn concentration and hole sheet density. The findings were
as follows: (i) In the absence of an external magnetic field H
and below a characteristic temperature TC, the luminescence
of the QW (excited in energy below the Cd0
66Mg0
27Zn0
07Te
barrier) exhibits a splitting into two bands and a slight red
shift. In addition, the PL decay time increases significantly.
These bands are assigned to the spontaneous spin-splitting
of the band states due to the ferromagnetism. (ii) As TC
is approached from above, the magnetic susceptibility $�T �
diverges at TC. $ can be determined at each temperature in
the paramagnetic regime from the low-field limit of the giant
Zeeman splitting ;E between the 4+ and 4− components
of the heavy-hole QW exciton, with the use of

$ = lim
H→0

g�BN0

�N09−N0:�
(
%�;E�

%H

)
(76)

where g = 2 is the g-factor of the Mn2+ ions, and N09 and
N0: are the s–d and p–d exchange integrals, respectively.
(iii) The behavior described in (i) and (ii) is observed neither
in an undoped sample nor in the modulation-doped samples
under illumination with light in energy above the barriers.
The latter strongly decreases the free hole density in the QW
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by trapping photo-excited holes in the barrier and by partly
neutralizing the remaining holes by photo-excited electrons
from the barriers. The authors interpret these results as evi-
dence of a paramagnetic–ferromagnetic phase transition in
these modulation-doped p-(Cd,Mn)Te/(Cd,Mg,Zn)Te QWs.
The dependence of the Curie temperature on the Mn con-
centration and sheet doping density is in agreement with
the predictions of the mean-field model developed in [486].
The Curie temperatures reported are about 2 K. Further
confirmation that carrier-induced ferromagnetism is possi-
ble in heavily doped wide-gap (II,Mn)VI systems was given
recently by the experiments on p-type (Zn,Mn)Te (see also
Section 2.3) [135–137].

4.3.2. Interlayer Coupling
It is a very interesting effect that an interlayer coupling of
magnetic semiconductors has been observed in a variety of
systems with nonmagnetic spacers [263, 491–494]. In metal-
lic superlattices consisting of ferromagnetic and diamagnetic
layers carrier-assisted mechanisms were discussed as possi-
ble explanations for the ferro- or antiferromagnetic coupling
between the ferromagnetic layers, depending on the thick-
ness of the intermediate layers. In the case of semiconduct-
ing or insulating layers the situation seems to be much more
difficult, as the density of carriers is several orders of mag-
nitude lower than in metals. Although not all results from
semiconductor systems are clearly understood, the experi-
mental facts provide strong evidence that there are specific
mechanisms capable of transferring magnetic information
across thick nonmagnetic layers without the assistance of
mobile carriers.
Two classes of magnetic superlattices with an interlayer

coupling have been studied. One is made of the antiferro-
magnetic layers EuTe and MnTe, and the other is made of
the ferromagnetic layers EuS and (Ga,Mn)As. The appro-
priate research tool for detecting the correlations between
the layers is neutron diffraction. This method, especially
the way to distinguish the ferromagnetic and antiferromag-
netic coupling of the layers, has been described in detail
by Giebultowicz et al. [495]. Pronounced coupling effects
have been reported for the zincblende MnTe across CdTe
or ZnTe layers [263, 491, 492], but the systems behave very
differently. The MnTe layers in CdTe/MnTe superlattices
with a [001] growth axis are under tensile strain. It was
reported by Giebultowicz et al. [496] that a transition from
the commensurate type III antiferromagnetic ordering to a
new phase with a helical structure was observed. The axis of
the spin helix is in-plane, and the helix pitch is incommensu-
rate with the lattice parameter. Neutron diffraction studies
of samples with different CdTe spacer layers show that the
pitch of the helix gradually increases with increasing spacer
thickness from 2 to 14 monolayers, which can be explained
only by assuming a correlation between adjacent layers. In
contrast to CdTe/MnTe superlattices, the MnTe layers are
under compressive strain in the ZnTe/MnTe superlattices.
Lin et al. [492] performed measurements on ZnTe/MnTe
samples with different spacer thicknesses. They found that
the spins in adjacent MnTe layers couple in an in-phase anti-
ferromagnetic structure with identical spin orientations in
all MnTe layers. With increasing temperature the ordering

transforms into an antiphase coupling in which the alternate
MnTe layers have reversed spin directions. For increasing
ZnTe layer thickness, a systematic reduction in the magnetic
correlation range was observed. It was shown by Stumpe
et al. [263] that by Cl doping of ZnTe the correlation range
could be extended from about 22.5 nm (five bilayers) for the
undoped samples to about 45 nm for the Cl-doped samples
at low temperatures (T ≈ 15 K). The individual spacer thick-
nesses were up to 2 nm and have been somewhat shorter
than in CdTe/MnTe.
The largest spacer thicknesses with interlayer interaction

have been reported for the EuTe/PbTe superlattices, where
the interaction could be measured for spacers as thick as
7 nm. The samples have been grown in the [111] direction.
EuTe is an antiferromagnet with an fcc type II ordering. The
spins are aligned in (111) planes, and the planes are anti-
ferromagnetically coupled to one another. An antiferromag-
netic coupling between ferromagnetic layers has also been
observed for (001) EuS/PbS all-semiconductor superlattices
[495]. As mentioned in Section 2.4, EuS is a ferromagnet
with a Curie temperature TC = 16
6 K. The maximum spacer
thickness for which coupling was observed was 2 nm.
For the (Ga,Mn)As/(Al,Ga)As/(Ga,Mn)As trilayer sys-

tem a magnetic interaction between the ferromagnetic
(Ga,Mn)As layers has been reported for spacer thicknesses
of 10 monolayers (about 3 nm) by Ohno [497]. It is inter-
esting to note that the coupling disappeared when the Al
content of the spacer was as high as 29%. Although the con-
clusion of Ohno concerning this result was that the RKKY
interaction may play a role in the interlayer coupling of
those trilayer systems, one has to state that the physical ori-
gin of the interlayer interaction is still an open question. It
is quite clear that the number of free carriers in most of the
presented systems is orders of magnitude too small to be the
reason for a coupling.
There have been some attempts to present a theoretical

approach to the problem. Rusin [498] proposed a model
using “hydrogenic centers,” which might be formed by elec-
trons bound to impurities or defects. Those centers may
have Bohr radii of several nanometers. These centers may
polarize Mn2+ ions at the interface or may couple the polar-
ization between adjacent interfaces, which eventually may
couple the layer polarizations themselves. Blinowski and
Kacman [499] studied the coupling in a three-dimensional
tight-binding model, accounting for the band and magnetic
structure of the constituent superlattice components. They
calculated the spin-dependent part of the total electronic
energy and found for EuS/PbS superlattices as well as for
EuTe/PbTe that the antiferromagnetic coupling is energet-
ically favored. Only recently there were first results of cal-
culations reported which predict the possibility to obtain
an antiferromagnetic coupling of ferromagnetic layers via
virtual conduction band states with self-polarization effects
[500].

4.3.3. One- and Zero-Dimensional Systems
There has not been much work reported to date concern-
ing the question of magnetic phase transitions in magnetic
semiconductor QWRs and QDs. We discuss the present
results in the next two paragraphs. In the third para-
graph we briefly mention the hybrid system consisting
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of a paramagnetic (Ga,Mn)As matrix and ferromagnetic
Mn(Ga)As dots. A somewhat different aspect, namely the
formation of magnetic polarons in QDs, is discussed in the
fourth paragraph.

Paramagnetic–Antiferromagnetic Phase Transition
Brieler et al. [305] and Chen et al. reported MnS and MnSe
QWRs with diameters of <3 nm in silica matrices [306].
Template-directed growth is described in Section 3.2.3. Bulk
samples of zincblende MnS and MnSe are known to be
antiferromagnets of the fcc type III with Néel temperatures
of 100 K and 70 K, respectively (see Table 2). Even the
stable rock salt modification exhibits antiferromagnetism
with Néel temperatures of about 150 K. Brieler and
co-workers [305] and Chen and co-workers [306] used EPR
measurements to study the phase transition of QWRs. In
bulk samples, the linewidth ;H of the EPR signal diverges
at the Néel temperature when approaching it from higher
temperatures, as can be seen in the top graph of Figure 60.
In contrast, ;H of the EPR signal of the corresponding
wire samples does not diverge down to the lowest achievable
temperatures of about 1.6 K, as shown in the bottom graph
of Figure 60. Thus, no phase transition was observed, for
either MnS or MnSe wire samples. It is worth noting that
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Figure 60. EPR linewidth as a function of temperature for MnSe and
MnS bulk samples (top graph) and MnSe and MnS quantum wires
(bottom graph). A suppression of the paramagnetic–antiferromagnetic
phase transition in MnSe and MnS wires with diameters of about d =
3 nm is seen.

both the linewidth ;H , as well as the Curie–Weiss param-
eters ? derived from inverse plots of the EPR intensity as
a function of temperature, is about one order of magnitude
smaller in the wires compared with bulk. This indicates that
the antiferromagnetic coupling between the Mn2+ spins in
the samples is strongly suppressed because of the reduced
dimensions of the nanowires.

Paramagnetic–Spin-Glass Phase Transition He et al.
studied the magnetic properties of rf-sputtered Cd1− xMnxTe
with x = 0
5 and 0.6 and with grain sizes ranging from 80
to 100 nm [501, 502]. They deduced Curie–Weiss parame-
ters ? = 11 and 13 K from plots of the inverse suscepti-
bility $�T �−1 ∝ �T + ?� for x = 0
5 and 0.6, respectively.
The ? values are considerably reduced compared with bulk
(e.g., Oseroff et al. reported ? values of 310 K and 350 K for
bulk Cd0
47Mn0
53Te and Cd0
4Mn0
6Te [503]). Nevertheless,
a paramagnetic–spin-glass transition was still observable for
these relatively large clusters. It manifested itself as a cusp in
the susceptibility when the samples were zero-field cooled.
Surprisingly, the values Tsg = 14 K and 17 K observed for the
nanoclusters with x = 0
5 and 0.6, respectively, are approx-
imately the same as the corresponding bulk values (see, for
example, [132, 504]).
Bandaranayke et al. [353] reported SQUID measure-

ments of (Cd,Mn)S ultrafine particles. They reported a size
and field dependence of the spin-glass transition. The sus-
ceptibility was measured versus temperature for Cd0
5Mn0
5S
particles of different size. They found a decreasing freezing
temperature Tsg with decreasing particle size. The measured
bulk value was Tsg = 18 K, but Tsg = 15
5 K and Tsg = 14 K
were found for mean dot diameters of d = 50 nm and d =
16 nm, respectively. The important observation was, how-
ever, the absence of a cusp for small particles with a mean
size of d < 3 nm.
Chen et al. [306] studied Cd1− xMnxS QWR sam-

ples with x ≤ 0
2 and Cd1− xMnxSe with x ≤ 0
3 and
with lateral dimensions smaller than 3 nm by EPR and
SQUID measurements. The samples showed no sign of
a paramagnetic–spin-glass phase transition in the temper-
ature range studied, that is, down to 1.8 K in the case
of the (Cd,Mn)S QWRs and down to 4 K in the case
of the (Cd,Mn)Se QWRs. The ? values obtained by ana-
lyzing the SQUID and EPR data increase with increasing
Mn content. Again, the ? values are more than an order
of magnitude smaller than for corresponding bulk samples.
The results lead to the conclusion that the antiferromag-
netic coupling between the Mn2+ spins in the samples is
strongly suppressed because of the reduced dimensions of
the nanowires.

Ferromagnetic Mn(Ga)As dots Hybrid ferromagnet-
semiconductor structures have received considerable
attention because they may provide various spin-dependent
applications. An interesting subclass are ferromagnetic
dots embedded in a semiconducting matrix. As already
mentioned in section 3.1.2 the Mn(Ga)As dots fit almost
perfectly into the (Ga,Mn)As matrix with their c-axes
along the GaAs [111] direction. The Curie temperature
reported for the clusters is 330 K [84, 219, 343]. From
energy dispersive X-ray analysis (EDX) it is known that
there is a certain amount of Ga in the MnAs dots. From
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high-resolution TEM we know that all the Ga-ions which
are present in our MnAs-dots are on lattice site. The reason
for the higher Curie-temperature is the tensile strain inside
the MnAs dots, which are not entirely lattice-matched to
the (Ga,Mn)As matrix. The pressure coefficient of TC has
been found to be negative for MnAs with NiAs-structure
[506]. At room temperature the c-axes of MnAs is 0.571 nm.
The basal plane distance d = 0
2855 nm is therefore much
smaller, than the distance dGaAs = 0
3262 nm of the (111)
planes of GaAs at room temperature. The incorporation
of Mn into the GaAs matrix might even enhance this
difference. Consequently it means that the tensile strain,
which enhances TC , dominates over the size effects, which
alone should reduce TC . If the size of the dots is as low as
about 6 nm they show superparamagnetic behavior with a
blocking temperature of about 200 K [125]. With increasing
dot size the blocking temperature increases further and was
about 270 K for 13 nm diameters of the MnAs nanoclusters.
Hartmann et al. [507] performed ferromagnetic resonance
studies of Mn(Ga)As dots with diameters varying between
50 and 100 nm in a semiconducting (Ga,Mn)As matrix. The
authors observed an abrupt reduction of the ferromagnetic
resonance field at about 290 K. The Curie temperature of
the dots was again 330 K. The abrupt change of the reso-
nance field might be ascribed to the blocking temperature
for larger dots.
Using annealing temperatures of 750 K to cause MnAs

precipitation in low temperature grown (Ga,Mn)As, hybrid
material with Curie temperatures up to 360 K was obtained
by Wellmann et al. [343]. These Curie temperatures are
well above that of TC = 318 K of bulk MnAs. It is known,
however, that TC of MnGa precipitations in GaAs is about
400 K. Thus, the very high TC found by Wellmann et al. [343]
is most likely due to additional MnGa precipitations. For
metallic particles it is established, that the Curie tempera-
ture is strongly size dependent, but decreases as the particle
volume is reduced. The reduction is an obvious consequence
of finite size and surface effects [505].
Other hybrid structures consisting of ferromagnetic inclu-

sions in a semiconducting matrix are currently under study.
Park et al. [508] reported about nanoscale Mn11Ge8 fer-
romagnetic clusters in a MnxGe1−x dilute magnetic matrix
and Theodoropoulou et al. [509] studied ferromagnetic
(Ga,Mn)N platelets in GaN:Mn.

Magnetic Polarons in Quantum Dots The formation
of magnetic polarons is basically not a special issue of
nanostructures. There is, however, an interesting fact which
makes the magnetic polarons in QDs of diluted magnetic
semiconductors interesting and may open up new device
applications. For ZnSe :Mn dots [359] and CdS :Mn dots
[510] it was reported that there is a zero-field splitting which
is caused by the presence of Mn2+ ions in the nanocrystals.
The splitting is caused by the polaron effect, with the unique
situation of just one polaron per dot. Unfortunately, the
splitting cannot be observed on an ensemble of nanocrys-
tals at zero field since the dot spins are randomly oriented.
Nevertheless, at a modest external magnetic field this split-
ting can be revealed, as the dots align like micromagnets in
an external field. The method of investigation is, therefore,
single-dot spectroscopy as used by Maksimov et al. [512] on

(Cd,Mn)Te dots in a (Cd,Mg)Te matrix and Bacher et al. on
CdSe dots in a (Zn,Mn)Se matrix [513]. They could show
that the alignment of the spins inside the magnetic polaron
volume leads to a strong line narrowing.
The interesting aspect concerning the DMS dots is the

opportunity to align the Mn spins inside a dot by optical
excitation via the polaron effect, without applying an exter-
nal magnetic field. It is likely that even after the annihilation
of the electron hole pair this alignment may persist, since
the Mn spin relaxation time is much longer. This means that
the dot carries information on a time scale much longer than
the carrier lifetime and could be read out by a probe beam
even after a delay. This is essentially the basic principle of a
magneto-optical memory on a semiconductor basis.

5. CONCLUDING REMARKS
AND OUTLOOK

In this review, we have addressed fundamental prop-
erties of diluted magnetic and magnetic semiconductor
nanostructures. The emphasis was on the magnetic proper-
ties and phenomena specific to these structures (which do
not occur in “non-magnetic” semiconductor nanostructures)
rather than on applications. We intended to compile the cur-
rent knowledge in the field. During this process it became
obvious that the properties of two-dimensional structures
are currently much better understood than those of one-
and zero-dimensional structures. On the one hand, this is
due to the high quality of state-of-the-art layered structures
obtained by MOVPE and MBE, which can be grown with
monolayer precision. So far, there is no fabrication tech-
nique for QWRs and QDs which may yield samples of com-
parable quality. On the other hand, it has to be noted that
geometric and statistical aspects become more and more
important with decreasing dimensionality of the magnetic
semiconductor nanostructures. For example, in QDs the
surface-to-volume ratio increases dramatically with decreas-
ing diameter. This will strongly modify the magnetic proper-
ties compared with bulk. Moreover, the number of magnetic
ions in DMS QDs as well as their location with respect to
the surface will vary strongly, even in dots consisting of the
same number of atoms due to ion statistics. Therefore, most
of the studies of ensembles of diluted magnetic QDs are
rather unsatisfactory because the “real” physics of the low
dimensions is hidden by statistics. To overcome this prob-
lem studies of single nanostructures will become increasingly
important. The first studies of this kind have been reported
[312, 512–519]. In addition, it will be necessary to character-
ize the single nanostructure under study on the atomic level.
For the extraction of the physics of the low dimensions, it
will be essential to know the lattice sites of each magnetic
ion, which, of course, poses severe experimental challenges.
The difficulties in studying these one-dimensional and zero-
dimensional magnetic semiconductor nanostructures experi-
mentally also explains the small amount of theoretical work
published, particularly that concerning the modification of
magnetic properties by reduction of the dimensions. There-
fore, there is currently no full consistent picture of the prop-
erties of magnetic semiconductor nanostructures and their
modification with reduced dimensionality.
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Our review presents a snapshot of the knowledge at the
beginning of a new millennium—a new millennium not
only in the calendrical sense, but also from the viewpoint
of application. The current drive toward “spin electron-
ics” (i.e., of introducing the quantum mechanical entity
spin into semiconductor electronics and optoelectronics) has
strongly enhanced the interest in magnetic semiconductor
structures which may act as key components, such as spin
filters and spin aligners of future spin electronic devices
[515–517]. Apart from aspects of manipulation of single
spins (such as optical spin polarization, spin transport, and
spin conversion into a photon) in semiconductors in gen-
eral, the aspect of miniaturization of magnetic semiconduc-
tors (mainly for magnetic spin polarization) in particular will
be of major importance. The dimensional dependence of
the magnetism of magnetic semiconductor nanostructures,
magnetic coupling phenomena between magnetic and non-
magnetic semiconductor nanostructures, etc., which are all
aspects addressed in this review, will need to be further
understood and developed. A further understanding of these
phenomena will immediately yield new device ideas as fun-
damental physics and application go hand in hand. It is
beyond the scope of this chapter to determine whether
spin electronics and spin optoelectronics based on magnetic
semiconductors are feasible in the near future. The ideas
for devices containing magnetic semiconductors are mani-
fold, ranging from electrical devices such as the spin transis-
tor suggested by Datta and Das [518], active opto-electronic
devices such as polarization-switchable lasers [519–522], and
passive opto-electronic devices such as Faraday rotators and
optical isolators [523, 524], to spin quantum computers
[515]. It is very likely that an all-semiconductor spin elec-
tronics at low temperatures can be realized in the very near
future [520, 521, 525, 526]. However, a major breakthrough
of all-semiconductor spin electronics will depend strongly on
whether ferromagnetic semiconductor nanostructures with
Curie temperatures sufficiently above room temperature can
be realized.

GLOSSARY
Anderson superexchange Exchange interaction between
magnetic ions on adjacent cation sites mediated via the p-
orbital of the anion between them in diluted magnetic semi-
conductors such as (II,Mn)VI and magnetic oxides such as
MnO. The Anderson superexchange leads to an antiferro-
magnetic coupling of the Mn-spins.
Diluted magnetic semiconductor Class of semiconductors
where a fraction x of the cations is replaced by magnetic ions
such as rare earths or transition metals. Large subgroups are
the II1−xMnxVI,III1−xMnxV and IV1−xMnxVI alloys.
Energy transfer Between the semiconductor band states
and the localized d- or f -shells of the incorporated magnetic
ions. These energy transfer processes in wide-gap diluted
magnetic semiconductors such as ZnS:Mn can lead to a
quenching of the bandgap-related emission in favor of d- or
f -shell internal emission.
Europium chalcogenides Binary compounds AB formed
by Eu and group VI elements, i.e. ferromagnetic EuO, EuS,
EuSe, and antiferromagnetic EuTe.

Giant Zeeman effect Strong enhancement of the Zeeman
splitting of the conduction band states (s = 1/2, sz = ±1/2)
and of the valence band states (j = 3/2, jz = ±3/2�±1/2) in
diluted magnetic semiconductors due to the s,p–d exchange
interaction with the localized magnetic moments of the mag-
netic ions.
Internal transitions Transitions between excited states
and the lowest state of a inner d- or f -shell of a transition-
metal or rare-earth ion incorporated in a wide-gap diluted
magnetic semiconductor such as ZnS:Mn or ZnS:Eu or a
magnetic semiconductor such as MnS. The transition ener-
gies depend strongly on the crystal at the site of the magnetic
ion. The energies are usually described in the framework of
Tanabe-Sugano diagrams.
Magnetic interlayer coupling Coupling between magnetic
layers separated by a layer of nonmagnetic (diamagnetic)
material often leading to a ferromagnetic or antiferromag-
netic coupling.
Magnetic polarons A local stable state formed by Mn-ions
and a free carrier or exciton via the s,p–d exchange inter-
action. The free carrier or exciton locally aligns the spins of
the magnetic ions leading to a reduction of its energy and
to a self localization.
Magnetic semiconductor hybrid structure Layered or
granular structures consisting of a semiconductor and
a ferromagnetic material (often a metal or semimetal).
Examples are GaAs/MnAs hybrids or Ge/Mn11Ge8 hybrids.
Magnetic semiconductor nanostructure Nanostructured
dilute magnetic or magnetic semiconductor exhibiting
modified electronic, vibronic or magnetic properties due to
reduced lateral dimensions.
Magnetic semiconductor Term often used for semicon-
ductors exhibiting spontaneous magnetization i.e. anti-
ferromagnetism of ferromagnetism such a ferromagnetic
(III,Mn)V or the manganese chalcogenides and europium
chalcogenides.
Magnetoelectronic Metal-based electronics making use of
the magnetic properties of layered magnetic structures such
as the giant magnetoresistance (GMR) effect or the tunnel-
ing magenetoresistance (TMR) effect.
Magneto-optical anisotropy Anisotropy of the Giant Zee-
man splitting arising due to a competition of the quantiza-
tion direction of the electronic states due to crystal structure
(or strain) and the quantization direction induced by the
magnetic field.
Manganese chalcogenides Antiferromagnetic binary com-
pounds AB formed by Mn and group VI elements, i.e. anti-
ferromagnetic MnO, MnS, MnSe, MnTe.
Manganese pnictides Binary compounds AB formed by
Mn and group V elements, i.e., antiferromagnetic MnN and
ferromagnetic MnP, MnAs, MnSb, MnBi.
Mermin–Wagner theorem Mathematical theorem stating
that in one- and two-dimensional magnetic systems of the
Heisenberg-type (i.e. isotropic magnetic interactions) no
spontaneous phase transition into a magnetically ordered
ferromagnetic or antiferromagnetic state is possible.
Modified Brillouin function The Brillouin function desc-
ribing the magnetic field response of an ensemble of non-
interacting localised spins is modified to account for a weak
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antiferromagnetic coupling between the spins in paramag-
netic II1−xMnxVI diluted magnetic semiconductors. This is
done by introducing two parameters, a prefactor a�0 ≤
a ≤ 1� which describes an effective reduction of the Mn-
concentration x and a Curie-Weiss parameter # which
accounts for the effective increase of the temperature due
to the antiferromagnetic coupling.
Quantum dot Semiconductor nanostructure exhibiting
quantum confinement along all three lateral dimensions.
Quantum well Layered (two-dimensional) semiconductor
nanostructure consisting of a thin (typically a few nano-
meters) layer of semiconductor A embedded between two
layers of semiconductor B. Usually the band gap of A is
smaller than that of B leading to confinement of the carriers
in the conduction and/or valence band of A perpendicular
to the layer plane.
Quantum wire Semiconductor nanostructure exhibiting
quantum confinement along two lateral dimensions.
Rudermann-Kittel-Kasuya-Yosida interaction (RKKY)
Mechanism to explain long-range coupling between mag-
netic ions. The coupling is mediated via the magnetic
polarization of a free carrier gas. The RKKY mechanism
is the basis for current theories of the ferromagnetism in
(III,Mn)V semiconductors.
s, p-d exchange interaction Exchange interaction between
the pseudo-spins of the free carriers in the s-like conduc-
tion band (or p-like valence band) and the localized S =
5/2 spins of the Mn-ions in Mn-based diluted magnetic
semiconductors.
Semimagnetic semiconductor Synonym for diluted mag-
netic semiconductor.
Spin-optoelectronics Semiconductor-based optoelectron-
ics where the spin-selectivity of the optical selection rules is
explored.
Spintronics Short for spinelectronics, semiconductor-
based magnetoelectronics.
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1. INTRODUCTION
Over the last few years there has been an explosion of
interest in the magnetic behavior of nanostructures from a
wide range of scientific disciplines. Mesoscopic magnetism
is not as well understood as in either the atomic or bulk
regimes and there is a fascination by physicists and chemists
to obtain a better fundamental grasp of the consequences
of restricting the magnetic electrons within systems only a
few atomic spacings in dimension. This increase in interest
has been coupled with the development of technologies that
can manufacture tightly controlled magnetic nanostructures
including quantum dots, monolayers, self-organized islands,
quantum wires, and deposited nanoclusters. Undoubtedly
much of the enthusiasm comes from a growing realization
of the enormous potential of magnetic nanostructures in
the formation of high performance magnetic materials and
devices.

In addition there is a growing interest in natural magnetic
nanostructures that are to be found in a diverse variety of
environments. An example is the MV-1 bacterium that man-
ufactures nanoparticles of magnetite arranged in chains to

maintain alignment with the earth’s magnetic field [1]. Sim-
ilar magnetite chains discovered in meteorites from Mars
are considered to be the strongest evidence for the previous
existence of extraterrestrial bacteria [2]. It has also been
suggested that magnetic nanoparticles play a crucial role in
seeding the condensation of the interstellar medium to form
free-floating planets [3].

This chapter will review the recent research on mag-
netic nanostructures produced by forming clusters in the
gas phase and depositing them on surfaces. Just over
two decades ago, based on earlier work at Karlsrhue on
cryogenic free jet expansions [4], the technology to produce
beams of gas-phase, size-selected metal nanoclusters was
developed [5]. In the case of magnetic clusters this afforded
the wonderful opportunity to study how the magnetism in
matter develops as a substance is built atom by atom from
the monomer. Magnetism is well understood at the limiting
scales of atoms and the bulk but in mesoscopic systems con-
taining a few to a few thousand atoms (1–5 nm), magnetic
behavior depends on size and can change significantly with
the addition or removal of a single atom.

Nanoclusters are single-domain particles (i.e., systems in
which it is energetically unfavorable to form a domain
boundary). These have held enormous fascination since the
classic work of Stoner and Wohlfarth [6] and Néel [7] over
half a century ago. The particles, notwithstanding complica-
tions such as canted spins at the surface [8], can be consid-
ered as giant moments of ferromagnetically coupled atomic
spins. At temperatures much lower than those required
to perturb the internal magnetic alignment, the particle
moment as a whole can fluctuate over the anisotropy bar-
rier separating different spin directions at time scales vary-
ing from nanoseconds to eons. At low temperatures, there
is interest in the possibility of the tunneling of the magneti-
zation vector through the barrier—one of the few examples
of macroscopic quantum tunneling [9–11].

At T = 0 K, reversing the direction of the cluster mag-
netization requires an external field to drive the magnetiza-
tion vector across the anisotropy boundary KV separating
different magnetic alignments, where K is the anisotropy
constant and V is the particle volume. At elevated tem-
peratures when kT � KV the anisotropy barrier becomes
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unimportant but the external field must compete with ther-
mal fluctuations of the moment. In general, when a sat-
urating field is removed from a particle (or an assembly)
at temperature, T , the magnetization decays with a relax-
ation rate, � , that can be approximated by the Arrhenius
relationship

1
�
= f0 exp

(−KV

kBT

)
(1)

where f0 is the natural gyromagnetic frequency of the par-
ticle. For volumes typical in deposited transition metal clus-
ters, observations must be done at cryogenic temperatures
(≤5 K) for the magnetic relaxation to be slower than typi-
cal measurement times. At room temperature, the thermal
energy kBT is much greater than the anisotropy energy of
each particle so that all magnetization directions are almost
energetically equal. The magnetization is then described by
the classical Langevin function

M = N
cluster

[
coth

(

clusterH

kBT

)
− kBT


clusterH

]
(2)

where 
cluster is the magnetic moment of each cluster. This
can be several hundred atomic spins and so, unlike isolated
atoms where very low temperatures or very high fields are
required to achieve saturation, assemblies of clusters can be
saturated easily. The temperature at which half the cluster
moments have relaxed during the time of a measurement is
known as the blocking temperature, TB, and only a narrow
temperature region around TB separates, essentially, perma-
nently frozen moments from superparamagnetic behavior.
The quest to find deposited clusters smaller than 5 nm in
which TB is above room temperature is an important chal-
lenge for future generations of magnetic recording technol-
ogy (see Section 8).

For particles smaller than about 5 nm, either as free clus-
ters or supported on a surface, the fundamental spin and
orbital moments per atom can be substantially increased
over the bulk value [12–18]. This was originally discovered
by magnetic deflection experiments using gradient magnetic
fields applied to free clusters in flight [12] but it is now
known that isolated clusters maintain significant enhance-
ments after they have been deposited on a surface [15, 16]
or embedded in a matrix [18].

As the flux from cluster sources has steadily improved
[19], the field has evolved to consider not just isolated clus-
ters but films up to several 
m thick built out of the pre-
formed clusters. These can be deposited in conjunction with
a vapor of another material to form a granular material of
the particles embedded in a matrix. This affords indepen-
dent control over the grain size and volume fraction and
it is even possible to effect some control over the cluster
shape by adjusting the impact energy on the surface [20].
In addition it has been shown that the clusters maintain
their identity in a matrix of a material that alloys with that
of the particles [21] enabling the production of nanoscale
granular mixtures of miscible materials. This is not possi-
ble by any other fabrication technique. This degree of con-
trol over the nanostructure has generated great interest in

cluster deposition as a technique for producing high per-
formance magnetic materials. Examples include high sat-
uration moment films [22] and giant magnetoresistance
sensors [23].

In all such industrial applications, the required clus-
ter volume fraction is high—at or near the percolation
threshold—so there are strong interactions between the
clusters. Understanding the detailed nature of the cluster
interactions has therefore become increasingly important.
Interparticle interactions produce a rich variety of magnetic
configurations resulting from competing energy terms. The
dipolar interaction introduces frustration as it is impossi-
ble to obtain an optimum alignment for every particle. In
addition there is frustration resulting from the competi-
tion between the interparticle dipolar and exchange terms
and the intraparticle anisotropy energy (magnetocrystalline,
shape, magnetoelastic etc.) that requires the magnetization
vector to be aligned along specific axes in each particle.

In the next two sections the experimental methods used to
produce clusters and measure their magnetic properties will
be described. This is followed in Section 4 by a brief descrip-
tion of the morphology and atomic structure expected in
transition metal clusters. Sections 5–7 will review the mag-
netic behavior of clusters in three different environments,
that is, as free particles, as exposed clusters adsorbed on
a surface in ultrahigh vacuum (UHV), and as embedded
clusters in a matrix. Section 7 will also discuss the effect of
interparticle interactions in dense interacting assemblies. In
the last section some technological applications of cluster-
assembled films will be described.

2. PRODUCTION OF
SIZE-SELECTED NANOCLUSTERS

2.1. Cluster Sources

Sources capable of producing free beams of nanoscale metal
clusters with a wide range of sizes were first reported more
than 20 years ago [5, 24]. The technology continues to
develop rapidly, however, as beam intensities are pushed
ever higher and new capabilities are introduced such as
UHV compatibility [25, 26], the production of binary metal
clusters [27], new mass-selection techniques, etc. At the
heart of most cluster sources is a region in which a super-
saturated vapor of the material to be studied is generated
by ejecting a gas-phase metal plume into a flow of a cooled
inert gas. The metal vapor can be generated by laser abla-
tion [24], sputtering [28], a pulsed [29] or continuous [30]
arc, or thermally [5].

Monte Carlo simulations [31] show that the dominant
cooling mechanism for the growing clusters is by evapora-
tion of atoms. This is approximately balanced by the heating
due to the adsorption of new atoms (latent heat) and the
cooling by the gas, although inefficient, provides the extra
cooling required to allow the clusters to grow. The simula-
tion also revealed that the inital formation of dimers is a
critical bottleneck to the clustering process. The growth of
clusters is complete after a dwell time in the source of the
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order of 10 ms after which the cluster size is described by a
log-normal distribution [32]

F n� = 1√
2� ln�

exp−
(
lnn− ln n̄√

2 ln�

)2

(3)

where n is the number of atoms per cluster and � is the
variance.

The region in which the metal vapor initially mixes with
the rare gas is typically at a pressure of a few mbar to a few
bar and at the end of this region there is an aperture with
a diameter of a few 
m to a few mm. In some sources clus-
tering continues in the region just after the aperture in the
free jet expansion. This expansion accelerates the clusters
and in the limit of high pressure differential between the two
regions separated by the aperture, the clusters can acquire
the full thermal distribution of the bath gas atom velocities.
In weaker expansions there is a velocity slip between the
carrier gas and the metal clusters.

Brief descriptions of the operation of various sources
based on gas condensation are given next (see Fig. 1). For
more comprehensive descriptions of these and other types
the reader is referred to existing reviews [19, 34].
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Figure 1. Basic layout of sources using rare gases to produce super-
saturated vapors. (a) Seeded supersonic nozzle source. (b) Gas aggre-
gation source. (c) Laser evaporation source. (d) Pulsed arc cluster ion
source. Reprinted with permission from [33], C. Binns, Surf. Rev. Lett.
44, 1 (2001). © 2001, Elsevier Science.

2.1.1. Seeded Supersonic Nozzle Source
These are designed to produce very high fluxes of low melt-
ing point (usually alkali) metals (Fig. 1a). The furnace con-
taining the melt is heated to a sufficiently high temperature
to yield a metal vapor pressure in the region of 10–100 mbar
and this vapor is mixed with (seeded into) a rare gas intro-
duced at a pressure of several atmospheres. The hot mixture
expands adiabatically into vacuum through a small aperture
and the rapid cooling occurring close to the nozzle con-
denses the metal into clusters. The clustering continues until
the mean free path becomes too long to allow significant
interactions between the condensed particles. The technical
difficulty of the containment of the melt in a relatively large
furnace has restricted the temperatures achievable to below
1600 K. The source is thus confined to the study of high
vapor pressure materials. It is, however, capable of produc-
ing a flux in excess of 1018 atoms/sec of clustered mate-
rial. The very high rate of consumption has encouraged the
development of in-situ refilling devices [35].

2.1.2. Gas Aggregation Source
This was the first type of metal cluster source reported [5]
and a common design is illustrated in Figure 1b. Improve-
ments since 1980 include the in-situ positioning of the cru-
cible assembly within the gas flow to optimize the output
and an adjustable gap between the first aperture and the
skimmer [25]. Generally there is a larger aperture to the
high vacuum region and the free jet expansion is weaker
than in the seeded supersonic nozzle source (SSNS). Since
only the crucible is heated, with a careful design, materials
can be contained at temperatures above 2000 K and thermal
sources have been built that are capable of producing beams
of magnetic transition metal clusters [25]. As with the SSNS,
with careful outgassing, the source is particularly suited to
producing very clean cluster beams and to UHV-compatible
operation [25, 36]. The inert gas pressure within the cluster-
ing region in a typical gas aggregation source (GAS) is com-
patible with magnetron sputtering and the thermal source
can be replaced by a sputtered target [28]. This brings sev-
eral advantages including the ability to produce clusters of
the most refactory materials and, with a hollow cathode tar-
get geometry, very high fluxes can be attained [37]. Clus-
tering is highly efficient as the sputtered vapor is rich in
dimers overcoming the initial bottleneck for condensation.
In addition, the emerging cluster beam is highly ionized with
a greater proportion of ions than achievable with a conven-
tional ionizer. This is an important factor if the clusters are
to be mass-selected since most mass analyzers filter charged
particles.

2.1.3. Laser Evaporation Source
Light pulses from a Nd-YAG laser focused onto a suitable
target can vaporize even refactory materials and if the laser
pulse coincides with a gas burst across the target produced
by a pulsed valve, suitable conditions for clustering can be
achieved (Fig. 1c). The first report of this type of source [24]
was quickly followed by improvements including a mecha-
nism for driving the target rod in a screw motion so that a
fresh region is exposed to each laser pulse [38]. Clustering
occurs within the nozzle as the metal vapor encounters the
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rare gas and continues in the strong expansion as the mix-
ture is ejected. There is a strong adiabatic cooling despite
the relatively large nozzle diameters since the instantaneous
carrier gas pressure is very high—up to several atmospheres.
The processes are thus a combination of those found in the
SSNS and the GAS and, as in the former type, clustering is
complete within a nozzle diameter of the aperture. Despite
the short duty cycle of the laser, the peak output is so high
that the average flux from the source easily competes with
the other types previously described. A useful variable is the
phase of the laser pulse relative to the valve opening that
can be used to control the size distribution of clusters by
altering the average gas pressure during the pulse [39]. Phas-
ing becomes particularly powerful in sources employing two
targets to produce binary clusters [27, 40] since it can be
used to control the distribution of elements within the clus-
ter. The pulsed output couples efficiently to time-of-flight
analyzers (see following section).

2.1.4. Pulsed Arc Cluster Ion Source
This is closely related to the laser evaporation source
(Fig. 1d) but in this case the evaporated plume is pro-
duced by a pulsed arc coinciding with the gas burst [29].
The clustering process is very similar to that found in the
laser evaporation source (LES). As with the GAS employing
sputtering, the cluster output contains a high proportion of
ions (∼10%) and is particularly suited to charged-particle
mass analyzers.

2.2. Mass Selection

Due to the relatively low rate of deposition produced
by most sources, the mass resolution used for studies of
deposited particles is normally less than in the case of free
clusters where individual particles are counted. In fact much
of the work reported so far has been on assemblies of clus-
ters where no postaggregation filtering has been carried out.
In this case there is still some degree of control over the
size distribution by changing the source parameters such as
the gas temperature or pressure in the aggregation region.
Some sources employ two mass filters: a high resolution
instrument such as a time-of-flight analyzer to measure the
mass-spectrum in the free beam and a lower resolution high-
throughput device to narrow the native mass distribution
prior to deposition [39]. Most mass separators require the
clusters to be charged and, with the exception of sources
that rely on sputtering to produce the metal plume, which
inherently produce a large proportion of charged clusters,
ionization is inefficient so that the majority of clusters are
discarded.

In general a mass separator for charged particles must
be able to determine the mass independently of the initial
ion velocity. In the case of a hard free jet expansion in the
source in which the clusters all have the same velocity dis-
tribution irrespective of mass, filtering can be achieved by
a simple parallel-plate electrostatic deflector. If this is not
the case a more sophisticated device is required and various
charged-particle mass separators that can operate without
assuming an initial velocity distribution are described below
as well as schemes for mass selection of neutral clusters.

2.2.1. Radio Frequency Quadrupole
This instrument, illustrated in Figure 2a, operates using elec-
tric fields only and was first described by Paul et al. [41, 42].
Four cylindrical poles in the geometry shown have a radio
frequency (rf) modulation on a dc offset (U + V cos�t)
applied to one pair of opposite poles and the negative of
the same potential to the other pair. In order to be trans-
mitted by the filter, the oscillatory motion of an ion as it
moves along the poles must have a stable amplitude and this
can only occur, irrespective of its mass, if the ratio U/V is
less than 0.168. For ratios lower than this the instrument
passes specific masses given by the absolute value of V . For
a quadrupole operating at the stability limit, the range of
masses passed depends on the energy of the ions entering
the filter, the frequency, �, and the length of the poles.
Operating with U/V ratios below the stability limit produces
a band pass filter with a top hat amplitude function. One of
the attractive features of the instrument is that a simple elec-
tronic adjustment of U/V allows a trade-off between flux
and resolution. Other advantages are that the filter is light
and compact, and it operates axially, which is convenient in a
deposition source. Technically the maximum resolving power
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(M/�M) obtainable from this type of mass spectrometer is
about 4000 and so for a resolution of 1 amu or better the
mass range is restricted to clusters smaller than about 100
atoms. If the single amu resolution requirement is relaxed
and the instrument is treated as a band pass filter with a vari-
able bandwidth, it is possible to pass arbitrarily large masses.
For a quadrupole operating at the stability (high resolution)
limit the central mass passed is

7�45× 107 V

f 2d2
amu� (4)

and the resolution is

�M = 3�92 × 109 Ez

f 2L2
amu� (5)

where Ez is the ion energy entering the filter (in V), f is
the rf frequency (=�/2�), d is the diameter, and L is the
length of the rods. The maximum mass range reported for
a quadrupole filter [25] is 60,000 amu with a resolution of
about 200 amu (resolving power = 300). In the case of Fe
for example, this corresponds to clusters containing 1000 ±
4 atoms, or in terms of size, particles with a diameter of
2�82 ± 0�008 nm.

2.3. Wien Filter

This type of mass filter, illustrated in Figure 2b, applies
orthogonal electric and magnetic fields to a charged particle
with velocity v. The antiparallel forces on the ion balance
when

v = 2Vp

Bd
ms−1� (6)

where 2Vp is the voltage applied across the electrostatic
plates and d is the plate spacing. The device is really a veloc-
ity filter and it is operated as a mass filter by initially accel-
erating the ions through a fixed potential V so each mass
has a different velocity. The mass passed by the filter is then
given by

4�82 × 107B
2d2V

V 2
p

amu� (7)

The resolution is determined by the collimating slits and the
velocity spread in the ion beam prior to acceleration. The
effect of the latter can be minimized by using a high accel-
erating potential but this puts a heavy demand on the mag-
netic field strength required to operate up to a high mass.
A thorough analysis of the performance of a commercial
Wien filter for the mass separation of clusters emerging from
a pulsed arc cluster ion source (PACIS) was carried out
by Wrenger and Meiwes-Broer [43]. They showed that the
instrument was capable of distinguishing clusters with spe-
cific numbers of atoms, N , up to about N = 20. With a con-
stant magnetic field there was good agreement between the
calculated and actual voltage settings to pass a given mass
for the small clusters and so the calculated values could be
used to set up a band pass filter for unresolved masses up
to N ≈ 1000.

2.4. Time-of-Flight Mass Spectrometers

In this scheme (Fig. 2c) a well defined pulse of ions is cre-
ated, usually by a pulsed ultraviolet laser or electron gun.
The packet of ions is accelerated into a field-free drift tube
and the arrival time at the end of the tube is recorded by
an ion detector. The resolution of the simple instrument is
limited mainly by the timing accuracy and the preionization
spread in position and velocity. These latter two effects can
be minimized by the reflectron scheme [44–46] shown in the
figure that uses a simple diode reflector at the end of the
drift tube. Slower ions of a given mass take a shorter path in
the reflector than faster ones so ions of the same mass will
be bunched closer together on reflection. With this system
resolving powers of 105 have been achieved.

The analyzer can be used as a filter by adding an electro-
static kicker mechanism that pulses a set of steering plates
a set time after each ionizing pulse to expel ions of a
given mass from the drift tube. A potential problem with
this scheme is harmonics (i.e., simultaneously selecting slow
heavy ions from a previous pulse and lighter ions from the
present pulse). This type of mass analyzer is most efficiently
matched to a pulsed cluster source such as the PACIS or
LES types that typically operate at around 100 Hz. The ion-
izing laser in the case of a LES is operated at the same
frequency as the evaporation laser so the ion packets are
separated by around 10 ms while typical flight times are of
the order of 0.1 ms so harmonics are unlikely to be a prob-
lem with the typical time structures presently used.

2.5. Pulsed Field Mass Selector

Recently a simple and ingenious mass filter was reported
[47] that uses an electric field pulse to displace an ion
beam sideways into a field-free region (Fig. 2d). For a given
strength and timing of the pulse the lateral velocity of the
ions in the field-free region depends on their mass. A given
time later a second decelerating pulse deflects the ions onto
a path parallel to the original one and through an aper-
ture. The timing between the accelerating and decelerating
pulses determines the selected mass. The instrument can fil-
ter masses up to an arbitrarily high limit with a transmission
greater than 50%, and with a mass resolution given by

M

�M
= x

�x
(8)

where x is the ion beam lateral displacement and �x is the
exit slit width. In practice this is in the range 20–50 (i.e.,
not as high as the other filters but sufficient for most studies
of deposited clusters). As stated earlier, in real deposition
experiments, if a mass filter is used, it is normally detuned
to pass an adequate cluster flux.

2.6. Mass Separation of Neutral Clusters

Mass selecting neutral particles has always been a highly
prized goal since most ionizers are inefficient and even
in sputter sources that produce a high proportion of ions,
the majority of the emitted clusters are uncharged. Most
attempts to mass-select neutral particles to date are based
on the size-dependent velocity slip between the carrier gas
and the clusters during the free jet expansion [48]. Roux
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et al. [49] used a velocity selector made from a pair of rotat-
ing slotted wheels based on the design by Hostettler and
Bernstein [50]. The filter was able to shift the peak of the
mass distribution of the neutral clusters but due to its low
resolution was not found to significantly affect the width.

Mechanical velocity selectors can also be used to mass
select in conjunction with sources that naturally produce a
pulsed output such as the pulsed arc or laser ablation types.
At typical repetition rates of about 100 Hz the bunches of
clusters are about a meter apart and well separated. Each
packet will have an expanding cylindrical envelope due to
the different velocities of the clusters within it and, because
of the size dependence of the velocity slip in the free jet
expansion, the leading edge will become increasingly rich
in small clusters and the trailing edge will accumulate the
larger clusters. Thus a mechanical chopper operating at the
same frequency as the source but phased to be transpar-
ent to only a portion of the cluster bunches will size-select
with 100% transparency irrespective of the resolution set-
ting. This scheme has yet to be tested.

Recently a new scheme has been suggested by Di Fonzo
et al. [51] and Tafreshi et al. [52] that exploits “aerody-
namic focusing” [53]. This is produced by a series of orifices
that induce several expansions and contractions of the gas
flow with the result that at each stage the particles become
more collimated within the gas flow. Deposited features
with linewidths of 50 
m were demonstrated without the
use of micronozzles. The cluster beam collimation is size-
dependent and by careful design of the lenses it should be
possible to spatially separate particles with different sizes.
This remains to be demonstrated.

3. MAGNETIC MEASUREMENTS
ON CLUSTERS

3.1. Free Clusters

3.1.1. Gradient Field Deflection
The founding experiments on cluster magnetism were car-
ried out on free particles and determined the magnitude
of the magnetic moment as a function of cluster size [12,
13, 54–56]. The first setup capable of this measurement was
reported by Cox et al. [54] and is based on the classic Stern–
Gerlach experiment that first detected the electron spin [57].
Figure 3a shows, schematically, a typical arrangement. A col-
limated cluster beam generated by a pulsed laser evapora-
tion source with a variable temperature nozzle is guided into
a magnetic field gradient dB/dz that will deflect vertically
any particle with a magnetic moment 
 by an amount

d = 

dB

dz
L2 1+ 2D/L�

2Mv2
x

(9)

where L is the length of the magnet, D is the distance from
the end of the magnet to the detector, M is the cluster mass,
and vx is its velocity when it enters the magnet. A pulsed
ionizing laser probes the beam profile after the magnet and
is the source for a time-of-flight mass filter. Thus it is possi-
ble to measure the deflection of a given mass and determine
its magnetic moment as long as vx is known. This can be
defined by a controlled delay between the evaporation laser
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Figure 3. (a) Schematic of experiment to measure the magnetic moment
of free clusters. (b) X-ray magnetic circular dichroism (XMCD)
measures the difference in L-edge absorption between parallel and
antiparallel alignment of the magnetization vector and photon spin.
The magnetic field is applied along the direction of the photon beam
and at a variable angle,  , relative to the sample normal. (c) Mag-
netic linear dichroism in the angular distribution (MLDAD) measures
the difference in the Fe 3p photoemission spectra taken with linearly
polarized extended ultra-violet (XUV) light on reversing the magneti-
zation in the sample plane and perpendicular to the photon polariza-
tion vector. (d) Magnetic circular dichroism in the angular distribution
(MCDAD) measures the difference in the Fe 3p photoemission spectra
taken with circularly polarized XUV light on reversing the magnetization
along the direction of the photon spin. All data shown were obtained
from Fe nanoclusters on highly oriented pyrolitic graphite (HOPG)
[15, 61]. Reprinted with permission from [62], C. Binns, J. Nanosci.
Nanotechnol. 1, 243 (2001). © 2001, American Scientific Publishers.

and the ionizing laser. Since the duration of the pulse of
clusters can be several ms wide, a mechanical chopper in
front of the source (also shown in Fig. 3a) is used to bet-
ter define the pulse start time. The chopper can be phased
with the vaporizing laser to define clusters emerging from
the nozzle at a specific time relative to the vaporizing pulse,
a feature that was found to be important in order to define
the cluster temperature.

Interpreting the data from clusters provided by the instru-
ment is, however, not straighforward and requires a care-
ful consideration of the detailed operation of the source.
The problem is in accurately defining the cluster vibrational
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temperature, Tvib. It is found for transition metals that they
always deflect toward the direction of highest field, which
is indicative of superparamagnetism. That is, clusters enter
the magnet with a rapidly fluctuating moment and within
the field become magnetized to a degree depending on the
temperature and the field, as described by Eq. (2). Since the
residence time in the magnet (∼ms) is orders of magnitude
longer than the time scale of the magnetic fluctuation (∼ns),
clusters of a given size will attain the same mean magneti-
zation and deflect by the same amount.

During the initial experiments on free cluster mag-
netism, significant deviations from the predictions of the
superparamagnetic model were found for small residence
times of the clusters in the source. The original proposal
to explain this [58] was that for short times (<1 ms) after
the laser pulse, the gas pressure within the source is still
high and the clusters are cooled well below the nozzle tem-
perature by the adiabatic expansion. This was based on the
observation that Ar added to the He bath gas was adsorbed
onto the surface of the clusters indicating that they were
much colder than the temperature within the source. The
nonequilibrium conditions can create a situation where the
rotational temperature (Trot) is less than the vibrational tem-
perature (Tvib) and may be of the same order of magnitude
as the magnetic precessional frequency in the applied field,
which can lead to a resonant spin rotation coupling that
reduces the magnetization [12, 59]. In order for the clusters
to be thermalized with the nozzle temperature, the chopper
must select clusters produced after delays that are sufficient
for the gas pressure to drop below the values where signif-
icant cooling occurs in the free jet expansion. The cluster
temperature is then the nozzle temperature and the clus-
ter magnetization is superparamagnetic in the case of Fe,
Co, and Ni clusters. An alternative mechanism proposed by
Douglass et al. [13] is that at short residence times the metal
vapor is still hot and requires time to thermalize with the
carrier gas. They found no significant supercooling in their
free jet expansion and were unable to produce the rare gas
adsorption results obtained by Milani and de Heer [58]. In
either case, for sufficiently long residence times, the clusters
attain the nozzle temperature, which can be controlled, and
then all results for the transition metals are consistent with
the superparamagnetic model. A more subtle consideration
is whether a nanocluster containing a few tens of atoms has
a sufficient density of states to constitute a heat bath so that
thermodynamically based laws are valid. This is assumed to
be the case based on the success of the superparamagnetic
model in describing the results after the above technical con-
siderations are addressed [60].

In rare earth clusters, rotational effects can again become
important since the spin–orbit interaction can be sufficiently
strong to lock the cluster magnetic moment to its atomic
lattice. Douglass et al. [13] showed that whether Gd clusters
display superparamagnetic or locked-moment behavior is a
sensitive function of their size. The results are discussed in
detail in Section 5.

3.2. Exposed Clusters on a Surface

The gradient-field deflection technique is the only one that
can determine the magnetic moments in free clusters. Next
are described several experiments that can be used to study

magnetism in-situ in clusters deposited on a surface and
exposed in ultrahigh vacuum.

3.2.1. X-Ray Magnetic Circular Dichroism
This is a powerful technique for studying magnetic behav-
ior at surfaces and in nanostructures. In the case of transi-
tion metals, it involves the measurement of the difference
in L-edge X-ray absorption spectra obtained using circularly
polarized X-rays with their angular momentum parallel or
antiparallel to the sample magnetization. The orbital (mL)
and spin (mS) contributions to the total magnetic moment
can be determined independently and (in heterogenous sys-
tems) for each element by applying magneto-optical sum
rules to the absorption spectra [63, 64]. The experimental
geometry and an L-edge absorption spectrum taken from Fe
clusters deposited on graphite [15] are shown in Figure 3b.

More precisely, the technique measures the quantities
�Lz and �Sz + 7Tz per valence band hole, nh, where �Lz
and �Sz are the expectation values of the z (static) compo-
nents of the orbital and spin angular momenta of the atoms,
and �Tz is the expectation value of the magnetic dipole
operator given by

T = 1
2
%S− 3r̂r̂ · S�& (10)

This averages to zero over all directions and does not appear
in conventional magnetic measurements but since the X-rays
sample a directional cut through the atomic electron den-
sity, the term must be included in the sum rule. It can
be eliminated, yielding the pure spin moment, by averag-
ing measurements over all X-ray incidence angles, making
a single measurement on a polycrystalline sample or, for
samples with rotational symmetry about the substrate nor-
mal, making a single measurement at the “magic” angle [65,
66]. The number of valence band holes can be determined
by measuring the integrated (white line) L-edge absorption
strength, which is proportional to nh, of a thick film of the
same material in-situ and comparing it to that of the clus-
ters. One of the powerful attributes of XMCD is that, since
it is derived from an X-ray absorbtion edge, it is element-
specific. Thus it can determine, separately, the orbital and
spin moments localized in different magnetic elements in
heterogenous systems.

The only sources that emit a sufficiently high flux of circu-
larly polarized X-rays to study nanostructures by XMCD are
synchrotron storage rings. These produce circularly polar-
ized radiation of either helicity above and below the orbit
plane of the electrons and also from insertion devices such
as helical undulators [67].

3.2.2. Dichroism in
Photoelectron Spectroscopy

A dichroism is also observed in the 3p angle-resolved pho-
toemission spectra of the transition metals taken with lin-
early or circularly polarized light with the geometries shown
in Figure 3c and d. The techniques measure the difference in
the spectra in response to reversing the alignment between
the in-plane sample magnetization and the linear polar-
ization of the XUV light (MLDAD [68]) or between the
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out-of-plane sample magnetization and angular momentum
of circularly polarized light (MCDAD [69]). Since angle-
resolved photoemission spectra must be collected in zero
field, the techniques are, in general, restricted to measur-
ing remanence but they are surface sensitive and capable
of measuring submonolayer quantities of material. Schemes
using magnetic substrates that expose the clusters to fields
∼1 T but still allow photoemission measurements have also
been developed [70]. As with XMCD, a synchrotron source
must be used to provide the polarized XUV radiation and
endstations at which light of variable polarization is avail-
able can be fitted with movable magnetizing coils allowing
both geometries to be combined in a single experiment. This
enables the comparison of in-plane and out-of-plane rema-
nent magnetization.

3.2.3. Surface Magneto-Optical Kerr Effect
In a surface magneto-optical Kerr effect experiment, the
rotation of the polarization of a light beam when it is
reflected from a magnetic surface is measured [71]. The
rotation is by the same process as Farady rotation in trans-
mission. It is a popular method for measuring magnetism in
surfaces and ultra-thin films since it is relatively inexpensive
to set up and is easily made compatible with UHV since the
light source, usually a He–Ne laser, and all the polarization
detection equipment are external to the vacuum system with
the incident and reflected beams transmitted through win-
dows. The optical penetration depth of visible light is of the
order of 20 nm in metals and the signal from a deposited
monolayer is a small fraction of the total signal so the rota-
tion of the polarization vector is a fraction of a degree. With
careful design and good quality optics it is possible to mea-
sure hysteresis loops in magnetic monolayers. Three geome-
tries are used: polar, longitudinal, and transverse. The max-
imum signal is obtained when the ' vector of the light is
perpendicular to the sample magnetization [72].

3.2.4. UHV Vibrating Sample Magnetometry
Vibrating sample magnetometry is a standard technique for
measuring the magnetic moment in materials that was orig-
inally described by Foner [73] over 40 years ago. The mag-
netic moment of a sample is determined by vibrating it
between conducting coils and measuring the alternating volt-
age developed at the same frequency. The sensitivity of the
technique has steadily improved and modern instruments
can measure moments as low as 10−7 A m2, corresponding to
∼1016 Fe atoms. Recently, a system that allows in-situ mea-
surements on exposed clusters in UHV has been demon-
strated [74]. A deposited cluster layer is deposited onto a
substrate and then sealed, in its UHV environment, within
an ampoule that can be withdrawn and inserted into the
magnetometer without exposing the sample to atmosphere.

The technique is not sensitive enough to measure signif-
icantly less than a single cluster layer so it cannot be used
to study isolated particles. The ability to measure exposed
layers is, however, important since, as will be shown in
Section 7, even thick cluster films show a marked change in
magnetic behavior when coated with a protective nonmag-
netic capping layer to allow removal from the vacuum for
ex-situ measurements.

3.4. Isolated Embedded Clusters

In the case of embedded clusters, it is unnecessary to make
in-situ measurements as the samples can be taken into air
without contaminating the magnetic clusters and so the
whole range of magnetic measurements becomes possible.
The two techniques presented below are sufficiently sen-
sitive to measure the magnetization in a single embedded
nanocluster.

3.4.1. Micro-SQUID Measurements
Superconducting quantum interference devices (SQUIDS)
are the most sensitive magnetic detectors known and recent
developments in lithographed devices of 
m dimension have
enabled the measurement of the switching field of individ-
ual nanoclusters [75]. The technique involves making the
loop and Josephson junctions out of a cluster-assembled film
consisting of nanoclusters embedded in a superconducting
matrix. The film is deposited over a whole substrate that is
then patterned using lithography into superconducting loops
with weak links. Although every loop contains clusters over
its entire surface, there is only significant flux coupling from
those that are embedded within the bridge. In the devices
reported the junction regions have an area 30× 50 nm2 and
the clusters are embedded in a 20 nm thick Nb film. Thus
if clusters with a volume ∼20 nm3 are embedded with a
volume fraction ∼0�1%, there will be on average 1 cluster
per bridge region. One then makes measurements from a
number of SQUIDS on the sample and it is clear from the
switching field distribution which ones are detecting a single
particle.

3.4.2. Micro-Hall Probes
Using conventional photolithography and wet chemistry it is
possible to produce submicrometer size III–V semicondutor
Hall bars in which the conducting layer is an ultrathin two-
dimensional electron gas (2DEG) localized at the surface
[76, 77]. A magnetic particle deposited onto the central bar
produces an intense local magnetic field that penetrates the
2DEG and generates a significant Hall voltage. Wirth and
von Molnár [77] have shown how matching the size of the
particle array to the active area of the Hall bar produces
the optimum sensitivity and recently, Li et al. [78] measured
the magnetization curve at temperatures up to 75 K, of a
single Fe nanoparticle with a diameter of 5 nm. At present
the technique does not quite match the sensitivity of the
micro-SQUID but it is much more versatile since it can mea-
sure over a much wider temperature range (≤100 K) and
is not restricted to particles embedded in superconducting
materials.

4. MORPHOLOGY AND
STRUCTURE OF CLUSTERS AND
CLUSTER-ASSEMBLED FILMS

4.2. Morphology

The high proportion of surface atoms in nanoclusters mag-
nifies the importance of the surface energy and it is the
competition between this and the local bonding forces that
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determines their morphology. Simple metal clusters with
highly isotropic bonding are at one extreme and are pulled
into spheres with the system behaving very much like a liquid
drop. In fact the abundance spectra show “magic numbers”
that correspond to especially stable electronic configurations
within a spherical jellium model [79, 80]. In the case of the
transition metals the magic numbers always correspond to
stable atomic geometries rather than filled electronic shells.
For example the body-centered cubic (bcc) metals Fe, Nb,
and Ta show magic numbers at n = 7, 13, and 15 that corre-
spond to a petagonal pyramid, an icosahedron, and a double
icosahedron respectively [81]. In this situation, in larger clus-
ters, faceting becomes thermodynamically stabilized and in
the case of metals with close-packed cubic crystal structures,
the clusters tend to form truncated octahedrons [23, 82].
Generally the growth in the gas phase occurs in shells with
the successive filling of layers of the cuboctahedral structure
[83–85]. From a given stable configuration, reaching the next
larger size begins by growth at a (111) face and switches to
an adjacent (111) or (100) face when the first is full.

The morphology can change when the clusters land on a
substrate, either by direct damage from the impact or due
to subsequent diffusion and aggregation of clusters. These
latter effects dominate the morphology of simple metal clus-
ters deposited on graphite surfaces and they tend to form
large fractal structures in which the original cluster morphol-
ogy is lost [86]. This is not the case with transition metal
clusters which, for landing energies less than ∼0.5 eV/atom,
maintain their free cluster shape. Diffusion is also limited so
that films build up by a random positioning of clusters. This
type of structure is seen in Figure 4, which shows deposits
of Fe clusters on Si(111) surfaces [87]. There is no tendency
for the clusters to line up along atomic steps or to coalesce
when they come into contact but remain as distinct grains.
This remains the case even in very dense assemblies in which
there is more than one layer of clusters. Closer inspection
(Fig. 4b) reveals faceting of the clusters and that they tend
to align along the facets when they come into contact. As
shown in Figure 5, the faceted morphology is also preserved
in nanoclusters embedded in matrices [74].

Figure 4. Morphology of exposed Fe clusters on Si(111). (a) Scanning
tunneling microscopy (STM) images (100×100 nm) of unfiltered cluster
deposition. (b) High magnification image (40 × 40 nm) of deposition
shown in (a). Reprinted with permission from [131], C. Binns and M. J.
Maher, New J. Phys. 4, 85.1 (2002). © 2002, IOP Publishing.

Figure 5. TEM image of a single 3 nm Co cluster embedded in amor-
phous carbon showing a cuboctahedral morphology and a fcc atomic
structure. Reprinted with permission from [75], M. Jamet et al., Phys.
Rev. Lett. 86, 4676 (2001). © 2001, American Physical Society.

4.3. Structure

The atomic structure of a transition metal nanocluster is a
size-dependent property and for metals with close packed
cubic structures in the bulk, very small clusters are gener-
ally predicted to have icosahedral structures. Above some
critical size the structure changes to a cubic close packed
though this may be an face-centered cubic (fcc) structure
in metals that are hexagonal close packed in the bulk. An
example is Co and Figure 5 shows a transmission electron
microscopy (TEM) image of a single cuboctahedral Co clus-
ter embedded in amorphous carbon with a fcc structure [75].
In the case of metals with a bulk bcc structure, one expects
an intermediate fcc phase between the icosahedral and bcc
strcutures. There is evidence for this transition in Fe clusters
from the free cluster magnetization measurements by Billas
et al. [12] that indicate a change in the magnetic behavior at
sizes of about 100 atoms. From specific heat measurements
by Gerion et al. [90] of free Fe clusters containing about
270 atoms there is also evidence for a phase transition at
about 600 K.

5. MAGNETISM IN FREE CLUSTERS
Studying mass-selected magnetic clusters as free particles
enables one to address fundamental questions regarding the
development of magnetism in materials as they are built
atom by atom from the monomer. Various novel behaviors
have been observed in free clusters including enhanced mag-
netic moments in ferromagnetic metals [12], magnetism in
metals that are nonmagnetic in the bulk [56], ferrimagnetism
in antiferromagnetic metals [88], canted spin arrangements
in ferromagnetic rare earths [13, 89], and lowered [12, 90]
or increased [91] Curie temperatures. Theoretical models
have been developed that explain many of these phenom-
ena. Ab initio methods and total energy calculations can be
used to determine the cluster structure as well as their mag-
netic properties but are restricted to small clusters contain-
ing up to about 10 atoms. Hartree–Fock based methods can
be used to calculate the magnetic behavior of much larger
clusters but an atomic structure must be assumed. It is found
in all cases that the atomic structure and the nearest neigh-
bor distance are critical to determining the magnetic prop-
erties in clusters. Experimentally this information is sparsely
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available at present and has been determined in a limited
number of cases by indirect methods such as the observation
of magic numbers in the mass spectra of the clusters [81].
The situation is complicated by the existence in some cases
of several isomers of clusters of a give size.

The magnetic measurements are restricted to the
gradient-field experiment described in Section 3 that mea-
sures the deflection and the modification of the beam profile
of a beam of clusters by an inhomogenous magnetic field.
In principle this can measure the total magnetic moment
of a mass-selected cluster as a function of the field magni-
tude and the cluster temperature. As discussed earlier, ini-
tial controversies regarding the interpretation of data have
been resolved. It is generally accepted that in transition
metal clusters with their low magnetocrystalline anisotropy,
at typical temperatures encountered in cluster sources the
moment is decoupled from the atomic lattice and the mag-
netization obeys the superparamagnetic model. The magne-
tization of rare-earth clusters on the other hand is described
by the superparamagnetic model only at some cluster sizes.
Clusters with different sizes show locked-moment behav-
ior. A review of results on free clusters of various types
is presented below. For measurements on superparamag-
netic clusters, the magnetization measured at finite temper-
atures is used to extract the intrinsic value of 
cluster (usually
expressed in 
B/atom) using Eq. (2).

5.1. Ferromagnetic 3d Transition Metals

Figure 6 shows a compilation of the total moments in free
FeN , CoN , and NiN clusters for N = 10–740 atoms, mea-
sured by Billas et al. [92], Apsel et al. [93], and Knickelbein
[94, 95] using the gradient-field deflection technique. The
step in the Ni data reported by Apsel et al. [93] at N = 200
arises from a change in the measurement temperature and a
resulting change in the systematic error. The total moment
is enhanced relative to the bulk in all three metals but there
is a convergence to the bulk value for cluster sizes greater
than ∼600 atoms. The convergence is not monotonic, how-
ever, as gentle ripples in the moment are observed above
the noise level throughout the size spectrum. It has recently
been suggested that these weak variations may be due to an
oscillation of the magnetic anisotropy energy and thus the
systematic error with size, rather than changes in the mag-
netic moment [96].

For clusters smaller than about 20 atoms, dramatic
changes occur. The most prominent is observed in Fe clus-
ters in which going from Fe12 to Fe13 changes the moment
per atom from nearly the atomic limit to close to the bulk
value. The detailed changes in small FeN and NiN clusters
for N < 100 are shown in Figure 7. It is observed that Fe12
has a moment (5.4
B/atom), which is close to the atomic
limit of 
z = 6
B, assuming a d6 configuration of the valence
shell, as in the case of atomic Fe [97]. In order to achieve
this the atoms in the cluster must have most of the atomic
spin moment (3
B) and most of the atomic orbital moment
(3
B). The addition of a single atom, however, reduces the
moment by almost 3
B to 2.44
B observed in Fe13. Indepen-
dent measurements by Knickelbein [94] and Apsel et al. [93]
also demonstrate an especially low moment in Ni13. Mass
spectra of several types of metal cluster including Fe, Ti, Zr,
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Figure 6. Total moments (in 
B /atom) observed in free Fe, Co, and Ni
clusters as a function of size measured by Knickelbein [94, 95] (squares),
Billas et al. [92] (triangles), and Apsel et al. [93] (circles).

Nb, and Ta [81] have identified N = 13 as a magic num-
ber and the structure is assumed to be the densely packed
icosahedron shown in the figure.

The results of some calculations are also shown in
Figure 7. In all cases the calculation of the magnetic moment
is restricted to the spin component; that is, the orbital
contribution is neglected and this leads to a general underes-
timation of the magnetic moment. The tight binding molecu-
lar dynamics calculation by Andriotis and Menon [98] of the
moment in free FeN clusters in the range N = 1–169 shows
good agreement with the measured values for N > 13 atoms.
In the smallest clusters, however, it continues to predict a
moment of about the same size as the larger clusters while
the experimental data show the large step up to close to
the atomic limit for N = 12. This discrepancy is interesting
as it implies that the step is due to the appearance of the
orbital moment at close to its atomic value. It seems there-
fore that the formation of the close-packed icosahedron at
N = 13 almost completely quenches the orbital moment and
it does not reappear at larger cluster sizes. For N > 13 the
moment is mostly due to spin but is still enhanced signifi-
cantly relative to the bulk value. Fujima [101] predicted that
Fe7 clusters with a pentagonal bipyramidal structure have a
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Figure 7. Total moments (in 
B /atom) in free FeN and NiN clusters as a
function of N for N < 100 measured by Knickelbein [94, 95] (squares),
Billas et al. [92] (triangles), and Apsel et al. [93] (circles). The measured
values are compared with calculations by Andriotis and Menon [98]
(open circles), Reddy et al. [99] (open circles plus line), and Reuse and
Khanna [100] (open squares).

spin moment of 2.86
B/atom for the bulk interatomic spac-
ing but a slight contraction results in a coplanar (i.e., not
collinear) arrangement of the moments.

The calculations for NiN clusters by Reddy et al. [99]
shows a minimum in the moment for N = 16 rather than
N = 13 as observed. This is probably due to omission of the
orbital moment as in the case of Fe implying again that for-
mation of the icosahedron at N = 13 quenches the orbital
moment in Ni clusters though the effect is not as big as in
Fe clusters. Reuse and Khanna [100] calculated moments in
free Ni clusters for sizes up to N = 13 and found a low
moment at this size as well as predicting the icosahedral
structure. They did not continue the calculation to larger
sizes, however, so the minimum moment predicted by the
model may not be at N = 13.

5.2. Antiferromagnetic 3d Transition Metals

The small number of atoms in nanoclusters of metals that
are antiferromagnetic in the bulk leads to the possibility of
an imbalance of the spin sublattices and frustration. Thus
a ferrimagnetic or even ferromagnetic ground state may
be expected. An initial experimental study of Cr clusters
by Douglass et al. [102] using the gradient field deflec-
tion technique showed that CrN did not have a detectable
net magnetic moment for N in the range 9–31 atoms. The
sensitivity of the apparatus led them to conclude that the
upper bounds for any net moment varied from 0.77
B/atom

for Cr9 to 0.42
B/atom for Cr31. This result was in con-
trast to many early calculations that predicted large and
easily measurable net moments for CrN clusters for N up
to 51 [103–105], though the expected moments were shown
to be highly sensitive to the structure [105]. Lee and Call-
away [106] calculated the magnetic moment in Cr9 and
Cr15 clusters in a bcc structure as a function of lattice
spacing and observed the disappearance of a net moment
below a critical value. They found that at the bulk Cr
spacing the magnetic moment for both Cr9 and Cr15 clus-
ters was below the detectable threshold of the experiment.
A structure-optimized calculation by Cheng and Wang [107]
showed a unique growth by dimers up to Cr11 after which
the bcc structure is stabilized. They found that the clusters
were always antiferromagnetic with a size-dependent atomic
moment. Subsequent calculations have investigated the sta-
bility of noncollinear moments resulting from frustration
[101, 108]. Kohl and Bertsch [108] found that CrN clusters
for N ≤ 13 strongly favor noncollinear configurations and
Fujima [101] found that with decreasing interatomic spacing
in Cr7 clusters, with a pentagonal bipyramid structure, the
spin configuration changes from collinear (antiparallel) to
coplanar.

Recently the field gradient deflection experiment on Cr
clusters was repeated by Bloomfield et al. [109] using a more
sensitive apparatus and it was found that all clusters studied
in the size range N = 8–156 atoms showed a net magnetic
moment that varied from almost zero to 1.87
B/atom. Even
more interesting was the discovery that at a given cluster size
there were always two isomers with different moments. The
null result of the earlier experiment was due to the fact that
the isomers with the largest moments had a low abundance.
For example Cr9 has an abundant isomer with a moment of
0.65
B/atom and a rare one with a moment of 1.87
B/atom.
In this latter case, for a collinear alignment of the moments
even if the localized atomic moment was close to the free
atom value of 5
B (d5 configuration), at least six of the nine
spins must be parallel. The finding of multiple moments at a
given cluster size, however, is not necessarily due to isomers
with a different atomic structure. An earlier calculation by
Lee and Callaway [110] revealed that Cr9 clusters with a bcc
structure could exist in several magnetic states with different
moments simultaneously. They found that for some atomic
spacings four or five states could coexist. The data of Bloom-
field et al. [109] may well be an experimental confirmation
of this prediction.

Figure 8 shows the magnetic moments in free MnN clus-
ters for N = 11–99 measured by Knickelbein [88]. He
observed a moment across the size range that attains a
maximum value of 1.5
B/atom for N = 15. Deep minima
were also observed for N = 13 and N = 19 suggesting an
icosahedral and double icosahedral structure at these cluster
sizes. Calculations are not available for Mn clusters in this
size range but density functional calculations for Mn2–Mn5
[111] find compact and symmetrical equilibrium geometries
but also the existence of isomers whose binding energy is
only slightly higher than the ground state structure. In all
cases magnetic moments of 5
B were found; that is, the
spin configuration is ferromagnetic and the spin moment has
the atomic value. The conditions required for noncollinear
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Figure 8. Total moments (in 
B /atom) in free MnN clusters as a func-
tion of N for N = 1–99. Reprinted with permission from [88], M. B.
Knickelbein, Phys. Rev. Lett. 86, 5255 (2001). © 2001, American Physical
Society.

alignment of the moments in Mn7 clusters with a pentag-
onal bipyramidal structure were examined by Fujima [101].
He found that as the interatomic spacing relative to the
bulk value varies between 0.8 and 1 the spin configura-
tion changes from collinear (antiparallel) to disordered to
coplanar.

5.3. Nonmagnetic 3d and 4d Metals

The Stoner criterion for itinerant magnetism [112] is
DEF �I > 1 where DEF � is the density of states at the
Fermi level and I is the exchange integral

I =
∫
*2r�Kr� dr (11)

in which Kr� is the exchange-correlation enhancement of
the applied field and *r� is proportional to the charge den-
sity at the Fermi level. Both DEF � and I are modified at
interfaces and in nanostructures leading to the possibility of
stabilizing magnetism in small clusters of elements that are
paramagnetic in the bulk. Despite several theoretical predic-
tions for permanent magnetic moments in V clusters [103,
113, 114] none have been detected [102].

There is a general decrease in I with increasing atomic
number [115] so that magnetism is less favored in 4d and
5d elements and is not found in any bulk elements from
these series. Although many 4d and 5d metals have been
predicted to show magnetism as monolayers [116] there are
only two experimentally proven examples of 4d magnetism,
that is, Ru monolayers on graphite [117] and free Rh nano-
clusters [56].

The magnetic moment per atom as a function of Rh clus-
ter size is shown in Figure 9 and compared with the unre-
stricted Hartree–Fock calculations by Villaseñor-Gonzalez
et al. [118]. The calculation optimized the structure at each
size by determining the optimum bond length for icosahe-
dral, fcc, and bcc atomic arrangement and then observing
which of these had the highest cohesive energy. The pre-
dicted structure at each point is shown in Figure 9 and it is
seen that the most stable arrangement alternates between all
three structures. The calculations of the magnetic moment
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B /atom) in free RhN clusters for N <
100 measured by Cox et al. [56] (open circles). The measured val-
ues are compared with calculations by Villaseñor-Gonzalez et al. [118]
(filled circles). The most stable structure, for which the calculation was
performed, is shown at each cluster size. Reprinted with permission
from [118], P. Villaseñor-Gonzalez et al., Phys. Rev. B 55, 15084 (1997).
© 1997, American Physical Society.

of the most stable structures at each cluster size reproduce
the data reasonably well and in particular reproduce the
minima at N = 13, N = 17, and the maximum at N = 19.
Interestingly the most stable structure at N = 13 is found to
be bcc-like instead of the icosahedra assumed in the case of
the 3d transition metals. A 13-atom icosahedral Rh cluster
is found to show a magnetization maximum in contrast to
the data. The double icosahedron at N = 19 also shows a
maximum in agreement with the measurements. The varia-
tions in the magnetic moment per atom derive not only from
changes in magnitude of the individual atomic moments but
also from spin alignments that are sometimes antiferromag-
netic. The neglect of the orbital contribution in this type of
calculation may, however, change the agreement with the
experiment, in which the total (orbital + spin) moment is
measured. Cox et al. [56] also attempted to detect mag-
netism in Pd and Ru clusters in the size range 10–115 atoms
but found no measurable moment and set upper limits of
0.32
B/atom for Ru10 clusters and 0.4
B/atom for Pd13 clus-
ters. A tight binding calculation including s, p and d-orbitals
of PdN and RhN clusters up to N = 19 showed either small
or zero moments for Pd clusters and larger values for Rh
clusters [119].

5.4. Rare Earths

The character of magnetism in rare earths is very differ-
ent from that of transition metals because the 4f orbitals,
which produce most of the magnetic moment, are screened
from the environment by the 6s electrons. The localization
of the 4f electrons within screening orbitals generally results
in both the orbital and spin moments maintaining their full
atomic values in the bulk. The large orbital moment and
spin–orbit coupling is responsible for the very high values of
the magnetic anisotropy energy observed in rare earths.

Magnetic deflection experiments on free Gd clusters [13,
91, 120] at temperatures around 100 K have revealed two
types of behavior depending on the number of atoms in the
cluster. At some cluster sizes, the deflection profiles show
that the cluster magnetization scales with B/T and these
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are assumed to be superparamagnetic as in the case of tran-
sition metal clusters. At other sizes the cluster moment,
measured from the deflection profile, does not scale with
B/T and in this regime the behavior is ascribed to the
moments being blocked so that they are locked to the crys-
tal lattice and undergo the same rotation as the cluster.
The simplest interpretation of these observations is that the
magnetic anisotropy, which is higher in the rare earths than
the transition metals, varies with the number of atoms in
the cluster producing a consequent variation in the cluster
blocking temperature TB. For example Gerion et al. [91]
found that TB is between 45 and 75 K for Gd13 and Gd21
but around 180 K for Gd22.

The different experiments disagree, however, on the clus-
ter sizes that show the different behaviors. Douglass et al.
[120] found that all cluster sizes in the range Gd11–Gd26 dis-
played locked-moment behavior with the exception of Gd22,
which was superparamagnetic. In contrast, Gerion et al. [91]
showed that Gd13 and Gd21 were superparamagnetic while
Gd22 was blocked. Tb also shows the locked-moment or
superparamagnetic behaviors described above depending on
the cluster size [121].

For the superparamagnetic clusters it is possible to extract
the total moment per atom from the magnetization vs B/T
using Eq. (2) as with the transition metals and in all cases
moments/atom significantly lower than the bulk value were
found. For example Gd13 and Gd21 clusters have moments of
5.4 and 5
B/atom respectively compared with a bulk value
of 7.55
B/atom. This has been explained by a theoretical
model that takes into account an Ruderman, Kittel, Kasuya
and Yosida (RKKY)-type interaction between the atoms in
which the exchange force between nearest neighbors is fer-
romagnetic but switches to antiferromagnetic between sec-
ond nearest neighbors [89]. The clusters are found to adopt
a hexagonal structure and within a range of the ratio of
the ferromagnetic to antiferromagnetic coupling strengths,
canting of individual atomic spins away from perfect ferro-
magnetic alignment is predicted. Thus the moment per atom
measured along the applied field will be reduced. The reduc-
tion in moment relative to the bulk is also observed in Tb
clusters [121], presumably for the same reason.

5.5. Magnetic Ordering Temperature

The thermal behavior of the moment has so far been dis-
cussed in terms of superparamagnetism where the cluster
supermoment is excited over the cluster anisotropy barrier.
At sufficiently high temperatures the internal spin align-
ment will be disrupted leading eventually to normal param-
agnetism. Gerion et al. [90] measured the specific heat of
free Fe250−290, Co200−240, and Ni200−240 clusters in the tem-
perature range 80–900 K. The method involves using an
experimental setup similar to that used in measuring the
magnetic moments and the perturbation of the beam profile
in response to a heating laser is used to determine the spe-
cific heat. The clearest results are for Ni200−240 which shows
a broad peak centered at 340 K on top of a nearly constant
baseline of 6 cal/(mol K)—the classical Dulong and Petite
value for bulk Ni. The peak is interpreted as due to the fer-
romagnetic to paramagnetic phase transition in the clusters

and its width is well described by the mean-field approx-
imation. The temperature of the transition is significantly
reduced relative to the bulk value of 627 K. The specific
heat for the Co200−240 clusters shows a monotonic rise from
5.5 cal/(mol K) at 300 K to 15 cal/(mol K) at 900 K implying
that the phase transition is not reachable in the temperature
range of the experiment. The behavior of Fe250−290 clusters
is more enigmatic showing specific heat values significantly
lower than the Dulong and Petite values. A peak at around
T = 600 K does occur but is poorly described by mean-field
theory. One possibility discussed in the paper is that Fe clus-
ters undergo a magnetic transition between a high-moment
and low-moment state with different lattice parameters.

Billas et al. [12] observed the magnetic ordering tem-
peratures in FeN and NiN clusters directly by measuring
the magnetic moment as a function of temperature up to
over 900 K. In all cases they found the magnetic moment
was constant above some critical temperature TCN�, which
was interpreted as the transition temperature for paramag-
netism. The magnetization in this state, 
para, should attain
a value 
T=0/

√
N corresponding to N randomly aligned

atomic moments so that in a cluster where N ∼ 100, 
para is
significantly above zero. In fact it was found that 
para was
higher than 
T=0/

√
N . This was later explained by Pastor

and Dorantes-Dávila [122] as due to short-range magnetic
order (SRMO) above the transition temperature, which is
also observed in bulk magnetic materials. The effect of this is
to increase the paramagnetic moment to 
T=0

√
-/N where

- is the average number of atoms in a SRMO domain.
The high temperature behavior of rare-earth clusters con-

trasts with that of the transition metals. The measured
ordering temperatures (420 K for Gd21 and over 500 K for
Gd13) are significantly higher than the bulk value of 293 K.
In addition the moment above the ordering temperature
tends asymptotically to 
T=0/

√
N [91] indicating that there

is no SRMO above the ordering temperature and the disor-
der is on the atomic scale. The decay in magnetic moment
per atom with temperature found for Gd13 clusters is con-
sistent with the canted spin model [91, 123].

6. MAGNETISM IN EXPOSED CLUSTERS
ADSORBED ON SURFACES

In this section, the behavior of magnetic clusters deposited
on a surface and left exposed to vacuum will be considered.
Working in this regime requires that the cluster deposition
must be done in-situ and the measurements performed in
very good UHV conditions (∼10−11 mbar) to avoid contam-
ination of the clusters. In the case of free clusters, some
gas adsorption on the clusters can be tolerated as the mass
separation can distinguish the clean clusters from those with
gas molecules attached. In deposited samples, most in-situ
magnetic measurements have been done with spatially aver-
aged techniques that measure the entire cluster assembly
and are unable to discriminate between the behavior of
clean and contaminated clusters. There are, however, sev-
eral experimental advantages in studying adsorbed clusters;
for example, it is possible to exert accurate control over the
cluster temperature down to low cryogenic values allow-
ing the blocked state to be observed. In addition structural
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techniques such as X-ray diffraction, STM, and TEM can
be used as well as more powerful magnetic probes such as
XMCD, which is able to determine the spin and orbital
components of the total moment. Finally, the interactions
between the clusters can be studied by accumulating a suffi-
cient density on the surface.

6.1. Magnetism in Isolated
Adsorbed Clusters

A natural starting point in describing adsorbed clusters is to
review measurements carried out at very low coverages to
determine the behavior of the isolated particles. An impor-
tant question to address is whether the enhanced mag-
netic moments observed in free transition metal clusters are
retained if the cluster is adsorbed on a surface. The earliest
reported studies of isolated and exposed magnetic clusters
deposited from the gas phase onto surfaces in UHV were
of size-selected 2.5 nm (700-atom) Mn clusters at very low
coverages on HOPG substrates [124, 125]. Photoelectron
spectroscopy using synchrotron radiation was used to probe
shallow core levels and showed changes in the lineshape of
the Mn 3s photoemission spectra that were consistent with
an increased magnetic moment of the atoms in the clus-
ter estimated at about 20% larger than the bulk value. The
experiment was insensitive to the spin configuration.

More recently the powerful XMCD technique has been
utilized in deposited cluster experiments and as well as
addressing the magnitude of the moment it is possible to
obtain information on the separate contributions of the spin
and orbital components. To gain some understanding of
the effect of the interaction with the substrate it is useful
to consider results from isolated atoms of Fe, Co, and Ni
adsorbed on K and Na films obtained by Gambardella et al.
[126]. They studied films with coverages as low as 0.2% of a
monolayer and used the most accurately measured quantity
obtainable by the XMCD technique, that is, the ratio (see
Section 3)

R = �Lz
2�Sz + 7�Tz

(12)

to determine how “atomic-like” the adsorbed atoms were.
The valence state of each element was determined by mod-
elling the shape of the L2/ 3 absorption edge and was found
to be d7 for Fe, d8 for Co, and d9 for Ni. Knowing this the
quantities in Eq. (12) can be obtained by Hund’s rules and
the atomic value of R (Ratom) compared with the measured
one (Rexp). The ratio Rexp/Ratom was found to be 100%, 89%,
and 63% for Ni, Co, and Fe respectively; that is, Ni has the
same moments as in a free atom with the same valence while
Co and Fe show a 10% and a 37% decrease respectively.
The reductions are due to a partial quenching of the orbital
moment but even in the case of Fe the quenching is much
less than in isolated Fe impurities embedded in a bulk host.

Mass-selected FeN clusters with sizes N = 2–9 adsorbed,
at the dilute limit, on Ni thin film substrates have been stud-
ied by Lau et al. [127]. For such small clusters it is important
to ensure a soft landing and this was achieved by deposit-
ing the clusters, decelerated to 2 eV/atom onto Ar multilay-
ers that were physisorbed at 15 K on the substrate. These

were then removed by flash-heating to 100 K. Substantial
increases in the orbital to spin ratio and the spin and orbital
moments per valence band hole relative to the bulk were
observed but uncertainty in nh and the �Tz term meant that
absolute values were not given. Larger clusters in the size
range 180–690 atoms deposited at low coverage on graphite
were studied using XMCD by Baker et al. [128]. In this
study the value of nh was obtained by comparing the total
FeL2/ 3 absorption cross section of the clusters with that of
a thick conventional film deposited in-situ and was found to
be the same within experimental uncertainty. Thus nh could
be taken as the bulk value of 3.39 [129]. In addition the �Tz
term was obtained by measuring the dichroism as a func-
tion of the incident angle of the X-rays so absolute values of
the magnetic moments were obtained and the total moment
was found to be about 10% greater than the bulk value with
about half of this enhancement coming from an increased
orbital contribution.

The different datasets for adsorbed Fe atoms [126], small
FeN (N = 1–9) clusters [127], and large Fe clusters [128]
can be compared directly by plotting the orbital (�Lz) and
spin (�Sz) angular momenta per valence band hole, nh, as
is done in Figure 10. For the adsorbed Fe atoms on K, the
valence state was identified as d7 so nh = 3 [126]. The orbital
and spin moments for the isolated atoms shown in Figure 10
were derived from the published R value, assuming that
most of the reduction in R is due to a partial quenching
of the orbital moment. For the small clusters the published
data for the orbital component, �Lz/nh, can be entered
directly on the plot. The spin term is given as �Sz+ 7/2�Tz
and the pure spin component has been extracted assum-
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ing that �Tz is the average of the value in isolated atoms
−1/7� and that in the larger deposited clusters −0�11/7�
[128]. The �Lz/nh and �Sz/nh values for the larger clus-
ters were obtained from the published orbital and spin mag-
netic moments and dividing by the value of nh (3.39) mea-
sured during the experiment. Whatever the inaccuracies in
the assumptions made in the comparison of the different
datasets and notwithstanding the different substrates used
in the experiments some general conclusions can be drawn
from Figure 10 about the size-dependent magnetic behav-
ior of supported Fe nanoclusters. Both the orbital and spin
components decrease rapidly with cluster size and with only
three atoms/cluster values close to the bulk value are found
for both �Lz/nh and �Sz/nh. This is different from the
behavior of free Fe clusters in which moments close to the
atomic limit were found up to N = 12. There is evidence
for short and long period oscillations in both moments as a
function of size. Over a wide size range the total magnetic
moment is about 10% larger than the bulk with about half
of the enhancement coming from the orbital moment. The
adsorbed cluster moments converge with the bulk values for
N ≥ 700, as observed in free clusters.

Ab initio calculations of the spin moment in small 4d
metal clusters with different geometries on Ag(100) were
carried out by Wildbereger et al. [130]. While they found a
permanent moment in dimers for elements between Mo and
Rh in the periodic table, magnetism was less favored as the
cluster size increased. In the case of the largest clusters stud-
ied (i.e., nine-atom flat islands), only Ru and Rh had stable
moments. The Rh moment was 0.6
B, which compares with
0.8
B measured in nine-atom free Rh clusters [56].

6.2. Effect of Cluster–Cluster Interactions

All the results presented are at the dilute limit when the
clusters can be assumed to be noninteracting. As the den-
sity on a surface is increased the effect of the interac-
tion between the clusters can be observed. Figure 11 shows
how the orbital and spin moments, measured by XMCD,
vary with coverage for unfiltered Fe clusters with a mean
size of 600 atoms deposited on HOPG [14]. The cover-
age is expressed as the equivalent film thickness in Å so
for clusters of this size a complete monolayer corresponds
to ∼20 Å. Also shown on the diagram (filled symbols) are
the measured moments for a mass-selected deposit with the
filter set to the mean value of the unfiltered distribution.
It is evident that the orbital and spin values at low cover-
age in the filtered and unfiltered deposits are similar. With
increasing coverage the orbital moment drops toward the
bulk value as the clusters come into contact. The spin term
increases but this is due to a decreasing contribution from
the (negative) 
T (dipole) component as the film becomes
more bulklike.

Figure 12 shows the development with cluster density of
the remanence at 40 K of films produced by depositing unfil-
tered Fe clusters with a mean size of ∼450 atoms on Cu
and HOPG substrates [61]. The data were obtained using
magnetic linear and circular dichroism in the angular dis-
tribution of Fe 3p photoelectrons (MLDAD and MCDAD)
that measure, respectively, the in-plane and out-of-plane
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deposit with the filter central mass set to 600 atoms. An STM image
at a coverage of approximately 0.2 cluster monolayers (4 Å) is shown.
Reprinted with permission from [14], K. W. Edmonds et al., Phys. Rev.
B 60, 472 (1999). © 1999, American Physical Society.

remanent magnetization. At this temperature, isolated clus-
ters are superparamagnetic and will have zero remanence.
The behavior is independent of substrate and for coverages
below half a cluster monolayer, the MLDAD signal is zero
within experimental error. A small but finite MLDAD signal
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coverage for unfiltered Fe clusters with an average size ∼450 atoms
deposited on graphite (open circles) and Cu (filled circles). All mea-
surements were at 40 K. The dense film shows an in-plane anisotropy
with a remanence higher than a molecular beam epitaxy-grown film
deposited in-situ. An STM image at a coverage of approximately 0.2
cluster monolayers is shown. Reprinted with permission from [61], K. W.
Edmonds et al., J. Appl. Phys. 88, 3414 (2000). © 2000, American Insti-
tute of Physics.
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is observed between 0.5 and 1 ML thickness, followed by
a steep rise between 1 and 1.4 ML. No MCDAD signal is
visible at 40 K at any coverage above the noise level.

As the coverage increases, the interactions between the
clusters lead to a stabilization of the magnetization at 40 K.
This, however, produces strong out-of-plane demagnetizing
fields, and so the remanent magnetization of the sample is
in-plane due to the coherent shape anisotropy of the film.
At the highest coverage the remanence exceeds that of an Fe
film of the same thickness grown in-situ with a conventional
evaporator.

7. MAGNETISM IN
EMBEDDED CLUSTERS

Co-depositing clusters and vapor from a conventional depo-
sition source enables one to embed clusters with a known
size distribution and a controlled volume fraction in a matrix
of another material. The removal of the requirement to
work in-situ allows a wide range of measurement techniques
to be applied including conventional magnetometry.

7.1. Isolated Clusters—The Dilute Limit

A comprehensive magnetometry study of Fe and Co clusters
deposited from the gas phase and embedded in co-deposited
Ag films at very low volume fraction was carried out by
Binns and Maher [131]. Magnetic isotherms measured in
the plane of the surface, at temperatures 50–300 K, of unfil-
tered Fe clusters embedded with a 1% volume fraction in
Ag are shown in Figure 13a (symbols). Each was fitted by
a set of Langevin functions [Eq. (2)] with different moment
values where the amplitude of each Langevin function was
a fitting variable. Ten size bins were used in the range 0.5–
8 nm and the average amplitude as a function of particle size
(moment) after fitting all data sets is shown in the inset in
Figure 13a. The calculated curves are displayed as lines and
the fit is excellent in every case. The size distribution is the
usual asymmetric shape and fitting it to a log-normal distri-
bution (inset) gives a most probable cluster size of 2.57 nm
with a standard deviation of 1.95 giving a median diame-
ter of 3.0 nm. This distribution is similar to those obtained
by direct STM imaging of deposited cluster films. It was
pointed out by Allia et al. [132], however, that this proce-
dure is hazardous. In an interacting system it is possible to
obtain an excellent Langevin fit with an “apparent size” that
is different from the real size and varies with temperature.
Three conditions must be met to confirm ideal superparam-
agnetism with no interactions between the clusters:

• The isotherms should display no hysteresis.
• The isotherms should scale with H/T .
• The fitted size distribution should be independent of

temperature.

The lack of hysteresis is evident and the other two condi-
tions are demonstrated in Figure 13b, which is the data in
Figure 13a replotted against H/T and an inset that shows
the invariance with temperature of the median size obtained
from the Langevin fits. This sample thus displays perfect
superparamagnetism above 50 K.
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Figure 13. (a) Magnetization isotherms in the range 50–300 K of
Fe1Ag99 (open squares) compared to fits by Langevin functions (lines)
with a size distribution represented by 10 size bins in the range 0.5–
8 nm. The inset shows the average probability of each bin for the opti-
mum fit to curves at temperatures >50 K (�) and the corresponding log-
normal distribution (line) with dmax = 2�57 nm and � = 1�95. (b) The
same data plotted against H/T showing the scaling predicted by the
Langevin functions. The inset shows the median size from the distri-
butions as a function of temperature and demonstrates the invariance
of the fitted size vs T required for an ideal superparamagnetic system.
Reprinted with permission from [131], C. Binns and M. J. Maher, New
J. Phys. 4, 85.1 (2002). © 2002, IOP Publishing.

The magnetic isotherms measured in the plane of the
surface at temperatures 50–300 K of unfiltered Co clus-
ters embedded with a 2% volume fraction in Ag [131] are
shown in Figure 14a (symbols) along with the Langevin fits
using the procedure already described (lines). In this case
the fitted median size displayed in the inset in Figure 14b
is temperature-dependent below about 150 K. This could
either be due to weak dipolar interactions at the slightly
higher volume fraction [132] or to the higher anisotropy of
the Co clusters relative to Fe requiring a higher temper-
ature to reach the superparamagnetic limit. In either case
the superparamagnetic limit is reached at a temperature
∼150 K. This is also demonstrated in Figure 14b in which
the same data are plotted against H /T and only the 100 and
50 K curves are visibly separated from the rest. The size
distribution obtained by Langevin fits as described above to
the curves taken at 150 K and above along with the fitted
log-normal distribution is shown in the inset in Figure 14a.
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and demonstrates that the apparent size becomes temperature-invariant
(the true size) above 150 K. Reprinted with permission from [131],
C. Binns and M. J. Maher, New J. Phys. 4, 85.1 (2002). © 2002, IOP
Publishing.

For the Co clusters the most probable size is 2.45 nm with
a standard deviation of 1.81 giving a median diameter of
2.8 nm.

At 2 K most of the clusters in the Fe1Ag99 sample
discussed above are below the blocking temperature and
as shown in Figure 15a the magnetic isotherm develops
hysteresis [131]. The remanence, Mr , of an assembly of
blocked particles reveals the symmetry of the anisotropy
axes and their distribution in space. For example uniax-
ial anisotropy axes randomly distributed over three dimen-
sions give Mr/Ms = 0�5 but if they are distributed over two
dimensions (2D) in the plane of the applied field, Mr/Ms =
0�71. The equivalent values for cubic anisotropy axes are
0.82 distributed over 3D and 0.91 distributed over 2D. The
measured remanence is ≈0.4 and is thus closest to the
case for uniaxial anisotropy axes randomly distributed over
3D. In this case the magnetization between saturation and
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Figure 15. (a) Magnetization isotherms at 2 K of Fe1Ag99 sample:
•� field sweeping down, (�) field sweeping up. The inset shows the
decay from saturation (•) compared to a calculation (line) assuming a
random distribution of uniaxial anisotropy axes [Eq. (13)]. The best fit
anisotropy constant is displayed in the inset. (b) As (a) but for Co2Ag98.
Reprinted with permission from [132], C. Binns and M. J. Maher, New
J. Phys. 4, 85.1 (2002). © 2002, IOP Publishing.

remanence is obtained at each field value by minimizing
over all alignments of the anisotropy axes the intraparticle
energies

E1 = KV sin21−  �− 
B cos1 (13)

where K is the anisotropy constant, V is the particle vol-
ume, and  and 1 are the angles between the applied field
and the anisotropy axis and particle magnetization vector
respectively. The inset in Figure 15a compares the curve cal-
culated thus with the data and it is evident that this simple
model reproduces the data accurately. So in zero field the
system is a collection of static, randomly aligned cluster giant
moments each pointing along the local anisotropy axis. The
anisotropy constant is a parameter of the fit and optimizes
at K = 2�63 × 105 Jm−3, which is in reasonable agreement
with the value of K = 2�3× 105 Jm−3 obtained by a SQUID
measurement of a similar sample [133] and is about 5 times
the bulk value. As discussed next a more detailed study of
cluster anisotropy by Jamet et al. [75] showed that the mag-
netocrystalline term is a small component of the total mea-
sured value. A uniaxial anisotropy of the individual clusters
is expected as it will be produced by any incomplete atomic
shell. Only clusters containing magic numbers of atoms are
expected to have a cubic anisotropy but even in this case it
is likely to be lost due to other processes during deposition
such as collision with the substrate.
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The blocking temperature, Tb, of a cluster with a volume
V and anisotropy constant K is given by

Tb =
KV

kB ln�exp/�0�
(14)

where �exp is the measurement time (∼100 sec for dc mag-
netometry) and �0 is the lifetime due to the natural gyro-
magnetic frequency of the particles. A measurement of Fe
nanocluster with a similar size distribution embedded in
Ag yielded �0 = 10−8 s [133] so for the Fe particles hav-
ing the median size (3 nm) in the Fe1Ag99 sample, with
the anisotropy constant shown in Figure 15a, a value of
Tb = 8�5 K is obtained. At 2 K clusters with a diameter less
than 1.4 nm, or about 5% of the distribution shown in the
inset in Figure 13a, are unblocked explaining in part the
observation of a remanence less than 0.5.

The magnetic isotherms were found to be almost isotropic
but a slightly higher anisotropy constant was found by fitting
Eq. (13) to the out-of-plane data. This was interpreted as a
slight shape or stress anisotropy resulting from the deposi-
tion onto the surface. The coherent in-plane anisotropy of
the cluster film was estimated to be ∼9× 103 Jm−3 [131].

The isotherms at 2 K of the dilute Co cluster sample are
shown in Figure 15b. Again the remanence is slightly less
than 50% and assuming the clusters are randomly oriented
over 3D and have a uniaxial anisotropy the approach to sat-
uration can be modelled using Eq. (13). This is compared
to the data in the inset in Figure 15b and the anisotropy
constant obtained is over three times larger than that found
in the Fe cluster assembly giving a blocking temperature
of ∼20 K. The larger blocking temperature will require a
higher temperature than Fe clusters to obtain superparam-
agnetism as already observed.

Jamet et al. [75] provided yet more detail on the iso-
lated properties of embedded nanoparticles by using the

-SQUID technique (Section 3) to determine the three-
dimensional switching field distribution of a single Co
nanoparticle containing about 1000 atoms embedded in Nb.
The data could be fitted by the Stoner–Wohlfarth model [6]
with the anisotropy constants: K1 = 2�2×105 Jm−3 along the
easy direction, K2 = 0�9 × 105 Jm−3 along the hard direc-
tion and a fourth order term, and K4 = 0�1× 105 Jm−3. By
estimating the contributions from shape and magnetoelastic
terms they concluded that the main source of anisotropy in
the particle was the surface anisotropy term described by
Néel [134] with the fourth order term corresponding to the
magnetocrystalline anisotropy.

An XMCD study of Co clusters assembled at low vol-
ume fraction in Cu matrices was carried out by Eastham and
Kirkman [18] who measured an orbital magnetic moment
2.2 times larger than the bulk value—a similar enhancement
to that found in exposed Fe clusters (Section 5). By a care-
ful analysis of the orbital to spin ratio as a function of the
applied field, they were able to show that the atomic spin
direction is determined only by the external field and the
surface anisotropy, which again highlights the importance of
this term in determining the cluster magnetization.

As pointed out earlier, one of the most important advan-
tages of cluster assembly is the ability to prepare granular
films of miscible materials and thus magnetic grains can be

studied in a magnetic matrix. Baker et al. [128] used MXCD
to measure the orbital and spin moments in mass-selected
Fe clusters coated with Co. As discussed in Section 3 XMCD
can focus on the orbital and spin values within specific ele-
ments and they found that the Co coating increases the total
magnetic moment within the Fe particles to a value similar
to that found in free Fe clusters. This was due to a large
increase in the spin moment as also observed in Fe–Co alloys
and within a rigid band model is ascribed to an increase in
the majority spin band population by electrons from the Co
[135]. In the case of the cluster-assembled film there is not a
well mixed alloy although there may be alloying at the inter-
face [16]. In addition, no significant change was observed in
the total Fe L-edge X-ray absorption (“white line”) intensity
indicating that there is no significant change in the num-
ber of Fermi level d-band holes in the Fe. The increase in
the spin moment was attributed to an increase in the Fe
valence band exchange splitting produced by the interaction
with the Co.

7.2. Interacting Cluster Films

Developing a detailed understanding of the effect of inter-
actions between clusters embedded at higher volume frac-
tions is important not only to satisfy scientific curiosity but
also in order to fully exploit such systems in the develop-
ment of high performance magnetic materials, for example
high-moment films (see next section). In such applications
the required volume fraction of nanoparticles is close to
or above the percolation threshold and is well into the
strong interaction regime. When the interparticle interac-
tions become significant the system displays a rich variety
of magnetic configurations resulting from competing energy
terms. The dipolar interaction introduces frustration as it
is impossible to produce an optimum alignment for every
particle. In addition there is frustration resulting from the
competition between the interparticle dipolar and exchange
terms and the intraparticle anisotropy energy (magnetocrys-
talline, shape, magnetoelastic, etc.) that requires the mag-
netization vector to be aligned along specific axes in each
particle.

A thorough investigation of Fe clusters assembled in
Ag matrices at volume fractions from the dilute limit to
pure cluster films with no matrix was carried out by Binns
et al. [74]. Below the percolation threshold (volume frac-
tion <30%) a Curie–Weiss-like extension to superparamag-
netism developed by Allia et al. [132] was used to analyze
the magnetic isotherms. It was found that the films could be
described in terms of cluster aggregates, in which the indi-
vidual nanoclusters were exchange-coupled. For example in
a film with a 10% volume fraction of Fe clusters, a typical
aggregate would consist of 6–7 of the deposited nanoclus-
ters. These aggregates would behave as a single particle and
would interact with each other by dipolar forces.

With a further increase in volume fraction up to the pure
cluster limit, the magnetic configuration in the film at 300 K
becomes a correlated superspin glass [74, 131]. This state
is illustrated in Figure 16c and results from the random
anisotropy whose length scale is that of a single nanoclus-
ter. The exchange coupling between adjacent clusters tries
to align their moments but perfect alignment is prevented



Magnetism in Nanoclusters 917

(a)

(b)

(c)

Anisotropy axis

d

Magnetic correlation
length = d

Magnetic correlation
length = d/λ r 2

Figure 16. (a) Schematic representation of a magnetic nanoparticle
with a uniaxial anisotropy axis (represented by a slight elongation).
(b) and (c) A stack of particles with randomly oriented anisotropy
axes. In (b) 3r ≥ 1 and the magnetization vector points along the local
anisotropy axis so the magnetic correlation length is a single particle
diameter. In (c) 3r < 1 and the magnetic vectors are nearly aligned. The
random perturbation from perfect alignment results in a finite magnetic
correlation length that is a factor 1/32

r larger than a single particle.
Reprinted with permission from [131], C. Binns and M. J. Maher, New
J. Phys. 4, 85.1 (2002). © 2002, IOP Publishing.

by the random direction of the anisotropy axes of neigh-
boring clusters. This produces a small randomized canting
of adjacent spins resulting in a loss of magnetic order after
a sufficient number of clusters. Thus there is a mesoscopic
magnetic correlation length that is much greater than a sin-
gle cluster diameter. At high volume fractions the magnetic
isotherms were analyzed using a random anisotropy (RA)
model developed by several authors in the last two decades
[136–139]. In the RA formalism, the magnetic ground state
in a granular film is determined by the relative strength of
a random anisotropy field

Hr =
2Kr

Ms

(15)

and an exchange field

Hex =
2A

MsR
2
a

(16)

where Kr is the (randomly oriented) anisotropy of the
grains, Ms is their saturation magnetization, A is the
exchange constant for the interaction between the grains,
and Ra is the nanometer sized region over which the local
anisotropy axis is correlated (i.e., the characteristic grain

size). Their relative strength is given by the dimensionless
parameter

3r =
Hr

Hex
= KrR

2
a

A
(17)

The model was developed to describe amorphous films in
which a local, randomly oriented anisotropy is due to local
atomic order. It is even better suited to providing a descrip-
tion of the magnetization in cluster-assembled films in which
the distance Ra over which an anisotropy axis is correlated
is well defined (i.e., the particle diameter). In addition, as
pointed out by Löffler et al. [140], the exchange interaction
at the boundaries between particles is weaker than the intra-
particle atomic exchange further reinforcing the image of
separate but interacting particles.

For 3r > 1 the magnetic correlation length at zero field
is Ra, and the magnetic vector in each particle points along
the local intraparticle anisotropy axis. Note that in an arrow
representation this state would be identical to that in iso-
lated noninteracting particles at absolute zero. This regime
is illustrated in Figure 16b. With increasing interparticle
exchange (or decreasing intraparticle anisotropy) the con-
figuration becomes a correlated superspin glass (CSSG) in
which the magnetization vector in neighboring particles is
nearly aligned but the random deviation of the moments
from perfect alignment produces a smooth rotation of the
magnetization throughout the system with a magnetic cor-
relation length that is a factor 1/32

r larger than the particle
diameter. This regime is illustrated in Figure 16c. The disor-
dered CSSG state is fragile and application of a small field
produces a “ferromagnet with wandering axes” [137] with
an approach to saturation that follows a 1/

√
H dependence

in three dimensions [137] and a 1/H dependence in two
dimensions [136]. These both change to a 1/H 2 dependence
above a crossover field [139] Hco = 2A/MsR

2
a.

Other studies of pure Fe and Ni cluster-assembled films
have used the RA model to analyze magnetization data from
cluster-assembled films [140–142]. The magnetic configura-
tion could be described as a CSSG in all cases. This is an
important find for technological applications as it shows that
dense interacting cluster assemblies are magnetically soft.

Binns et al. [131] found that at 300 K, films with an Fe
volume fraction >70% formed CSSGs but at 2 K, for all
volume fractions, Fe cluster assemblies coated with Ag were
in the random magnetization state depicted in Figure 16b.
Thus at a sufficiently low temperature the anisotropy domi-
nates the exchange coupling and the magnetization at zero
field in each nanocluster is forced to lie along the local
anisotropy axis. This is the state predicted by the RA model
for 3r > 1. The increase in anisotropy at low temperature
was ascribed to magnetoelastic stress induced by the differ-
ent expansion coefficients of the Fe cluster film and the Ag
capping layer. This analysis was supported by the observa-
tion that uncapped pure cluster samples transferred into the
magnetometer in UHV, as described in Section 3, did not
undergo the transition to the random cluster magnetization
at low temperature and remained in the CSSG state all the
way down to 2 K [74, 131]. A summary of the behavior of Fe
cluster assemblies embedded in Ag is provided by the phase
diagram shown in Figure 17 [74].
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Figure 17. Magnetic phase diagram of Ag-capped Fe nanoclusters
(3 nm diameter) assembled in Ag matrices.

8. APPLICATIONS OF
CLUSTER-ASSEMBLED FILMS

In this section examples of technological applications that
exploit the flexibility in the control of magnetic proper-
ties afforded by assembling films from nanoclusters will be
described.

8.1. High-Saturation-Moment Materials

One of the important advantages of the cluster deposition
technique in the creation of artificial materials is its ability
to make granular mixtures of even the most miscible met-
als. For example a study using extended X-ray absorption
fine structure (EXAFS) has shown [21] that for Co clus-
ters embedded in Pt, alloying is limited to a single atomic
layer at the interface leaving a pure core of Co within the
grains. The same result was found for Co clusters embed-
ded in a Nb matrix [143]. For Fe clusters embedded in a
Co film, XMCD data show that the number of Fe 3d holes
per atom is indistinguishable from the bulk demonstrating
that the grains consist mainly of pure Fe with intermixing
confined to the particle surfaces [16]. Creating granular mix-
tures of miscible materials is important for the creation of
new magnetic materials.

A prized discovery would be a substance that had a
saturation magnetization density greater than conventional
Fe70Co30 alloy (permendur)—the most magnetic material
available today. This would be an important find for a wide
range of technologies and most immediately for the mag-
netic recording industry. The conventional alloy has a mag-
netic moment per atom of 2�45
B, which is 10% greater than
bulk Fe. Free Fe nanoparticles can have magnetic moments
up to 5�4
B per atom in the case of Fe12 (see Fig. 7) but
these reduce significantly when the clusters are deposited
on a surface (see Fig. 10) and drop further toward the bulk
value when the particles are brought into contact to make a
film [14]. On the other hand it has been shown that coating
the supported Fe nanoclusters with Co restores the magnetic
moment back to the free cluster value [128]. The results
are displayed in Figure 18, which shows the spin moment
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Figure 18. Variation of the spin moment with cluster size in exposed
Fe clusters on HOPG (filled squares), Co-coated Fe clusters on HOPG
(open squares), and the calculated spin moments for free Fe clusters
coated with Co [144]. Also shown is the spin moment measured by
XMCD in a conventional Fe film deposited in-situ and the accepted
spin moment for bulk Fe. Correcting the measured spin moments in
the Co-coated clusters by the discrepancy gives the values shown by the
filled circles.

in 
B/atom of exposed (filled squares) and Co-coated (open
squares) Fe clusters on HOPG as a function of size. The
data reveal that the enhanced spin moments measured in
the exposed clusters relative to that in a conventional Fe film
deposited in-situ are increased further by about 10% after
coating with Co. Also shown in Figure 18 are the values
of the spin moments in FenCo1021−n clusters, composed of a
pure Fe core coated with Co, as a function of n calculated
by Xie and Blackman [144] (open circles). These are higher
than the measured values but as discussed in Section 6, even
after accounting for the �Tz term, XMCD measurements
of spin moments have systematic errors due to uncertain-
ties in the number of valence band holes, nh, and inaccu-
racies in applying the magneto-optical sum rules [63, 64]
to solid state systems. In addition XMCD is insensitive to
any spin polarization of the s–p electrons, which is included
in the calculation. An estimate of the systematic error in
this particular experiment can be obtained by comparing the
spin moment measured in a conventional Fe film under the
same experimental conditions to the accepted bulk Fe spin
moment. Shifting the measured values for the Co-coated Fe
clusters by this difference yields the values shown by the
filled circles, which agree well with the calculation. This pro-
cedure is, however, insecure since all the sources of error
(e.g., nh, s–p spin polarization, etc.) are different in the clus-
ters to the bulk. Clearly however, XMCD underestimates
the spin moment and coating the Fe clusters with Co sub-
stantially increases their spin moment. The orbital moment
averages 0.16
B over the size range shown [128] and adding
this to the data gives a total magnetic moment of 2.7
B/atom
in 100-atom Fe clusters coated with Co.

Thus embedded Fe cluster assemblies in Co matrices hold
real promise for creating a new material with a record
magnetization density. This depends to some extent on the
value of the Co moment but with a high volume fraction
of the Fe grains, the Co matrix itself will be in the form of
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nanoscale grains in which moments as high as 2�3
B have
been observed [145]. Interestingly the calculation by Xie
and Blackman [144] revealed a further increase in the spin
moment if a degree of Fe–Co intermixing at the interface
was included. This suggests that a moderate heat treatment
of the cluster-assembled Fe–Co films could yield higher
moments. As pointed out in the previous section, dense
interacting cluster assemblies are magnetically soft and thus
would be valuable in applications such as write heads where
a strong local controllable field is required.

8.2. High Anisotropy Binary Clusters

The ultimate limit of magnetic recording is defined by
storage on individual single-domain particles. For example
if these were 5 nm particles separated in both directions
by 10 nm, the density would be 1000 Gbits/cm2, or about
1000× the storage density in modern hard disk drives. Leav-
ing aside the technical problem of making organized arrays
of the particles over macroscopic areas or exactly how to
read and write there is the more fundamental problem that
transition metal particles of this size are superparamagnetic
at room temperature. In order to realize this next level of
technology it is necessary to create nanoparticles with a suf-
ficiently high anisotropy to be blocked at room tempera-
ture. A promising avenue is the use of transition metal/
rare-earth mixtures as reported by Negrier et al. [146] who
made SmCo clusters by using a SmCo5 target in their laser
evaporation source. Measurements using X-ray photoelec-
tron spectroscopy (XPS) of the deposited films showed that
although the stoichiometry of the target was preserved, the
Sm was in the form of Sm2O3 while the Co was pure. The
most likely arrangement is that the Sm oxide forms a skin
around a pure Co core. Despite the lack of elemental mix-
ing within the clusters, a significant increase in the coercivity
was observed relative to pure Co clusters in a Ag matrix
with a corresponding increase in the blocking temperature
from 25 to 45 K. Further increases can be expected with
improved control of the mixing within the cluster by, for
example, using sources with two targets.

Any recording application using clusters requires that the
clusters be organized into regular arrays over macroscopic
length scales. Large-scale self-organization remains one of
the holy grails of nanotechnology and several promising
techniques have been demonstrated in the case of atomic
deposition. Recently Perez et al. [147] demonstrated the for-
mation of organized arrays using deposited Au nanoclus-
ters on functionalized graphite substrates that had been
patterned using a focused ion beam. A careful study of all
the growth parameters showed that it was possible to obtain
conditions where every cluster was at a defect site with none
in between. Although it is impossible to obtain a condition
where every defect contains a single cluster it is possible to
have every defect site contain a small group of clusters. If
these were magnetic they would be exchange coupled and
act as a storage bit.

9. CONCLUSION
This chapter has tried to demonstrate the enormous bene-
fit of studying magnetic nanoclusters in understanding the
fundamental magnetic behavior of matter. Addressing this

borderland between the atom and the bulk requires the
development of a deep understanding of the electronic and
magnetic properties of materials and how they are influ-
enced by atomic structure. It is also clear that films made
from deposited clusters will form an important class of mate-
rials in future technologies.

GLOSSARY
Amorphous material A solid material in which the atoms
are not arranged on a crystal lattice but are distributed ran-
domly, as in a snapshot of a liquid structure.
Anisotropy boundary (or barrier) The energy barrier sep-
arating two different alignments of the magnetization in a
solid.
Anisotropy energy The energy associated with a specific
alignment of the magnetization.
Antiferromagnetic material A material containing mag-
netically ordered atoms in which there are equal numbers of
atoms with their magnetizations pointing in opposite direc-
tions so the material presents no external magnetic field.
Atomic number The number of protons in an atom of the
element showing its position in the periodic table.
bcc lattice Body-centered cubic lattice. A crystal lattice
consisting geometrically of a stack of cubes in which the
atoms are arranged in the corners of the cubes with an addi-
tional atom at the center of each cube.
Blocking temperature The temperature below which a
nanocluster has a static non-fluctuating magnetization.
Bond length The distance between atoms in a solid.
Cohesive energy The difference in energy between N
atoms as isolated atoms and the same atoms bound in a
cluster.
Correlated super-spin glass (CSSG) A magnetic configu-
ration in a solid built out of nanoclusters in which the mag-
netization of neighboring clusters is approximately aligned
but over a larger distance becomes uncorrelated.
Curie temperature The temperature above which the
atoms in a ferromagnetic material become magnetically dis-
ordered.
Density of states The number of allowed (electron) states
per unit energy interval.
Dimer Two atoms bonded into a pair.
Dipolar interaction The classical long-range interaction
between magnetic dipoles (see also exchange interaction).
Domain boundary The boundary between two magnetic
domains in a magnetic material.
Electronic shell The allowed electron states contained
within a specific pair of allowed values of the principal (n)
and angular momentum (l) quantum numbers. The num-
ber of electrons in a shell is determined by the number of
allowed values of the remaining magnetic (ml) and spin (ms)
quantum numbers within the specific (n/ l) pair.
Extended X-ray absorption fine structure (EXAFS) The
ripples in X-ray absorption strength for photon energies
greater than an X-ray absorption edge (see X-ray absorption
edge) resulting from inter-atomic X-ray scattering.
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Exchange interaction A short range (atomic scale) mag-
netic interaction between two atomic electrons arising from
the difference in energy produced by reversing the spin
quantum number of one of the electrons. The interaction
has no classical analogue and at the range of atomic sep-
arations is much more powerful that the classical dipolar
energy.
fcc lattice Face centered cubic lattice. A crystal lattice con-
sisting geometrically of a stack of cubes in which the atoms
are arranged in the corners of the cubes with additional
atoms at the center of each of the faces of the cubes.
Fermi level The energy of the highest filled electron state
in a solid.
Ferrimagnetic material Magnetic material containing
magnetically ordered atoms with their magnetic moments
point in different directions but in which there is a net
imbalance of the magnetization in one direction.
Ferromagnetic material Magnetic material containing
magnetically ordered atoms in which the magnetic moments
of all the atoms within a magnetic domain are aligned.
Fractal Object with a structure that repeats on smaller and
smaller scales and which can be defined to have a non-
integer dimensionality.
Gaint magnetoresistance (GMR) Anomalously large vari-
ation in electrical resistance as a function of applied mag-
netic field found in nanostructured magnetic materials.
Hall Probe An instrument using the Hall effect, i.e. the
voltage developed across a current-carrying conductor on
application of a magnetic field, to measure the magnetiza-
tion of a material.
Hartree–Fock (also tight binding) A scheme for calculat-
ing electronic states by summing over atomic orbital basis
sets.
hcp A crystal structure consisting geometrically of a stack
of planes in which each has atoms ordered in a hexagonal
structure.
Helical undulators An insertion device in an electron stor-
age ring which indices a helical distortion in the electron
orbit to produce circularly polarized synchrotron radiation.
Hysteresis Process in magnetic materials whereby the
magnetization depends not only on the existing applied field
but also on the magnetization history of the sample.
Icosahedron Twenty-sided body. Particularly stable struc-
ture often found in small atomic clusters.
Inert (or rare) gas One of the gases He, Ne, Ar, Kr, Xe,
Rn containing only filled electronic shells making them par-
ticularly unreactive.
Isomer Alternative structure containing the same number
of atoms.
Laser ablation Process where material is evaporated from
a target by an incident high power laser.
Macroscopic quantum tunneling The process of quantum
tunneling, i.e., the transition of a quantum particle through
an energy barrier that is forbidden in a classical system, in
objects that are much larger than a single atom.
Magic number A number of atoms in a cluster that forms
a particularly stable structure.

Magnetic anisotropy The tendency of the magnetization in
a magnetic material to be aligned along specific directions
as a result of a minimum in the anisotropy energy.
Magnetic correlation length The distance over which the
direction of magnetization in a magnetic material is aligned.
Magnetic domain Mesoscopic region in a magnetic mate-
rial over which the atomic magnetic moments are aligned.
A magnetic material tends to form domains since this pro-
duces a lower energy configuration than having all atoms in
the sample magnetized in the same direction.
Magnetic isotherms The magnetization versus applied
filed curve for a magnetic material obtained at a specific
temperature.
Magnetic precession The rotation of a magnetic moment
in response to an applied magnetic field.
Magnetocrystalline anisotropy The magnetic anisotropy
due to the crystal structure of a magnetic material producing
a minimum in the anisotropy energy along certain crystallo-
graphic directions.
Magnetoelastic etc anisotropy The magnetic anisotropy
arising from strain along a particular direction in the mate-
rial.
Magnetic circular dichroism in the angular distribution
(MCDAD) The variation in the intensity of photoemission
along a particular direction arising from a change in the
relative alignment of the sample magnetization and the
angular momentum of the incident radiation.
Mesoscopic A length scale that is large compared to
atomic dimensions but small compared to macroscopic sizes.
A typical mesoscopic size is of the order of 1 
m.
Magnetic linear dichroism in the angular distribution
(MLDAD) The variation in the intensity of photoemission
along a particular direction arising from a change in the
relative alignment of the sample magnetization and the
linear polarization of the incident radiation.
Monolayer A single layer of atoms adsorbed on a surface.
Monomer A single isolated atom.
Monte Carlo simulation A calculation scheme for systems
of large numbers of particles where the evolution of the sys-
tem is followed by allowing random steps of the particles and
determining the lowest energy configuration at each step.
Nanocluster (or cluster) A small cluster of atoms typically
containing 10–1000 atoms (1–3 nm diameter).
Nanostructure A generic name for a structure that is a few
nm across. Includes nanoclusters, islands formed by deposit-
ing atoms on surfaces, monolayers, etc.
Neel temperature The temperature above which the mag-
netic moment of the atoms in an antiferromagnetic material
become disordered.
Orbital moment The magnetic moment in an atom arising
from the orbital motion of the atoms around the atomic
nucleus.
Paramagnetic material Material displaying no magnetic
order of its constituent atoms but which acquires a magne-
tization in the same direction as an applied magnetic field.
Percolation threshold The volume fraction of grains in a
granular material at which there is at least one continuous
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pathway through touching particles from one side of the
sample to the other.
Photoemission (or photoelectron spectroscopy) The emis-
sion of electrons from a surface resulting from the applica-
tion of ultra-violet light with a photon energy greater than
the electron work function.
Photon spin The angular momentum of circularly polar-
ized light.
Quantum dots Nanostructure whose dimensions are of the
same order as the electron wavelength in all three directions.
In such devices the electrons are bound to the structure as
a whole with corresponding energy levels.
Quantum wires A very narrow strip whose width is of the
same order as the electron wavelength in two dimensions
but is macroscopic in the third dimension.
Remanence The magnetization remaining after a magnetic
field has been applied to a ferromagnetic material and then
removed.
Rotational temperature The temperature associated with
the rotation of a nanocluster.
Saturating (or saturation) field The magnetic field
required to produce magnetic saturation in a ferromagnetic
material.
Saturation A state in a ferromagnetic material in which
all the atomic magnetic moments are pointing in the same
direction.
Shape anisotropy Magnetic Anisotropy produced resulting
from any non-spherical shape of a sample.
Single-domain particles A piece of magnetic material that
is too small (typically <100 nm) for the formation of
domains to be energetically favorable. In such a particle the
atomic magnetic moments are all aligned so there is mag-
netic saturation without an applied magnetic field. The parti-
cle magnetic moment direction in nanoclusters however may
be fluctuating except at very low temperatures.
Spin moment (or spin) The magnetic moment in an atom
arising from the intrinsic angular momentum (spin) of the
electrons.
Spin sublattice The crystal lattice in an antiferromagnetic
material containing atoms whose spin is in the same direc-
tion.
Sputtering Process where atoms are ejected from the sur-
face of a solid as a result of bombardment by energetic ions.
Superconducting quantum interference device (SQUID)
A device that measures the magnetization in a sample
by measuring oscillation in the current flowing through a
bridge of normal material between two superconductors.
The device is the most sensitive magnetometer available.
Scanning tunneling microscopy (or microscopy) (STM)
Device or process in which nanostructures on a surface are
imaged by measuring the variation in a tunneling current
between the surface and an atomically sharp tip brought to
within a few atomic dimensions of the surface.
Superparamagnetism The magnetic behavior of a collec-
tion of single-domain particles above the blocking tempera-
ture of the individual particles. The magnetization of each
particle fluctuates as a whole but the assembly can be mag-
netized in the same direction by an applied magnetic field.

Synchrotron storage ring Machine in which a high energy
electron beam is constrained to move in an orbit. The elec-
trons emit synchrotron radiation in the process that covers
wavelengths from the infra-red to X-rays. The machines are
used as source of intense radiation for experiments.
Ultra-high vacuum (UHV) A vacuum of the order of 10–
10 m bar or better that is required in order for a surface to
remain atomically clean during an experiment.
Valence shell The most energetic electronic shell in an
atom.
Vibrational temperature Temperature associated with the
atomic vibration in a nanoparticle (see also rotational tem-
perature).
X-ray magnetic circular dichroism (XMCD) The change
in the spectral intensity of an X-ray absorption edge in
response to changing the relative alignment between the
sample magnetization and the photon spin of the incident
X-rays.
X-ray absorption edge The vast change in X-ray absorp-
tion strength as the photon energy of X-rays incident on a
sample is tuned through the energy difference between a
core electron binding energy and the Fermi level.
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1. INTRODUCTION
Nearly 40 years ago, heterogeneous films containing rare
earth (R) and 3d transition metal components (T) first
attracted the attention of the scientific community [1]. The
current method of artificially creating complex magnetic
systems came about as techniques for the preparation of
R/T structures were developed. The presence of exchange
interactions through adjacent surfaces of two magnetic
substances with very dissimilar characteristics was neatly
demonstrated in these structures. However, not all ques-
tions about the physics of new magnetic objects have been
resolved because of limited technical capacity. In particu-
lar, the relationship between the thickness and structure of
individual layers and the magnetic properties of R/T mul-
tilayered films has not been clarified nor has the role of
interfaces. The application range of these materials has not
been described.

Interest in R/T multilayered structures reappeared in the
1980s [2–4] and continues to increase to this day. This
can be explained by the development of ion sputtering and

molecular beam epitaxy as thin films preparation methods,
with a correspondingly high level of parameter control [5].
The research techniques have also been refined. Together
with high-resolution electron microscopy [6], neutronogra-
phy [7], and Mössbauer spectrometry, X-ray synchrotron
radiation [8–12] and field ion microscopy [13] are usually
used nowadays. Finally, multilayered R/T films have been
used successfully in practice to increase the energy of hard
magnetic materials [14], to reduce the magnetic saturation
field in giant magnetostrictive materials [15], and to create
the new materials for high-density magnetooptical data stor-
age applications [16, 17].

This chapter is devoted to problems of R/T films such
as layers and interfaces, atomic structure, magnetic struc-
ture, and the way magnetic structure changes under external
magnetic field application or with changes in temperature.
We also discuss the mechanism of the interlayer exchange
interaction and perpendicular magnetic anisotropy. In addi-
tion, some data on hysteresis, magnetooptic, magnetotrans-
port, and magnetostrictive properties are included; that is,
we review the basic knowledge needed to understand possi-
ble technological applications for R/T films.

2. PREPARATION AND
CHARACTERISTICS
OF R/T MULTILAYERS

The atomic structure and fundamental magnetic characteris-
tics of low-dimensional nanoscale subjects like R/T multilay-
ers, such as spontaneous magnetization, Curie temperature,
and crystalline magnetic anisotropy, are highly dependent on
preparation conditions and geometry. This is the reason for
both scientific and practical interest in R/T multilayers and
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for the special attention given to the problem of parameter
control in film technology.

2.1. Fabrication Technology
For scientific purposes, there are two R/T films preparation
methods: ion sputtering and vacuum thermal evaporation of
initial materials. Ion sputtering is the expulsion of the atoms
from the target surface by inert gas ion bombardment. The
target can be of either R or T composition. The forma-
tion and acceleration of inert gas ions, Ar as a rule, might
take place in a direct electric field (DC sputtering) [4, 18]
or in a radiofrequency electric field (rf sputtering) [19, 20].
It can be done in the presence of an additional magnetic
field, which stimulates increasing electrical discharge, that
is, magnetron sputtering [21, 22]. Comparatively high depo-
sition rates (0.1–0.5 nm/s), high density, adhesion, and uni-
form thickness for large sample areas are the advantages of
this method.

Vacuum thermal evaporation [23, 24] involves strong local
heating, usually by a high-energy electron beam created by
an electron beam gun. The film preparation occurs at ultra-
high vacuum of 10−8–10−10 torr, called ultrahigh thermal
evaporation or molecular beam epitaxy. However, the lat-
ter is not true for R/T multilayers; the epitaxial building of
structure does not take place in alternating deposition of
R and T layers, because of the great differences in atomic
and structural parameters of rare earth and 3d transition
metals. A comparatively low evaporation rate and mini-
mal value of impurities in the deposited films are specific
features of this method. Thermal evaporation allows us to
achieve very low deposition rates (of 0.2–0.5 Å/s) and mini-
mal contamination of the samples.

The two methods described above include a certain num-
ber of important technological parameters. Quantitatively
the influence of these parameters on the quality of the
nanoscale multilayers has been learned from experience in
R–T thin films preparation. The possibility of direct trans-
ference of the parameters of thin film preparation to the
case of multilayers is different for each experimental setup
and, so far, there is no systematic study of the problem in
the literature; one of the few examples is the analysis of the
influence of the substrate electrical bias on the structural
state of the Fe layer in Gd/Fe magnetron sputtered multi-
layers [25].

The technology of deposition very often depends on the
purpose of R/T multilayer preparation. For basic study,
especially in structural studies, the method of thermal evap-
oration seems more appropriate because it has the advan-
tage of low contamination of the samples. For studies in the
material science field, the ion sputtering process is more rea-
sonable because it can be more easily adapted to industrial
conditions. Apart from R and T targets, the vacuum systems
for multilayer preparation usually offer additional possibil-
ities for depositing other layers such as buffers of Cu [26],
Mo [27], nonmagnetic spacers of Cu, Y [28, 29], Cu, Si [30],
Pt, or Cr [31], or protecting layers of Si [32], Al [33], V [18],
or Ag [34] to avoid oxidation. The last point is very impor-
tant for R layers, which have a very high oxidation rate.

Substrates play an important role in thin film microstruc-
ture and property formation. At the same time, for nonepi-
taxially grown multilayers, like R/T structures, the substrate

material is less important. This is a consequence of the rel-
atively high (≥100 nm) total thickness of the samples and
of the repeated alternation of different layers. In practice,
monocrystalline Si or glass (for example, Corning glass) sub-
strates of appropriate quality are utilized.

2.2. Structure of a R/T System in a View
of Preparation Conditions
and Thickness: Interfaces

The structural state is a key parameter for the formation of
many physical properties of thin films as well as the magnetic
properties between them [35, 36]. The type of atomic struc-
ture can be determined by the presence/absence of order
in the positions of the atoms at precise distances compared
with the atomic size. The presence of larger ordered for-
mations is called microstructure. The components of the
microstructure are the amorphous matrix part, crystalline
grains, boundaries between the grains, space, and composi-
tional defects. If the thickness of the film is relatively high
(L > 10 nm), the structural state first of all depends on the
temperature regime of the deposition. However, in very thin
films the thickness plays a key structural role. This is true
both for uniform films and multilayers. For the latter, the
characteristic size parameter is the thickness of each indi-
vidual layer.

Transmission electron microscopy and X-ray diffraction
are the most widespread methods for studying the structure
of all kinds of thin films. Figure 1 shows the electron diffrac-
tion pattern and the microstructure images in a dark-field
regime for a rf-sputtered Si/[Gd(7.5)/Co(3)]4/Si sample. This
formula contains all the important information about the
general structure of the multilayered film. It says that this
sample has buffer and covered Si layers and Gd layers of
thickness LGd = 7�5 nm alternated with Co layers of thick-
ness LCo = 3 nm. The structure LGd +LCo = Lp is repeated
four times, where Lp is a period of the structure.

The main feature of this electron diffraction pattern is two
very diffused rings, corresponding to the Gd and Co com-
ponents. The diffused state of the reflections testifies to the
amorphous state of these metals. At the same time, one can
define the most probable distances between the atoms (0.3
and 0.2 nm, respectively). Dark-field observation enables us
to separate the images corresponding to different diffraction
maxima, that is, related to mainly Gd or Co (Fig. 1a and 1b).

Figure 1. Electron diffraction patterns and dark-field microstructure
images corresponding to different diffraction maximums for an
Si/[Gd(7.5)/Co(3)]4/Si sample. The systematic interatomic distances are
0.3 and 0.2 nm.
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The common feature for such different metals is the very
small size (<2 nm) of the volumes of coherent dispersion,
which look like bright points in the photographs.

Amorphization of the rare earth and 3d metals, which
occurs as the thickness of the layers decreases, has been
reported in many cases both for thermal evaporation
[23, 32, 37–40] and ion sputtering methods [4, 21, 25, 41].
The details of the transformation from the amorphous to the
nanocrystalline state of Gd/Fe, Tb/Fe, and Dy/Fe systems are
shown below (Table 1). The amorphous state of these metals
is observed for very small and slightly different layer thick-
ness: LR < 1�1 nm and LFe < 0�8 nm. Real transitions from
one structure to another do not show up as jumps but take
place in some interval of the layer thickness; thus the data
shown above are only an estimate. There is a long transition
zone between the crystalline and amorphous states. See, for
example, [42] in which Mössbauer spectrometry was used to
get information about structure of the [Tb/Fe]20 multilayer
through the analysis of the hyperfine field of the iron iso-
tope 57Fe. The percentage of crystalline body-centered cubic
(bcc) phase in comparison with total Fe volume decreases
with the decrease in the thickness of the layers. The features
of this phase transition depend on the substrate tempera-
ture. At a thickness of about 2 nm complete amorphization
takes place.

In nanoscale R/T multilayers, the decrease in layer thick-
ness results in the transition from a crystalline to an amor-
phous state. The quantitative parameters of this transition
depend to some extent on the preparation conditions, but
the average thicknesses are 1.5–2 nm for R = Gd, Dy, and
Tb and 1.5–2.5 nm for T = Fe and Co.

Table 1. R/T multilayer studies.

R element LR < 2 nm LR > 2 nm

Tb 10, 35, 37, 41, 42–81 7, 10, 35, 39, 43, 48,
56, 57, 59, 76, 81–86

Dy 37, 48, 54, 56, 87, 88 37, 54, 56, 85, 87
Gd 12, 18, 28, 31, 37, 38, 6, 11, 24, 26, 27, 28, 32, 35,

48, 56, 90–92 36, 38, 40, 48, 56, 89–123, 132
Pr 38, 48, 56 38, 48, 56
Nd 19, 38, 48, 56, 87 19, 38, 48, 56, 85, 87, 124
Sm 48, 56, 125–127 48, 56, 127
Y 48, 56, 129 48, 56, 129
La 48, 56 48, 56
Ce 48, 56 48, 56
Eu 48, 56 48, 56
Ho 48, 56 48, 56
Er 48, 56 48, 56
Tm 48, 56 48, 56
Yb 48, 56 48, 56
Lu 48, 56 48, 56

Note: Publications reporting R/T multilayer studies are listed in this table, tak-
ing into account the type of rare earth layer (R) (first column) and the structural
state of the R layer. It is known that R thickness is an important parameter. In
each particular case there is a certain thickness (Lt) corresponding to the transi-
tion from the amorphous to the crystalline state. Lt depends on composition and
fabrication conditions but usually it is about 2 nm. Therefore, we have divided all
references into two large groups with respect to this parameter. It is clear from
the table that this approach has an internal logic: group one (LR < 2 nm) has
collected the data about R/T structures with thin Tb layers and perpendicular
anisotropy interesting with respect to magnetic recording; group two (LR > 2 nm)
has collected data with relatively thick Gd for model study.

The interfaces, zones between different layers, play a very
important role in influencing macroscopic magnetic proper-
ties. Although there is great scientific interest in studying
the interface problem, many questions about their structure
and chemical state are still unanswered. The main point of
discussion is the level of mixing of the different layers.

Low-angle X-ray diffraction is a powerful method for
study of interface. This method provides the opportunity to
work in a framework of Woolf–Bregg conditions for reflect-
ing atomic planes, which are situated relatively far apart. In
multilayers, the surfaces of the layers act as reflecting sur-
faces. Therefore, the appearance and position of the diffrac-
tion maximum of low-angle X-ray dispersion helps to define
the presence of the periodic structure and its period. At
the same time, the profile of the low-angle diffraction con-
tains even more profound information about the state of
the reflecting surfaces. Extracting this information usually
includes a modeling process and the comparison of the cal-
culated diffractogram with the experimental results [27].

Figure 2 shows an example of low-angle X-ray diffrac-
tion in Cu–K� radiation for the Cu/[Gd(7.5)/Co(3)]20/Cu.
One can see up to five diffraction peaks; these confirm to
the very high localization level of the layers. At the same
time the total diffraction profile depends not only on the
perfection of the interfaces but also on their relative vol-
ume in the total volume of the material. Because of this
fact, there is a tendency for the number of maxima to be
reduced as the period of the multilayered structure gets
smaller [2, 130]. Nevertheless, the authors of [4] found, for
the rf sputtered R/Fe multilayers (R = Gd, Tb, and Dy),
that the presence of the layered structure was maintained
up to the layer thickness of the atomic size scale, thus pro-
viding the experimental basis for their conclusion about the
possibility of preventing mixing in the materials of the type
mentioned above. The same conclusion was reached in [24],
on the basis of numerical analysis of the low-angle X-ray
diffraction profiles of thermal deposited Tb/Fe multilayers.
These researchers found a good match between the exper-
imental and the calculated curves, assuming wave-shaped
interfaces and no mixing. However, many other publica-
tions reported significant diffusion between R and T layers
on the basis of Auger electron spectroscopy measurements
[23, 27, 43–46, 82, 94, 131]. This method allows definition of
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Figure 2. Low-angle X-ray diffraction for the Cu/[Gd(7.5)/Co(3)]20/Cu
film prepared by rf sputtering. Reprinted with permission from [93],
V. O. Vas’kovskiy et al., Phys. Met. Metall. 86, 140 (1998). © 1998, MAIK
“Nanka/Interperiodica.”
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the element composition of the surfaces. In combination
with the method of ion etching, it makes it possible to con-
struct the composition profiles of the film samples. Figure 3,
in accordance with [94], shows the example of such a profile
of a two-layer Gd(50)/Co(21) film prepared by ion sputter-
ing. The transition region between the Gd and Co layers is
not sharp and has a thickness of about 10 nm as a conse-
quence of interlayer diffusion. Two points have to be men-
tioned regarding this last example: first, the Auger electrons
give information not only about the surface but also about
the narrow zone near the surface; and second, the ion etch-
ing process very often results in formation of a different
surface relief. Both the first and the second processes may
imitate the mixing effect.

Another interesting fact is that there is asymmetry in the
variation of the concentration changes related to the thick-
ness of Gd and Co bilayers (Fig. 3). This can be explained,
to some extent, by taking into account the higher oxygen
concentration in the Gd layer. Another, and it seems more
important, reason is the difference in the mobility of Gd
and Co atoms. As a result of this, Co usually diffuses better
than Gd into the neighbor layer (up to 3 nm). The same
conclusion is reached in [131] and [27]. In the last case
the low-angle diffraction data were taken using synchrotron
radiation.

An even more detailed interface study was made using
Mössbauer spectrometry [47]. These researchers investi-
gated the state of Fe layers in Tb/Fe multilayers by intro-
ducting the isotope 57Fe as an additional 0.5 nm sublayer. If
one deposits Fe on the Tb surface, mixing takes place. For
Tb deposition onto the Fe surface there is a clear bound-
ary between well-separated layers. Similar conclusions were
drawn for the Gd/Co [27] and CoNi/Gd [132] systems. The-
oretical analysis of low-angle diffraction shows higher levels
of interface imperfection for Co deposited onto Gd than for
Gd deposited onto Co.

Certain information about interfaces can be gathered by
analyzing variations in the deposition parameters and by
subsequent heat treatments of the multilayers. Many efforts
have been made with the objective of fabricating multilayers
with interfaces that are as narrow and as sharp as possi-
ble by, for example, utilization of the appropriate substrate
temperature, Ts . In the majority of studies researchers were
dealing with films deposited on a cooled substrate at tem-
peratures Ts = 80 K [130], Ts = 90 K [32], Ts = 190 K [133],
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Figure 3. Composition depth profile taken by Auger spectroscopy of
the Gd(50)/Co(21) bilayer: (1) Co; (2) Gd; (3) O. Film was deposited
onto a glass substrate by ion sputtering. From [94] J. P. Andres et al.,
J. Appl. Phys. 87, 2483 (2000). © 2000, American Institute of Physics.

Ts = 200 K [2], Ts = 220 K [48], and Ts = 240 K [134].
There are data for room temperature deposition regimes
[82, 135] and even deposition at elevated temperatures of
Ts = 310–370 K [27] and Ts = 390 K [46]. These experimen-
tal results are very difficult to compare because they are not
systematic and the types of deposition equipment are very
different with many additional parameters involved. There
are interesting exceptions [42, 47] for which comparative
studies of the samples were made for two deposition tem-
peratures of 150 and 300 K. The result seems trivial; the
higher the deposition temperature, the less separated the
layers are. However, there is another study [136] in which
the temperature Ts = 410 K is declared to be optimal when
one is trying to achieve smooth interfaces. The results of
[49], based on the Tb/Fe multilayer study after heat treat-
ments, are in accord with those of [136]. The authors found
localization of the magnetic layers in an amorphous struc-
ture of a very thin layered system at the beginning of the
heat treatments for annealing temperatures ta < 370 K. In
other words, a process opposite to mixing took place. A sim-
ilar conclusion was drawn in [137]. Interlayer diffusion takes
place only at more elevated temperatures and results in the
formation of an amorphous Tb–Fe unhomogeneous compo-
sition interface. In its amorphous state, a layered system is
generally rather thermostable. It changes only at ta > 520 K
and the crystallization of Tb, Fe, and Tb–Fe and as a result
destruction of the multilayered structure take place at ta ≥
770 K [49].

Other methods of influencing the interfaces include the
use of different substrates and buffer layers, electrical bias
of the substrates, and implantation. The structural charac-
teristics of Gd/Co films [27, 95] prepared by molecular beam
epitaxy deposition onto an Al2O3 substrate with a Mo buffer
layer were compared with those deposited onto a Si sub-
strate and a Si substrate with a SiN buffer layer. Low-angle
X-ray diffraction analysis shows the maximum mobility of
Co into Gd for the Al2O3 substrate, resulting effectively in
a reduction of the thickness of the pure Co layer by more
than 50%. A difference in the diffusion level was observed
for multilayers deposited onto Si substrate: it is higher in
the presence of the buffer layer. The influence of the sub-
strate on the properties of the multilayered films is achieved
through substrate relief and formation of a special thermal
regime during the deposition. In our view, this last factor
could play the key role in the above experiment.

The influence of the voltage applied to the substrate (elec-
tric substrate bias) during the rf sputtering deposition [138]
has also been studied by means of low-angle X-ray diffrac-
tion of Gd/Fe films. It was shown that the presence of a neg-
ative bias of −30 V causes smoother interfaces and smaller
crystalline grains. Possibly these two effects have a recipro-
cal relationship and the interface smoothing is the result of
the increased microstructure dispersion.

Different effects were reported for the ion implantation
treatment [50, 137, 139]. The simplest consists of layer mix-
ing as a result of irradiation, for example, in a Gd/Co sample
by Ar ions with energy of 150–300 keV (a dose of 1016 cm−2

[131]. It was found that in multilayered structures with small
periods (<10 nm), such treatment can lead to complete layer
mixing and amorphization of the nanosized layer structure.
For samples with structure periods greater than 20 nm the
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mixing and amorphization processes take place only par-
tially. Clear structural changes do not appear after the use
of lower energy/dose radiation for the Tb/Fe samples, but
one can see measurable differences in magnetic properties
before and after irradiation [51].

Rather delicate changes in the interface structure of
Tb/Fe multilayers were observed after irradiation by differ-
ent hard ions like Kr, Xe, Pb, and U [52, 53, 140]. Mössbauer
spectroscopy was used to get information about structure.
Two steps of structural change were reported [52, 140]. At
the beginning of the treatment, if the ion beam power is
low, there is an increase in the thickness of the iron lay-
ers, known as de-mixing, that is, the opposite process to the
layer mixing described earlier. Let us remember that the
same effect appears [49] at low temperature heat treatment
of multilayers. The cause of changes in properties during
low-energy ion bombardment may be a trivial heating of
the material. In the second step, when the ion flow power
increases, interlayer diffusion dominates, and the layered
structure disappears. The differences between the structures
of Tb on Fe compared with those of Fe on Tb interface
increase as well [53].

All these results demonstrate the great variety of struc-
tural states of the multilayers and, especially, interfaces in
R/T multilayers, which clearly depend on composition and
method of preparation. One can develop a model that is
appropriate for the experimental methods to be used in any
specific study, but we emphasize the need for special analysis
for each particular case.

3. MAGNETISM OF R/T MULTILAYERS
Multilayered R/T films have unique combinations of mag-
netic properties, corresponding to the different elements of
their structure, because they are formed from very dissimi-
lar magnetic materials. First are magnetoactive 3d transition
metals, known as band magnets. The main carriers of mag-
netism in these magnets are 3d electrons, which are collec-
tivized to a great extent and not related to a particular atom
of crystalline lattice. In this case, magnetic ordering is short
range and is achieved through direct exchange interaction.
As a rule, these metals have ferromagnetic ordering, high
Curie temperature, and high spontaneous magnetization.

Second, in rare earth metals, magnetism is caused by
4f electrons located in internal electron shells. This leads
to localization of magnetic moments on atoms and to the
absence of direct exchange interaction in the 4f electron sys-
tem. Magnetic ordering occurs because of indirect exchange
through the conduction electrons. This interaction is oscil-
lating and acts over a long range. It causes low values of
magnetic ordering temperatures and aids the formation of
complex magnetic structures.

The third category of materials, namely alloys of rare
earth and 3d elements, may easily appear in R/T struc-
tures because of interlayer mixing during preparation, after
annealing [49] or ion irradiation [51]. In their crystalline
state, R–T alloys do not form continuous solid solutions,
because of differences in ion radii and occur as stable inter-
metallic compounds. High magnetic anisotropy and magne-
tostriction are distinctive features of some of them. As was

shown in Section 2, the actual R/T multilayers tend to amor-
phization. It might be supposed, therefore, that interfaces
with fluctuating composition, if they appear, are amorphous.

Amorphous R–T alloys are well known. It is not very
difficult to get them in an amorphous state in thin film
geometry using special preparation technology, because of
the differences in ion radii. Amorphous Gd–Co, Gd–Fe,
and Tb–Fe films have been well investigated [141]. They
were the starting point of interest in corresponding mul-
tilayered structures. High structural stability, the presence
of magnetic ordering over a large range of temperatures,
and monotonous change of the main magnetic characteris-
tics according to composition are the important features of
amorphous R–T films.

Thus, the magnetism and nonmagnetic properties which,
in R/T multilayered systems, depend on the presence of
magnetic order, connect with the combination and super-
position of properties of R and T metals and their alloys.
Another important feature is specific interlayer interactions.
This section is devoted to the magnetism of R/T multilayers.

3.1. Magnetic Properties of
Nanocomponents

Research interest in R/T multilayered films is determined
by practical needs. Therefore, layered structures containing
strong magnetic components, namely metals in which mag-
netic ordering occurs at high temperatures, are of special
interest. These are Fe and Co from the group of 3d metals
and Gd, Tb [125], and Dy from the group of rare earth ele-
ments. As exceptions, it is possible to mention experiments
using Ni [82], Sm [125–127], Nd [124], and R = any rare
earth element [48, 56] (Table 1).

Fe and Co are the most widely used ferromagnetic mate-
rials and their properties are well known. However, in the
thin film state some peculiar features may appear [29, 142,
143]. This is true, first of all, for atomic structure. As
mentioned in Section 2, sufficiently thin films have a ten-
dency to amorphization. It is known that the transition to
the amorphous state has a relatively weak influence on Co
magnetism. Cobalt retains high spontaneous magnetization
and high Curie temperature, Tc. A different process takes
place for iron. At amorphization the iron atomic magnetic
moment decreases greatly and Tc drops. What is the reason
for this phenomenon? In the amorphous state the average
number of nearest neighbors is restricted to about 12 for
any selected atom. It corresponds to the number of nearest
neighbors in the bcc crystalline lattice. Thus, from the point
of view of atomic structure, the amorphous structure is sim-
ilar to that corresponding to the low-spin state of crystalline
iron, �-Fe.

Corresponding experimental data for layered structures
were obtained by investigation of the samples contain-
ing only one sort of magnetic layer separated by non-
magnetic spacers, for example, Fe/Y multilayers [129, 144–
147]. Yttrium does not have a magnetic moment, but its
structural–chemical properties are similar to those of rare
earth metals. Typical dependence of the average Fe atomic
magnetic moment, Fe, on Fe layer thickness is shown in
Figure 4a (curve 1). It was measured at room temperature in
[Fe(LFe
/Y�7�8
�n multilayers prepared by molecular beam
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Figure 4. Dependence of Fe average magnetic moment (a) and Co
spontaneous magnetization (b) on magnetic layer thickness at room
temperature for different structures: (1) [Fe(LFe)/Y(7.8)]n. Reprinted
with permission from [129], Z. S. Zhang, et al., Phys. Stat. Sol. A
179, 237 (2000). © 2000, Wiley-VCH. (2) [Fe(LFe)/Ti(1)]n. Reprinted
with permission from [156], A. Fnidiki et al., J. Appl. Phys. 84, 3311
(1998). © 1998, American Institute of Physics. (3) [Co(LCo)/Cu(2.5)]20.
(4) [Co(LCo)/Si(2)]20.

epitaxy [129]. It is seen that a significant decrease in Fe
takes place at LFe < 4 nm. Naturally one might associate
this tendency with amorphization of the magnetic layers and
the increase in the low-magnetic Fe phase fraction. How-
ever, the authors of [129] point to another potential reason
for Fe change, namely the elements of superparamagnetic
behavior of Fe/Y multilayers at LFe < 1�4 nm. It means that
Fe layers have lost continuity. Thermal fluctuations of the
magnetic moments of ultrathin particles, formed as a result
of discontinuity, lead to a decrease in the average magne-
tization of the macroscopic sample from which the atomic
magnetic moment is experimentally determined. Ultrathin
particles, formed as a result of discontinuity, that is, granular
ferromagnetic thin Fe films deposited on Al2O3 substrates
in ultrahigh vacuum, and low temperature ferromagnetic
quenching effects in Fe(110) contacting nanoscale islands,
were observed and studied in [142].

Although the Fe/Cr system is not a R/T system, we
feel that it should be mentioned because of its enor-
mous contribution in stimulating research. In the same
way that exchange interaction between ferromagnetic films
across nonmagnetic metallic Y spacers was considered
for Gd [143, 148, 149] and Dy [150], this was also done
for the Fe/Cr structures [151–153]. Interest in the basic
physics of the exchange-coupled multilayers and especially
in Fe/Cr multilayers was enhanced by the discovery of
giant magnetoresistance in the antiferromagnetically cou-
pled Fe/Cr system [154] (see Section 5.2). Although multi-
layered R/R systems were carefully studied as well, they are

less adaptable for technological applications. The interested
reader may find all information about this system reviewed
in [155].

In thin-layered films the reciprocal influence of layers
plays an important role. The presence of adjacent layers may
effect structural transformation in iron or influence mag-
netic properties in a specific way. The Fe(LFe
 dependence
for [Fe(LFe
/Ti(1)]n is shown in Figure 4a (curve 2) as a typ-
ical example [156]. It can be seen that the dependence is far
lower than that for [Fe(LFe
/Y(7.8)]n multilayers (curve 1),
because it is connected with interlayer mixing and formation
of an amorphous Fe–Ti alloy or intermetallic compounds
like TiFe2 with reduced magnetization. At the same time,
significant interlayer diffusion may be caused by peculiarities
of the preparation method (rf ion sputtering or molecular
beam epitaxy) and/or by properties of contiguous materials.

There are few data in the literature about the individual
characteristics of Co when it forms part of a R/T structure.
To a certain degree these are determined by the weak corre-
lation, already discussed, between the atomic structure and
magnetic properties of cobalt. However, this ferromagnetic
material combines resistance to structural transition and
sensitivity to the influence of the adjacent layers. It follows
from the analysis of the properties of multilayered films con-
taining both Co layers and nonmagnetic spacers. Figure 4b
shows the dependence of the Co layer spontaneous mag-
netization, MCo, on the thickness of the Co layer as a
part of [Co(LCo
/Cu(2.5)]20 (curve 3) and [Co(LCo
/Si(2)]20
(curve 4) structures. In both cases, the decrease in the mag-
netic layer thickness leads to MCo decay but it appears at
different intervals of LCo.

For Cu spacers, appreciable changes of magnetization
occur at LCo < 2 nm whereas in nonmonocrystalline multi-
layers the disturbance of continuity (or granulation) plays a
dominant role. It leads to a decrease in the magnetic order-
ing temperature and an increase in superparamagnetism
[157]. In films with Si spacers the decrease of magnetization
begins at higher thicknesses (LCo ≤ 20 nm) and therefore
at LCo < 2 nm layers are nonmagnetic. X-ray and electron
diffractions do not detect the presence of Si compounds,
which may cancel out the magnetically ordered state of Co.
In connection with this process, the change of the electron
structure of Co by electrons of Si spacers (charge transfer
effect) is the most probable reason for the MCo decrease.
Perhaps this phenomenon takes place at the contact of Co
and Si. The thickness of the transition region with changed
electron structure may reach 1.5 nm. This phenomenon
can also be observed in homogeneous, amorphous Co–Si
films [158].

Let us now turn to rare earth metals. From the R ele-
ments mentioned above, gadolinium has a maximum Curie
temperature of 293 K, and it is the only collinear ferromag-
net at all temperature intervals below Tc. Tb and Dy display
ferromagnetic ordering up to 215 and 85 K, respectively. Tb
and Dy have helical magnetic structures over the tempera-
ture intervals of 215–230 and 85–179 K, respectively. This
structure does not produce total magnetization. In addi-
tion, these metals have very different magnetic anisotropy.
The spherical shape of the electron shell of Gd ions causes
low crystalline magnetic anisotropy, but anisotropic Tb and
Dy ions form high single-ion anisotropy. This peculiarity
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is a reason for the practical interest in R/T multilayered
films, with R = Tb as a medium, for perpendicular magnetic
recording. However, Gd is more suitable for the analysis of
magnetism of rare earth metals in the thin film state.

The majority of studies devoted to Gd thin layers have
been carried out on single crystal (epitaxial) samples, both
homogeneous Gd films [159, 160] and layered structures
composed of Gd layers and nonmagnetic spacers [89, 90, 96,
143, 148, 149, 161–164]. The results of these investigations
do not always agree. For example, an oscillation of the Gd
magnetic moment with W thickness was detected for Gd/W
multilayers in [161], with Y thickness in [143, 148], and it
was not detected in [162]. It was shown [148, 149] that the
sign of the exchange interaction between two Gd layers in a
Gd/Y structure may oscillate, being positive or negative as
a function of the thickness of the Y layer. The oscillation
period is a function of the number of Y spacers in this case.
Some properties, including the dependence of Curie tem-
perature on Gd thickness, were measured reliably enough.
Corresponding experimental data for multilayered films can
be found in [162]; here the decrease of Tc with the reduction
of LGd takes place. The study devoted to Dy thin layers in a
Dy/Y system have been carried out in [150].

We should also mention the sensitivity of spontaneous
magnetization to heat treatments. According to [160]
annealing at temperatures up to 620 K increases the slope
of Ms�T 
 dependence and the Tc rises substantially, by up
to 15�. The authors of [160] connect this change in magnetic
properties with the relaxation of microstrains of structural
defects and macrostrains caused by the difference of crys-
talline lattice parameters in the film–substrate system. Thus,
the fundamental characteristics of magnetic ordering in Gd
films exhibit sensitivity to structural conditions. This unusual
phenomenon is probably associated with the peculiarities of
exchange interaction in rare earth metals, namely long-range
and distance oscillation.

In multilayered R/T structures the epitaxial growth of
the layers is impossible because of large differences in the
parameters of the crystalline lattices of R and T metals.
Moreover, both thin rare earth and 3d metal layers tend to
amorphization (see Section 2.2). Naturally, one might sup-
pose that the changes in the magnetic state are a conse-
quence of the structural transformation of gadolinium. The
corresponding experimental data for rf-sputtered Gd/Cu and
Gd/Si films [97, 98] are shown in Figure 5: the depen-
dence of a specific torque mechanical moment P on the
temperature for the bulk sample (curve 1), for a single-
layered Gd film of 720 nm (curve 2), and for a multilayered
[Gd(LGd
/Cu(1)]n with different thicknesses of magnetic lay-
ers (curves 3 and 4). Let us keep in mind that P�H
 depen-
dency reflects the spontaneous magnetization behavior in
the absence of structural anisotropy.

The comparison of P�H
 curves provides the basis for
concluding that even a very thick uniform film has a lower
Curie temperature (of about 250 K) and smoother magne-
tization changes than the bulk sample. The transition into
the thin film state by introduction of Cu sublayers is accom-
panied by an additional decrease of the Curie temperature
and the appearance of a fold point in the 160 K zone.
This behavior of the mechanical moment indicates the mul-
tiphase magnetic state of Gd layers and its dependence on
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Figure 5. Temperature dependence of torque of a Gd bulk sample
(1) and [Gd(LGd)/Cu(1)]n films with different magnetic layer thick-
nesses: (2) 780 nm; (3) 22.5 nm; and (4) 7.5 nm. Reprinted with
permission from [98], V. O. Vas’kovskiy et al., Physica B 315, 143
(2002). © 2002, Elsevier Science.

Gd layer thickness, LGd. Very similar results were reported
for [Gd(LGd
/Si(1)]n showing clear differences between Co
and Gd. The properties of the latter are not very sensitive
to the properties of adjacent magnetic layers.

Figure 6 shows the microstructure and diffractogram for
[Gd(LGd
/Si(1)]n structures with various thicknesses of Gd
layers. The absence of sharp lines (Fig. 6a) is a typical indi-
cation of the amorphous state of a thin Gd layer. The state
of the samples with LGd = 15 nm (Fig. 6b) is intermediate;
there are both amorphous and crystalline parts as well as
for the samples with LGd = 40 nm (Fig. 6c). However, in the
last case the crystalline �-Gd phase is better separated and
quantitatively dominates.

The results of the study of layered Gd films show a direct
connection between the structure and effectiveness of the

Figure 6. Electron diffraction patterns and microstructure for [Gd
(LGd)/Si(1)]n films with different magnetic layer thicknesses: (a) 7.5 nm;
(b) 15 nm; and (c) 40 nm. The numbers indicate the interplanar dis-
tances d corresponding to the different lines under study.
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exchange in the rare earth metals. Curie temperature decay
and spin system frustration occur as consequences of the
degradation of the crystalline structure. Space amorphiza-
tion of the rare earth metals takes place over a wide interval
of layer thicknesses by the mechanism of microdeformation
accumulation. The coexistence of crystalline, amorphous,
and a number of intermediate phases leads to multiphase
magnetic states of rare earth layers.

Interlayer interfaces may play an important role in R/T
magnetism. In Section 2 we described the discussion related
to the role of interfaces. Once the idea of the existence of
interfaces is accepted, it is logical to suppose that they have
a structure of amorphous R–T alloys with a varied composi-
tion depending on the thickness. Amorphous R–T systems,
especially Gd–Co, are well known in the physics of mag-
netically ordered materials. The key property of all systems
with heavy rare earth ions is collinear ferrimagnetism. More-
over, in contrast with crystalline ferrimagnetic materials, the
amorphous alloys show continuous change of the value of
sublattice magnetizations as a function of composition.

Typical dependencies on temperature for spontaneous
magnetization of amorphous GdxCo100−x films were
reported in [165]. The special selection of the composition
helps to show the most interesting feature of magnetization
behavior, that is, nonmonotonous changes of Ms�T 
. The
difference in temperature dependencies of magnetization of
sublattices of gadolinium (MGd
 and cobalt (MCo
 condi-
tion this behavior. At a certain point near the compensation
temperature, Tcomp, the magnetization absolute values are
equalized (MGd = MCo
 and a minimum of Ms�T 
 appears.
The compensation temperature of amorphous ferrimagnetic
materials is a monotonous function of composition.

Experimental values were compared with those calculated
by the mean field theory of magnetization for Gd21Co79
and Gd18Co82 films [166]. Although, the theoretical descrip-
tion matches the experimental data well enough, it is nec-
essary to make the correct allowances for a large number
of parameters, for example, Co spin. Cobalt spin is sensitive
to composition and decreases abruptly as the gadolinium
concentration increases [167]. Co does not have a magnetic
moment at Gd concentrations above 50 atomic %. It occurs
because of the charge transfer effect described above. In
this case the Co electron structure changes by Gd one. This
feature, together with the charge transfer in Co/Si layers,
suggests a high probability of charge transfer in Gd/Co mul-
tilayers.

3.2. Spontaneous Magnetization

In the earliest publications about R/T multilayered films,
exchange interactions between layers were identified
[2, 3, 136]. The character of the exchange interactions in
R/T systems is very similar to that of homogeneous R–T
materials between R and T subsystems. The magnetic
moments of the Fe and Co layers are parallel to the mag-
netic moments of the light R element layers and antiparallel
to the magnetic moments of the heavy rare earth element
layers. This last case is most interesting because it corre-
sponds in some way to a ferrimagnetic structure, where the
magnetic moments of R and T layers play the role which,

in a classic ferrimagnet, would be played by the magnetic
moments of the sublattices.

The spontaneous magnetizations Ms�T 
 of different
ferrimagnetic multilayers, such as homogeneous R–T ferri-
magnetic materials, have very different temperature depen-
dencies [4, 38, 41, 91, 54]. For example, nonmonotonous
dependencies of Ms�T 
 may either increase or decrease at
different layer thicknesses, as a result of the behavior of
partial R and T layer magnetizations and variations in their
contributions to Ms . The minimum can be identified as a
magnetic compensation state where the magnetic moments
of the R and T subsystems are equal. However, in contrast
with homogeneous R–T ferrimagnets, Ms�T 
 is significantly
higher than zero for R/T multilayers. To explain this dif-
ference, one might suggest the higher level of volume het-
erogeneity of the R/T system due to the surface relief, for
example.

The changes of layer thickness in ferrimagnetically
ordered multilayers correspond to changes of the composi-
tion in homogeneous RT ferrimagnets. At the same time it is
not the only factor influencing R/T spontaneous magnetiza-
tion. If the layered structure contains iron, as mentioned in
Section 3.1, amorphization and decreases of the atom mag-
netic moment may occur as a result of the reduction in the
thickness of the layers. Some quantitative data on this sub-
ject are reported for [Gd/Fe]n multilayers with equal thick-
ness of the iron and gadolinium layers LFe and LGd� with a
different period of the structure Lp = LFe + LGd [130]. The
sharp decline in the magnetic moment Fe�Lp
 appears for
Lp < 15 nm. The decrease in the contribution of the Fe layer
to the spontaneous magnetization of the whole structure
should result in the growth of the compensation temperature
with an Lp decrease. The same tendency was observed for
[Gd/Fe]n films. The Fe�Lp
 value [130] was calculated on
the basis of spontaneous magnetization measurements made
at temperature T = 4�2 K, assuming independence from the
thickness of the layers for the Gd magnetic moment on. It
is a logical assumption, but there is a probability that Gd
amorphization, which takes place with the reduction of the
Gd layer thickness, is accompanied by noncollinear magnetic
structure formation. The consequences of this transition are
decreases in the level of the contribution of Gd subsystem
and in the accuracy of the Fe definition. Another point to
discuss is the exchange interaction feature. The tempera-
ture dependence of the spontaneous magnetization of Gd
is a function of the exchange parameters: it has an “inter-
nal” Gd–Gd component and an “external” Gd–Fe exchange
part. The exchange interaction between the layers, Gd–Fe,
depends on the distance: it is at a maximum level near the
interface and decays toward the center of the Gd layer.
Therefore, the effectiveness of the exchange in Gd increases
with the LGd decrease. As a result, in multilayers with thin-
ner layers, magnetization declines less abruptly with tem-
perature and Tcomp is higher. The above-described mecha-
nism and the Fe�Lp
 dependence have similar tendencies
of Tcomp�Lp
 change; therefore, their separation is not an
easy task and has to be supported by additional theoretical
analysis.

Let us now examine the role of exchange interaction
between layers in multilayered structures using [Gd/Co]n
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as a model. This system shows nonmonotonous tempera-
ture dependence of spontaneous magnetization at certain
intervals of the layer thickness. Figure 7 shows compensa-
tion temperature dependencies on the value of the period
of layered structure at a fixed ratio of LGd/LCo [99, 100].
In both cases the compensation temperature increases as
the period of the multilayered structure decreases. Because
spontaneous magnetization of Co is not very sensitive to
amorphization, the main reason for the increase in compen-
sation temperature is probably an increase of the magnetic
order in Gd due to growing exchange influence of Co. Here
again additional comments are needed. The structural tran-
sitions of Gd may influence its contribution to the spon-
taneous magnetization and consequently the compensation
temperature. The charge transfer may play a certain role
as well. We mentioned in Section 3.1 that the charge trans-
fer effect results in a decrease of the Co atomic magnetic
moment. The charge is carried through the interface; there-
fore, its influence should become less important toward the
center of the layer. To summarize, the magnetization of the
Co layer can be nonuniform over the layer thickness. When
the LCo gets smaller, the relative role of the interfaces,
where the magnetization is smaller, increases, and average
magnetization corresponding to all parts of the Co compo-
nent decays. The consequence of these peculiarities is that
spontaneous magnetization depends on the structural state
of the films or the preparation technology. The discrepancy
between the experimental results reported in [99] and [100]
can be explained by taking into account the fact that the
authors used multilayers with very different thickness ratios,
LGd/LCo being 2.5 and 1.2, respectively.

Additional information about spontaneous magnetization
can be derived from the study of structures with relatively
thin layers. For example, the dependence of the specific
magnetization, � , of the systems [Tb(0.45)/Fe(LFe
] and
[Dy(0.5)/Fe(LFe
] on the Fe layer thickness was reported
in [168]. The shape of the ��LFe
 curves is rather compli-
cated. The measurements were performed at room temper-
ature, that is, the state when Tb and Dy are not magnetically
ordered. Apart from this, thin Fe layers are in an amorphous
state and can be nonferromagnetic as well. Therefore, in the
LFe < 0�7 nm region, we observe the presence of detectable
magnetization connected with formation of the amorphous
Tb–Fe and Dy–Fe alloys due to mixing of the adjacent lay-
ers. The magnetization changes for thin Fe layers depend
on the variations in composition of the mixed interfaces.
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Figure 7. The dependence of compensation temperature on the period
of [Gd/Co]n films. Reprinted with permission from [99], A. V. Svalov
et al., J. Alloys Compd. 327, 5 (2001). © 2001, Elsevier Science.

Changes in the � sign values mean changes in the relative
magnetizations of each sublattice in the ferrimagnetic R–Fe
structure. In the LFe ∼ 1 nm region two curves have a fold
and plateau, these being the manifestation of the appear-
ance of Fe amorphous layers with minimum magnetization
and increasing thickness. Consequently, we conclude that
the thickness of the interface of the variable composition
from the Fe side can be up to 0.5 nm. The sharp growth
of magnetization immediately after the plateau is the conse-
quence of the Fe crystallization and its transition into a high-
spin state. The critical thickness of high-spin state transition
depends on the composition adjacent to the iron layers.

Together with the magnetic layer thickness, nonmagnetic
spacers introduced between R and T metals can be consid-
ered as an effective instrument for influencing spontaneous
magnetization of the R/T structures. It is clear that non-
magnetic spacers should decrease the interlayer exchange
and transform the Ms�T 
 dependence. The following pub-
lications on the use of nonmagnetic spacers are of interest:
[28, 143, 148] for Y and Cu, [30] for Si and Cu, and [31]
for Cr and Pt with Gd/Co as a model structure. The Gd/Co
system is characterized by having the strongest interlayer
interactions. The compensation temperature was found to
be very sensitive to the state of the interface quantitative
parameter. Figure 8 shows examples of the Tcomp depen-
dencies on the thickness of Cu and Si spacers. One may
compare these data taken for [Gd(7.5)/X/Co(3)/X]20 films
with very interesting results for [Gd(3)/X/Co(3)/X]n multi-
layers for Y and Cu spacers [28]. We observed a decrease
in the compensation temperature as the thickness of spacers
Ls increased as a result of the weakening of the ordering
exchange influence of Co on Gd and the decrease in the
gadolinium magnetization.

This general tendency for change in the compensation
temperature can also be accompanied by a significant quan-
titative difference of the Tcomp�Ls
 behavior for spacers of
different composition. The spacer can work as a passive ele-
ment, simply changing the distance between magnetic layers,
but most probably the increase in thickness of nonmagnetic
spacers plays an active role at the interval of 0 to 1 nm.
The active parts of nonmagnetic spacers have an island
structure and the Ls increase actually corresponds to a
decrease in the area of direct contact between magnetic lay-
ers. Thus, the particular morphology and relief of each com-
ponent of the multilayer may be important parameters. The
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Figure 8. The dependence of compensation temperature on X spacer
thickness for [Gd(7.5)/X/Co(3)/X]20 films: (1) Cu; (2) Si; experimental
data, circles; result of calculation, lines.
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effectiveness of the interlayer exchange interaction, which is
achieved most probably by an indirect mechanism, should
depend on the conductivity of nonmagnetic spacers. Neither
the direct nor the indirect mechanism has yet been system-
atically studied.

Nonmagnetic spacers may play an active role and influence
the adjacent layers. For example, the authors of [28] associ-
ated the tendency for rapid reduction of the compensation
temperature in multilayered structures with the introduction
of additional Cu layers and the consequent formation of a
nonmagnetic part of the Gd–Cu alloy. The effective thickness
of nonmagnetic layers is increased compared with the calcu-
lated Cu layer thickness. However, such an abrupt compen-
sation temperature decline (Fig. 8, curve 1) was not observed
in another study. Even more curious, one might think that
the heat treatment ought to result in the Gd and Cu mix-
ing and a decrease in the compensation temperature, but the
data of [101] show an increase in Tcomp in the case under con-
sideration. The results of the Si spacer introduction are less
uncertain (Fig. 8, curve 2). The high Si effectiveness may be
attributed to the phenomenon of charge transfer from Si to
Co. Silicon brings down the magnetization of Co in the area
near the surface and weakens the exchange interaction more
than would be the case if it were just simply increasing the
distance between interacting layers.

In concluding this section, we can say that spontaneous
magnetization of R/T multilayers with heavy rare earth
elements acts in accord with the general principles of ferri-
magnetism, but localization of the negative exchange inter-
action in the contact zone results in spontaneous magnetiza-
tion being highly sensitive to the geometrical, structural, and
compositional characteristics of the multilayered films.

3.3. Magnetic Structure of R/T
Multilayers in a Magnetic Field

The general features of R/T multilayer magnetism are deter-
mined by the exchange interactions between R and T mag-
netic systems forming pseudo-ferrimagnetic structures. One
effective way of getting information about these exchange
interactions is to study their magnetization processes. This
study is especially attractive in the case of R/T films because
it is possible to modify the properties in relatively low
fields. The magnetic phase transitions induced by the exter-
nal magnetic field is one of the important indications of
collinear ferrimagnetism. The transitions from the collinear
to the noncollinear phase [102–107] were found in dif-
ferent R/T multilayers by magnetometry [169], magnetore-
sistance measurements [170], magnetooptic effects [108],
Mössbauer spectrometry [171], and resonant X-ray magnetic
scattering [109].

The distinctive feature of a magnetic phase transition is
a change in the slope of the magnetization curve or hys-
teresis loop M�H
 (see example for [Gd(10)/Co(10)]50 in
Fig. 9 [110]). One may see break points, which correspond to
the appearance of noncollinear structures in both the posi-
tive and negative fields. Even more pronounced transforma-
tions are seen on the magnetoresistive curve �R�H
 (Fig. 9).
The measurements of the magnetoresistance were done in
parallel geometry, that is, with the current flowing parallel
to the direction of the applied magnetic field.

-30 -15 0 1 5 3 0
-1000

-500

0

500

1000

 

M
, G

au
ss

H, kOe

-0.2

0.0

0.2

∆R

M

∆
R

, O
m

Figure 9. The dependence of magnetization M and longitudinal mag-
netoresistance �R on the magnetic field for [Gd(10)/Co(10)]50 films at
5 K. Reprinted with permission from [110], H. Nagura et al., J. Magn.
Magn. Mater. 240, 183 (2002). © 2002, Elsevier Science.

The break points of the magnetization curves can only
be easily detected in a low temperature region (∼4.2 K).
At higher temperatures the paraprocess in gadolinium plays
a “masking” role. Figure 10 shows the hysteresis loop of
[Gd(7.5)/Si(0.5)/Co(3)/Si(0.5)]20, measured at 97 K [111].
Against the background of the monotonous magnetization
changes, the break points of the M�H
 curve, which are
related to the noncollinear structure formation, are almost
invisible. In this case the magnetoresistance and magnetoop-
tical effects are more helpful as indicators of the phase tran-
sitions. The difference between the magnetic hysteresis loop
M�H
 and the magnetooptical F �H
 loop (Fig. 10) confirms
this conclusion. The higher sensitivity of the �R�H
 and
F �H
 curves in the break point visualization is due to the
fact that the magnetoresistance anisotropy and the plane of
the light polarization rotation (Kerr effect) are much higher
for 3d than for rare earth metals. Therefore, as the parapro-
cess takes place mainly in the R subsystem it makes only a
very small contribution to the �R and F values.

Mössbauer spectroscopy is usually associated with the
introduction of the 57Fe isotope into the system being stud-
ied. It is very productive, therefore, for the R/Fe multilay-
ers and gives information about the state of Fe layers [32,
42, 171] such as the T -H phase diagram for Gd/Fe sys-
tems with various layer thicknesses [32]. In the coordinate
plane of “temperature–magnetic field strength,” it repre-
sents the areas where the different magnetic phases exist in
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Figure 10. Field dependence of the magnetization M and Kerr rota-
tion F for [Gd(7.5)/Si(0.5)/Co(3)/Si(0.5)]20 at T = 97 K. Reprinted with
permission from [111], D. N. Merenkov et al., Low Temp. Phys. 27, 137
(2001). © 2001, Fizika Nizkih Temperature.
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the structure with a compensation temperature of ∼200 K.
These areas are separated by the curve that defines the crit-
ical field of the phase transition for each temperature. The
areas corresponding to the collinear structures are situated
below this curve, where the magnetic moment of Gd layers
is parallel to the field for T < Tcomp, and for T > Tcomp the
external field direction and the magnetic moment of Fe are
also parallel. Above the critical field curve lies the area of
the angular phase, this phase is described as twisted.

The term twisted magnetic phase was not introduced by
accident, but specifically to emphasize a special feature of
noncollinear magnetic structure in layered materials. In con-
trast to uniform ferrimagnets, in multilayers the negative
exchange interaction between magnetic elements is spread
nonuniformly through the multilayer volume: the highest
value corresponds to the interfaces and it decays very fast
toward the center of the magnetic layer. As a result there is
a spatial nonuniformity in noncollinear structures, in which
the angle between the local magnetization and an external
field decreases from the separating interface toward the cen-
ter of the layer. Very weak self-exchange interaction and the
dependence of the magnetization of R layers on the thick-
ness produce additional complications. The latter is condi-
tioned by the magnetic action of the 3d layer in the area
near the interface on the Gd in this area. As a result, the
twisted magnetic structure is formed basically in R layers
and is characterized by the angular and amplitude depen-
dence of the magnetization. This model was first developed
theoretically [172] and then confirmed by resonance X-ray
magnetic dispersion [24, 109].

Magnetic phase transitions can be stimulated not only by
magnetic field variation but also in a fixed field by temper-
ature variation (see as an example the measured and calcu-
lated T -H diagram for [Gd(8.4)/Fe(4.2)]n in [32]). The tem-
perature dependencies of R/T multilayers magnetization are
peculiar in this case. Figure 11 shows M�T 
 dependencies
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Figure 11. Experimental (a) and calculated (b) temperature dependen-
cies of the magnetization of [Gd(7.5)/Si(1)/Co(3)/Si(1)]20. The curves
are recorded in the fields H = (1) and (4) 200 Oe, (2) and (5) 500 Oe,
(3) 1000 Oe, and (6) 750 Oe. Reprinted with permission from [112],
G. S. Patrin et al., JETP Lett. 75, 159 (2002). © 2002, IAPC “Nauka/
Interperiodica.”

for a [Gd(7.5)/Si(1)/Co(3)/Si(1)]20 multilayered structure,
with in-plane measurements made for the magnetic field
of 200–1000 Oe [112]. All curves have local maxima. Their
origin seems to be associated with the existence of a non-
collinear magnetic structure and the increase of the mag-
netization within its frame. The low values of critical fields
are related to weak interlayer exchange in the R/T struc-
ture because of the presence of the nonmagnetic Si spacer.
The increase in the magnetic field strength results in the
extension of the temperature interval where the anomalous
critical points appear basically by extension in the low tem-
perature region. On the high temperature side, the positions
of the anomalous critical points are limited by the Gd tran-
sition to the paramagnetic state.

R/T multilayers show the disturbance of the collinear
structure in the magnetic field, that is, the most general
property of all low anisotropy ferrimagnets. Special features
of multilayered structures are the low field of the magnetic
phase transitions and space nonuniformity of the twisted
magnetic phase.

3.4. Phenomenological Models

Although results of many experiments on the magnetic prop-
erties of R/T multilayers have been published recently, their
microscopic theory remains to be developed. The situation
is easy to understand, because of the influence of factors
such as their complicated structural/chemical state and the
strong role of technological factors when it comes to the
repetition and comparison of experimental data. Meanwhile
phenomenological models of interlayer exchange based on
mean field theory have been developed.

The simplest model supposes nonuniform layer mixing;
for Co/Dy see, for example, [37]. According to this model
there is a sine-shaped modulation of the composition over
the thickness from pure Co to pure Dy. To calculate spon-
taneous magnetization, the film has to be sectioned into
thin sublayers of corresponding composition of amorphous
Dy–Co for each one. The calculation corresponding to all
layers enables us to calculate the temperature dependencies
of the spontaneous magnetization Ms�T 
 for different peri-
ods of the layered structure. Using the Co/Dy system as a
model, Shan et al. [37] demonstrated the nonmonotonous
behavior of the calculated dependencies and achieved rea-
sonable agreement with experiments. But, at the same time,
this approach should be considered as something of a sim-
plification, because it does not allow adequate description
of the field behavior of the magnetic structure.

Mixing of the layers is the key assumption of a more
complicated theory [173] where the R/T layered structure
is treated on the base of a cubic lattice with partial mix-
ing of the different types of atoms in the interface area. In
a Heisenberg model framework, using Monte Carlo simu-
lations, it was shown that the temperature dependence of
spontaneous magnetization, compensation, and Curie tem-
peratures may depend on the layer thickness and the inter-
face state. The theoretical and experimental results for
Tb/Fe structures are in satisfactory agreement, when one
takes into consideration the concentration dependencies of
the atomic exchange parameters and variation of the Tb
atomic magnetic moment.
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In contrast, the well-defined layers approach is used in
[174] with the iteration method to find the equilibrium mag-
netization distribution with temperature and applied field as
parameters. The film structure is divided into thin sublayers
with uniform magnetization in each one as oriented in the
plane of the sublayer. The transfer from one sublayer to the
next is characterized by changes to the value and orientation
of magnetization in a discrete way. Both the first and sec-
ond sublayers depend on the kind of atoms under consider-
ation (R or T) and the presence of an effective field in each
sublayer. In the absence of magnetic anisotropy and self-
demagnetization, the effective field in each sublayer consists
of the sum of the external field and the exchange fields of
the adjacent sublayers. The exchange fields between layers
of the same composition are positive and those of different
compositions are negative. The aim is to construct the con-
figuration of the magnetic moments to minimize the energy
in the external field and the exchange energy of the system.

The search for equilibrium magnetic configuration is car-
ried out by the iteration method. In the initial state there
is random orientation of the magnetic moments of all lay-
ers. The first iteration consists of fixing of the magnetic
moment of a randomly selected sublayer parallel to the
effective field and calculation of its value at a certain tem-
perature. The temperature dependence of the magnetization
is described by the Brillouin function. Then the whole pro-
cedure is repeated for the fixed moment of the first sublayer
and repeated until we have achieved parallel orientation of
the magnetic moments and local effective fields in all sub-
layers and their corresponding values at the temperature
under consideration. This state corresponds to the minimum
of free energy.

In the localized layer model [44, 172, 175] efforts have
been made to use an analytical approach to describe R/T
structures according to molecular field theory. The sponta-
neous magnetization at T = 4�2 K and temperature depen-
dence of the Ms were calculated for Gd/Fe multilayers with
different periods of the layered structure. The agreement
with experimental data is close enough, given the condition
of a sharp decay of the magnetic moment of Fe atoms in the
films with less than a 15 nm period. This condition seems to
be related to the Fe transition to the amorphous state.

Among the studies based on the sharp interface approach,
we have listed a theoretical study [176]. Here the exchange
interaction is assumed not only to be effective at the inter-
face but also to be spread through the volume by exponen-
tial decay. Therefore, the authors use an additional model
parameter, the characteristic length of the exchange inter-
action (lex
. Temperature dependencies of the spontaneous
magnetization for Tb/Co multilayers with different layer
thickness and different compensation temperatures have
been calculated according to mean field theory. The best
agreement of the theory with an experiment was found at
lex = 0�5 nm.

In another nonuniform interlayer exchange model [30,
93, 99, 113], assumptions are made about exponential law
for the exchange interaction and the iteration method is
used for definition of the equilibrium magnetic structure.
Figure 12 (curve 1) shows the temperature dependence
of spontaneous magnetization for the [Gd(7.5)/Co(3)]20
structure calculated by this method. The result of Ms�T 
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Figure 12. Temperature dependence of the magnetization for a
[Gd(7.5)/ Co(3)]20 film: circles, experimental results; (1) calculated by
the model of nonuniform exchange interaction between layers; and (2)
by the model of partial mixing layers. Reprinted with permission from
[113], A. V. Gorbunov et al., Phys. Met. Metall. 91, 560 (2001). © 2001,
IAPC “Nauka/Inteperiodica.”

calculations for the mixed layers model, but without tak-
ing interlayer exchange into account, is shown in Figure 12
(curve 2) for comparison. The first model describes the
experimental data (points) better. The studies [30, 93, 99,
113] take into account the influence of different neighbors
on magnetic properties of the R and T layers. As a result
changes in the compensation temperature of the Gd/Co
films with nonmagnetic spacers were calculated (Fig. 10) and
anomalies in the temperature dependencies of the magneti-
zation were explained (Fig. 11b).

In summary, there are several phenomenological models
of R/T magnetism. The majority of them give a satisfactory
description of the temperature dependence of spontaneous
magnetization and magnetization behavior in the magnetic
field. It is difficult to say which one is the best, because
all of them operate by adjusting some theoretical param-
eters, but we can state the general principle, which helps
achieve adequate description of the magnetic properties of
R/T multilayers, namely, the presence of long range, nonuni-
form exchange between R and T layers and the reciprocal
dependence of the atomic and electronic structures of the
adjacent layers.

4. MAGNETIC ANISOTROPY
Why do R/T multilayers attract so much attention in the sci-
entific community? The answer is simple: because they may
have perpendicular magnetic anisotropy (PMA) [2]. PMA is
uniaxial magnetic anisotropy with an easy magnetization axis
perpendicular to the plane of the film; that is, the orientation
of the magnetization vector is perpendicular to the plane of
the layered structure, even without application of an exter-
nal magnetic field. Because of this property R/T multilayers
are considered as a potentially interesting medium for per-
pendicular recording, including magnetooptical perpendic-
ular recording [177]. Other interesting magnetic anisotropy
features of these materials are very high PMA value [41],
localization of most anisotropy parts in areas near to the
surface of the magnetic layers [62], and the characteristics of
the shape anisotropy of R/T multilayered structures [115].
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4.1. Structural Origins of Perpendicular
Magnetic Anisotropy

Macroscopic magnetic anisotropy is the manifestation of
structural anisotropy, which appears in one way or another
in all magnetically ordered systems. The main kinds of struc-
tural anisotropy, which may drive magnetic anisotropy are
crystalline lattice, preferred orientation of the axes of like-
atom pairs, anisotropy elastic deformation, nonuniform dis-
tribution of the defects over the grain boundaries, ordered
distribution of microscopic structural formations possessing
shape anisotropy, and shape anisotropy of the macroscopic
objects.

All of the structural features mentioned above can appear
in thin films. However, such small subjects have an addi-
tional very specific feature, namely, surface anisotropy. This
occurs when atoms located near the surface are in a specific
position. The surface atoms have asymmetrically arranged
nearest neighbors. The volume fraction of these atoms and
role of the surface anisotropy increase with a decrease in the
thickness of the layer. In multilayered systems, the atoms
near the interfaces are in the same situation. Therefore,
in the majority of publications related to the study of R/T
anisotropy, the most attention has been devoted to the struc-
ture of the interfaces.

We discussed the size parameters of interfaces in Sec-
tion 1, but more detailed data on the atomic structure of
the interfaces are needed to understand the nature of their
magnetic anisotropy. One of the sources of such information
is the method of extended X-ray absorption fine structure
(EXAFS). On the basis of data collected by the EXAFS
method for Tb/Fe, the atomic distribution anisotropy in the
interfaces can be quantified [178–180]. The main effect is
interlayer diffusion with a preference direction perpendic-
ular to the interface plane. As a result there is asymmetry
for nearest neighbors around any selected atom: on the side
of the terbium layer there are more Tb atoms among the
nearest neighbors and there are more iron atoms on the Fe
side.

Structural anisotropy is connected with a gradient of
chemical components, oriented perpendicular to the mul-
tilayer plane. By analogy with perpendicular magnetic
anisotropy, this is called perpendicular structural anisotropy
(PSA). The PSA unit, Kpsa, is the relative difference of prob-
abilities for two atoms of the same kind to be nearest neigh-
bors in the directions parallel and perpendicular to the film
plane [180].

Figure 13 shows the experimental and calculated Kpsa
dependencies for iron atoms on the period, Lp, of the Tb/Fe
layered structure if the thickness of the iron and terbium
layers is the same, LTb ≈ LFe. This dependence is non-
monotonous with a maximum corresponding to the period
value of 1–2 nm. This result is confirmed by experimental
study of PMA. For example, one can compare the depen-
dencies for the anisotropy constant, Ku, on the thickness
of 3d layers in R/T structures of various compositions [37].
All Ku�LT 
 dependencies have a maximum. Their position
is variable on the LT axis depending on the components,
but always in the interval from 0.4 to 1 nm, the same as the
position of the structural anisotropy maximum. At the same
time linear decay of Ku was reported [57] for Tb/Fe struc-
ture in the interval of Lp from 0.6 to 5 nm. Although the
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Figure 13. Comparison of experimental (circles) and calculated (lines)
perpendicular structural anisotropy obtained from Fe EXAFS and sim-
ulation, respectively. Different curves corresponds to different diffu-
sion degree. Reprinted with permission from [180], Y. Fujiwara et al.,
J. Magn. Magn. Mater. 177–181, 1173 (1998). © 1998, Elsevier Science.

relationship between PSA and PMA is not contested, PSA
is mentioned in other studies [4, 39, 55, 181, 182]. The PMA
value was also found to be almost independent of the sub-
strate; that is, mechanical tensions which sometimes arise on
the substrate–film boundary have very little effect [181].

4.2. Mechanisms of Magnetic Anisotropy

The fact that perpendicular magnetic anisotropy in R/T
multilayers depends on the structural magnetic anisotropy
does not define the mechanism of magnetic anisotropy. The
atomic structure of the interlayer interfaces described above
has given rise to two different explanations of the principal
governing PMA mechanisms. The first is two-ion anisotropy
as a result of different dipole interactions of neighbor atoms
(the Neel–Taniguchi and Yamamoto model). The second
is single-ion anisotropy, which may occur because of spin–
orbital interaction in metals that have anisotropic electron
shells. Most research tends to favor the second theory. One
of the arguments supporting the second point of view is easy
to accept: strong PMA appears only in multilayers that con-
tain anisotropic electron shell ions [58, 83, 84, 183]. The
data on the anisotropy of Dy/Fe, Dy/Co, Tb/Co, Gd/Fe, and
Gd/Co systems can be found in [37]. In multilayers with
anisotropic Dy and Tb ions the perpendicular anisotropy
constant is 1 order of magnitude higher than that corre-
sponding to the spherical Gd ion. The authors of the Nd/Fe,
Pr/Fe, and Gd/Fe study [38] came to the same conclusion.

However, nonspherical electron shell shape, that is, a
nonzero orbital ion moment, is not in itself a sufficient con-
dition for the formation of PMA. For instance, the compar-
ative study of Fe/Nd and Fe/Tm multilayers [136] resulted
in the fact that PMA was found only in the Fe/Nd multi-
layer although Tm is also a nonspherical ion.. The complete
analysis of all R/Fe spectrum multilayers (R = Y, La, Ce,
Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, or Lu) can be
found in [56]. Only nonmagnetic Y, La, Yb, Lu, and Gd with
zero orbital moment do not lead to single ion anisotropy
formation. For other elements there is no prohibition, but
PMA was found only in multilayers containing Pr, Nd, Tb,
and Dy. Finally, not only is anisotropy of the electron shell
important, but also the configuration of the crystalline field
of the neighbor ions is important. Perhaps the atomic struc-
ture of the interfaces forming the crystalline field depends
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slightly on the kind of rare earth atoms, but these variations
are small and difficult to detect.

An even more surprising conclusion was drawn recently
[69] on the basis of X-ray magnetic circular dichroism anal-
ysis of Tb/Fe multilayers where transformation of the Tb
electronic structure was observed as a consequence of a
decrease in the layer thickness. It consists of the loss of
orbital moment by Tb ions automatically prohibiting their
taking part in single ion anisotropy formation. In the Dy/Co
study [181], the anisotropy dipole interaction of the atomic
magnetic moments approach is used to describe PMA, in
the same way as for Gd–Co amorphous films [184, 185].
However, in the multilayered structures the anisotropy car-
riers are localized in the interfaces, which leads to an almost
incredibly high value of the parameter that defines the pair
distribution anisotropy.

4.3. Influence of Various Factors
on the Magnetic Anisotropy

To clarify the nature of the magnetic anisotropy in R/T mul-
tilayers, continued detailed investigation of the atomic struc-
ture of both magnetic layers and interfaces is needed. The
lack of direct experimental data has stimulated many indi-
rect studies of the influence of different factors on the PMA.

As a result of the temperature dependence of the Dy/Co
multilayer magnetic anisotropy study [54], the PMA value at
T = 4�2 K was found to be many times stronger than that for
T = 300 K. The Ku temperature dependence correlates with
M2

Dy temperature behavior. This seems to support the single-
ion theory of the PMA mechanism. Many attempts have
been made to clarify the connection between different char-
acteristics of interfaces and PMA, but it is not easy to make
a comparative analysis of different authors’ data because of
differences in preparation and experimental methods.

The Mössbauer effect has been very useful for obtaining
information about the magnetic anisotropy of R/T multi-
layers. In particular, it was shown that in Nd/Fe multilay-
ers, magnetic anisotropy increases as the interface thickness
decreases [186]. The decrease of PMA due to interface
roughness was described in [68, 187]. In addition, the con-
clusion connecting PMA with a very wide mixed interface in
the Tb/Fe system was reached [188]. In Dy/Co multilayers,
the maximum PMA value was found at 0.6 nm for both Dy
and Co layers. In this condition, the ratio of the interface
size and the total volume is maximum [54, 87, 189].

It must be kept in mind that the interface structure may
depend on the deposition order of the layers. The deli-
cate experiments for the magnetic anisotropy study for two-
layered Tb/Fe and three-layered Tb/Fe/Ag films [59–61, 190,
191] were carried out in this context. The interface was con-
sidered to be the major source of PMA for Tb deposition
onto the Fe layer. The interfaces are sharp and, in this case,
Fe has a crystalline structure. Fe deposition onto the Tb
layer creates rough interfaces and initiates the amorphiza-
tion of the layers [92]. The influence of different interfaces
on PMA was investigated in the [Tb/Fe/Y]10, [Y/Fe/Tb]10,
and [Tb/Fe]10 systems [62]. The Y layer was introduced to
exclude the Tb on Fe and Fe on Tb boundaries. All systems
had more or less pronounced PMA. At temperatures below
100 K, stronger anisotropy was detected for Tb on Fe than

for Fe on Tb. In the 250 to 300 K temperature range, Fe
on Tb related anisotropy was higher. A possible explanation
might include the differences in magnetism for the two types
of boundaries. At low temperatures strong single ion Tb
anisotropy corresponding to the sharp interface dominates.
At temperatures higher than that of Tb magnetic ordering
(219 K) it decreases, but weaker anisotropy related to mixed
boundaries starts to be important. The mixed boundary actu-
ally consists of a ferrimagnetic alloy of Tb–Fe with high Neel
temperature. The length of this boundary results in low PSA
and correspondingly small PMA. Comparison of PMA val-
ues at room temperature revealed the lowest Ku value for
Tb on Fe, an intermediate value for Fe on Tb, and the high-
est for the two types of boundaries together because, apart
from the one-ion anisotropy in Tb/Fe samples, dipole inter-
action between Fe layers through the Tb layer may take
place. This mechanism was suggested as an explanation for
the CeH2/Fe system anisotropy [193].

The magnetic layers themselves may play a certain role in
the formation of magnetic anisotropy. The main point here
is the influence of the thickness on the magnetic properties
of each layer in multilayered structures. For example, the
increase of magnetization and consequently of the demagne-
tizing field is the result of increased layer thickness in Tb/Fe
multilayers [41] together with a decrease in PMA [67]. At
the same time, amorphization of the relatively thin layers
appears. At room temperature both Fe and Tb lose their
magnetic order whereas a decrease in magnetic phase vol-
ume leads to a corresponding decrease in the PMA value.
Similar ideas were considered for R/Fe (R = Pr, Nd, and
Tb) system analysis [48].

There are data about the presence of PMA only in those
Tb/Fe structures that do not have pure terbium [43, 44, 194].
When pure Tb layers have been included in a multilayered
structure, PMA has been detected at temperatures below
220 K, that is, after the Tb transition in the ferromagnetic
state. It is on this basis that the conclusion about PMA
induction in the interfaces in the presence of the exchange
interaction between Fe layers through the Tb layers has
been reached. A similar result has been reported in a study
by transmission electron microscopy of pure Tb segregation
with Tb layer thickness of more than 1 nm [64]. The occur-
rence of segregation coincides with PMA disappearance at
room temperature. However, there are also data about the
presence of PMA in Tb/Fe multilayers with LTb = 2 nm [65].

One interesting feature of the structural transition tak-
ing place in R/T structures as the layer thickness changes is
the iron crystallization and, as a consequence, an increase in
PMA, which is caused by the formation of a sharp interface
between the layers [42]. Comparing the multilayer proper-
ties formed at two different substrate temperatures of 150
and 300 K, these authors found that iron crystallization took
place at 300 K with thinner layers and it was precisely these
samples, with a minimum thickness of crystalline Fe, which
had the maximum PMA value. The increase of the perpen-
dicular magnetic anisotropy value after heat treatments of
Tb/Fe has been explained in other research by the very sharp
interface formation [49, 63]. The temperatures and thickness
of the layers related to structural changes of multilayers vary
from one publication to another because of dependence on
varying preparation methods.
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Let us now return to the results of the R/T study at differ-
ent temperatures. We have discussed the possibility of a sig-
nificant increase in PMA values at low temperatures, but this
is true only for structures with relatively thin layers, where
the interfaces play the main role. At greater thicknesses the
temperature decrease may cause an opposite effect, even so
far as to change the magnetization orientation to the film
plane from perpendicular into parallel. Such a reorienta-
tion of the spins is brought about by a change in the cor-
relation between the induced perpendicular anisotropy and
shape anisotropy. The existence of the reorientation itself
and the reorientation temperature both depend on the aver-
age chemical composition of the multilayer (correlation of
the thickness of the layers) and period of the layered struc-
ture [41]. The dependence on the multilayer period to a
certain extent can be explained by changes of the interlayer
exchange interaction whose role increases with a decrease
of the period of the layered structure. Similar results were
reported in [195], although in [63, 196] the authors found no
dependence of the magnetization orientation on the thick-
ness of the Fe and Tb layers at low temperatures.

An additional important factor influencing PMA is the
number of periods, n, in multilayer structure [55, 66]. For
[Tb(0.42)/Fe(0.75)]n magnetization is oriented in the plane
of the layered structure if n varies from 1 to 30. Increasing
the number of layers (n) up to 35 causes PMA to occur, but
its value shows only very small changes for further increase
in n. For the [Tb(0.95)/Fe(1.15)]n structure, PMA appears at
n ≥ 5, but the authors do not discuss the possible origin of
these variations [55, 66]. We might suppose that the temper-
ature regime of deposition plays an important role because
it may vary over the extended period of total deposition time
needed for structures with high n value.

4.4. Enhanced Magnetostatic Effect

The majority of the results discussed are related to R/T mul-
tilayers with perpendicular magnetic anisotropy. The most
important condition of PMA formation is the presence of
layers with anisotropic rare earth ions in a multilayered
structure. Gd is irrelevant in this case. It makes Gd/T mul-
tilayers less attractive for magnetic recording applications.
However, due to high Curie temperature and collinear fer-
romagnetism, Gd/T can be very useful as a model system for
studying R/T structures [93, 114, 174, 197, 198]. Specifically,
study of the magnetic anisotropy of a layered ferrimagnetic
[Gd(7.5)/Co(3)]20 structure was undertaken in a magnetic
compensation region of 200 to 300 K including the com-
pensation temperature (Tcomp ≈ 240 K) and no perpendicu-
lar anisotropy was detected [115]. In accordance with shape
anisotropy, the magnetization was oriented in the plane of
the films, but the actual shape anisotropy constant was much
higher than 2�M2

s , where Ms is the spontaneous magneti-
zation of the ferrimagnetic structure. Figure 14 shows K�T 

and 2�M2

s �T 
 dependencies in the magnetic compensation
region. This discrepancy disappears if we take into account
an additional contribution in magnetostatic energy related
to the rising of the magnetic charges in the interface areas.
Because of a negative exchange interaction between Co and
Gd, the surface density of these charges is defined as a sum
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Figure 14. Temperature dependencies of magnetic anisotropy con-
stants measured by a torquemeter (1) and calculated as Ks = 2�M 2

s

(2), respectively. Reprinted with permission from [115], V. O.
Vas’kovskiy et al., J. Magn. Magn. Mater. 203, 295 (1999). © 1999, Else-
vier Science.

of the normal components of the magnetizations of the lay-
ers, but not as a normal component of total magnetization
of the ferrimagnetic Gd/Co structure. A similar enhanced
magnetostatic effect was also observed in Gd15Fe85/Gd40Co60
amorphous multilayers [199].

5. ATTENDANT PROPERTIES
Magnetoordered substances possess a number of physical
properties that are not directly related to the set of inher-
ent magnetic properties, but become available because of
the existence of spontaneous magnetization. Usually, they
are revealed during magnetization and consist of changes in
size (magnetostriction) or electrical resistance (magnetore-
sistance effect) of the samples or of changes in the charac-
teristics of the refracted or reflected light (magnetooptical
effects), the absorption of the electromagnetic field energy
(magnetic resonance), etc. Thus, generally there is a possibil-
ity of driving the nonmagnetic parameters of these materials
and of products made from them using a magnetic field.
Very often properties that are precisely attendant on mag-
netism define the importance of the material for technolog-
ical applications. The values of the effects described above,
as well as those of spontaneous magnetization, are defined
to a considerable extent by the chemical composition but
may also reflect the structural state. Furthermore, many fea-
tures of nonmagnetic properties depend on the type of mag-
netic structure and on features of their magnetic anisotropy.
In this section we review very briefly these related phenom-
ena in R/T multilayers.

5.1. Magnetostriction

The elastic deformation, which, in the presence of mag-
netic ordering, occurs in a crystal lattice or in an amorphous
structure of a solid-state body, reflects the existence of the
exchange and the magnetic interactions between elemental
carriers of magnetism. As a result the volume and shape
of macroscopic subjects are changed. We say that volume
and, accordingly, linear magnetostrictions take place. Linear
spontaneous magnetostriction is important for applications,
because the elongation or shortening of the magnetic sample
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in a certain direction depends on the spontaneous magne-
tization orientation. The magnetization process takes place
by rotation of the magnetization vector in the whole sample
or only in part of it, and this causes a rotation of the total
or local deformation axis resulting in changes in the sample
size in the direction of the applied field. Deformation caused
in this way is defined as magnetostriction. Magnetostriction
is an even effect; that is the deformation does not depend
on the sign of the magnetization.

Very high, giant magnetostriction is a characteristic fea-
ture of many rare earth magnets. As for single-ion magnetic
anisotropy, it is caused by rare earth ions. The magnetiza-
tion rotation caused by spin–orbital interaction is accompa-
nied by a change in the orientation of the electron orbits
of these ions in an intercrystalline field and deformation
of the atomic structure and of the sample as a whole.
Among the crystalline magnets with giant magnetostric-
tion, a TbFe2 crystalline intermetallic compound is well
known. In the thin film state it is usually amorphous but
shows relatively high magnetostriction. The main disadvan-
tage in terms of practical applications for this material and
for materials of similar composition is their low magnetic
susceptibility. Many efforts have been made to decrease
magnetic anisotropy while keeping the high magnetostric-
tion of R-based materials. Among other possibilities is that
of creating multilayered thin film structures with optimal
magnetoelastic properties, for instance, trying to improve
the magnetic susceptibility of a Tb–Fe film by introduc-
ing soft magnetic material sublayers with high magnetiza-
tion (like Fe) [200]. The best results were achieved in a
[Tb0�4Fe0�6(4.5)/Fe(6.5)]n system with strong exchange inter-
actions between the elements of the layered structure. After
heat treatment at 550 K the magnetostriction in the low field
of 200 Oe is 1 order of magnitude higher than that corre-
sponding to single-layer films of the same composition, and
this sounds very promising.

A similar effect of introducing Fe sublayers has been
reported for Tb34�2Fe65�8 films [201]. Figure 15 shows the
dependence of magnetostriction,  , on the strength of
the magnetic field H for single-layer Tb–Fe films and
for [Tb34�22Fe65�8�LTb
/Fe(10)]n with different thicknesses of
Tb–Fe layers. The authors believe that creation of the lay-
ered structure results in a decrease in the strong perpendic-
ular anisotropy, which is typical of single-layer films of this
composition and as a consequence facilitates the in-plane
magnetization process. The authors have also pointed out
that the multilayers have a ferrimagnetic structure that tran-
sits in a noncollinear phase in the field of about 1 kOe.
The magnetostriction curves  �H
 reflect in some way the
magnetization process, opening the possibility of using it as
a tool for the R/T multilayer study. The same opinion is
expressed in relation to the Gd/Fe ferromagnetic resonance
study [116], in which the magnetoelastic deformations were
found to depend on the deposition methods. Specifically
multilayers prepared by DC sputtering have higher magne-
tostriction than those prepared by rf sputtering. This can be
explained by the presence of sharp interfaces in the first type
of films.
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Figure 15. Elastic coupling coefficients (magnetostriction) of [Tb–Fe
(X nm)/Fe(10 nm)]n multilayers with various Tb–Fe thicknesses:
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layer film measured in the longitudinal direction of the magnetic field.
Reprinted with permission from [201], T. Shima et al., J. Magn. Magn.
Mater., 239, 573 (2002). © 2002, Elsevier Science.

5.2. Magnetoresistance

Magnetoresistance is the change in electric resistance, R, of
a ferromagnetic conductor caused by a magnetic field. This
is a galvanomagnetic effect. In magnetically ordered mate-
rials it reflects a magnetic contribution to the conductive
electron scattering, which depends on the value and orienta-
tion of the spontaneous magnetization. Therefore, one may
separate the two components. In uniform magnets only the
component related to the magnetization orientation is of
practical interest, that is, anisotropic magnetoresistance. The
magnetic field causes magnetization rotation and changes
the electrical resistance of the sample, and thus the effect of
the anisotropy of the magnetoresistance takes place. As for
magnetostriction, magnetoresistance is an even effect.

Some time ago, a new type of magnetoresistive effect,
giant magnetoresistance (GMR), was discovered in multilay-
ered and granular magnetic structures [154, 202]. It consists
of the change in electrical resistance at a variation of mutual
orientation of magnetizations in heterogeneous magnetic
structures with ultrathin elements. Let us emphasize that
for both magnetoresistance and giant magnetoresistance we
are dealing with direct current flowing over the ferromag-
netic conductor. The discovery of GMR in Fe/Cr systems
was preceded by the discovery and study of exchange cou-
pling between magnetic layers across a nonmagnetic metal-
lic layer [151, 153, 202] (see Section 3.1). The GMR effect
occurs in a Fe/Cr system at a certain Cr thickness when
antiferromagnetic coupling takes place and adjacent Fe lay-
ers have the opposite orientation to the spontaneous mag-
netization. When an external magnetic field aligns magne-
tizations in parallel configuration, the multilayer resistance
decreases. Although GMR of Fe/Cr is induced by antifer-
romagnetic coupling, it was shown that antiferromagnetic
coupling is not a necessary condition of GMR which can be
caused, for example, by hysteresis effects [203, 204]. GMR
is due to propagation of spin-polarized conductive electrons
through the ferromagnetic films, divided by sublayer or spin-
dependent scattering at the interfaces.

In R/T multilayers both the first effect, magnetoresis-
tance, and the second, giant magnetoresistance, take place.
R and T layers are not identical in terms of anisotropic
magnetoresistance [91, 130, 170] because, compared with
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rare earth metals, 3d metals have much higher anisotropic
magnetoresistance. Because of the high specific resistance
in R layers, the electric current flowing in a multilayer is
pushed out from the R to the T layers as well. There-
fore, the magnetoresistance of a R/T system reflects mainly
the magnetoresistance of its T layers. It was shown in
Section 3.3 that this feature is successfully used for regis-
tration and study of the magnetic phase transitions induced
by a magnetic field [100, 110, 117]. Moreover, magnetore-
sistance analysis may yield certain information about the
atomic structure [118].

The word giant is not very appropriate for describing the
spin-dependent resistance of R/T multilayers because the
value of the effect is small, even compared with ordinary
anisotropic magnetoresistance. The small value of the effect
makes it difficult to study when the geometry of the exper-
iment determines that the electric current and the applied
field are parallel to the plane of the film (CIP geometry).
If the electric current flows perpendicular to the plane of
the film (CPP geometry) and an external field is applied in
the plane of the multilayered structure [202] and, therefore,
magnetization occurs in the plane of the sample, the GMR
is easier to measure because anisotropic magnetoresistance
is absent. It is absent because magnetization and the electric
current are perpendicular all the time. There is an opinion
that resistance changes in the field take place because of
deformations of the ferrimagnetic structure caused by the
magnetic moments of R and T layers [110]. Figure 16 shows
an example of R�H
 dependence for a Gd/Co structure.
High fields used in this, as in many other similar studies,
cause a paraprocess in the gadolinium subsystem. Changes
of the spontaneous magnetization of Gd should influence
the R�H
 behavior.

The low value of magnetoresistance is a great dis-
advantage for R/T multilayers in technological applica-
tions and makes them noncompetitive with many other
magnetoresistive materials. At the same time, it is pos-
sible to use R/T structures as a part of more com-
plicated systems showing GMR. Figure 17 shows the
magnetometrical and magnetoresistive hysteresis loops for
a [Tb(1)/Co(1)]16/Co(5)Cu(2.5)/Co(5) sample [70]. Here the
multilayered [Tb(1)/Co(1)]16 element with in-plane magnetic
anisotropy and a high coercive field acts as a pinning layer.
The [Tb(1)/Co(1)]16 structure and the adjacent Co layer are
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Figure 16. Resistance changes �R in CPP geometry for a [Co(10) nm/
Gd(10 nm)]50 multilayer as a function of the applied magnetic field mea-
sured at 4.2 K. The initial resistance before applying the magnetic field
is defined as �R = 0. Reprinted with permission from [110], H. Nagura
et al., J. Magn. Magn. Mater. 240, 183 (2002). © 2002, Elsevier Science.

Figure 17. Magnetometrical (a) and magnetoresistive (b) hysteresis
loops for the [Tb(1)/Co(1)]16/Co(5)/Cu(2.5)/Co(5) spin–valve structure.

connected to each other by exchange interaction and the
multilayered structure provides the stability of the Co layer
in the external field. At the same time, another Co layer,
separated from the first by a Cu spacer, has the possibility
of remagnetization in a small magnetic field. As a result,
mutual magnetization of the cobalt layers may be changed
by an external magnetic field, that is, GMR, which, in this
particular case, could be better described as the spin–valve
effect, occurs. The term spin–valve relates to a case where
the possibility of separate remagnetization of the layers is
caused not by the negative exchange interaction between the
layers, but by the difference in the magnetic anisotropy or
the coercive field of the layers [203, 205].

5.3. Magnetooptical Kerr Effect

Magnetooptical effects are certain changes of optical prop-
erties of a medium caused by application of the external
magnetic field. In magnetically ordered materials they have
special peculiarities due to the existence of spontaneous
magnetization. From both basic and practical points of view,
the most interesting are the Faraday and Kerr effects. They
consist of the rotation of plane polarization at light refrac-
tion through (Faraday) or reflection from (Kerr) the magnet.
In metals, the light penetration depth is limited by a skin
effect and does not exceed 100 nm. Therefore, for multilay-
ers only the magnetooptical Kerr effect (MOKE) is really
interesting. The suitably smooth surface of multilayers is
an advantage in this case. Different effects are produced
depending on the direction and angle of the light incidence.
The polar effect corresponds to geometry when magnetiza-
tion points along the surface; a normal effect results in the
rotation of the plane of polarization as a function of the
perpendicular component of the magnetization. The longi-
tudinal effect describes the plane polarization rotation for
the light inclination onto the surface of the sample when the
position of the magnetization is in the plane of the sample.
The longitudinal effect can also be used for perpendicular
polarization. It is proportional to the magnetization com-
ponent in the plane of the light incidence. The transverse
orientation effect in which the magnetization is perpendic-
ular to the plane of incidence produces little contrast in a
visible image [206].

There are a number of reasons for interest in the Kerr
effect as observed in R/T multilayers [16, 20, 71, 72, 88,
92, 119, 178, 206–212]. The first is the comparison of the
optical properties of multilayers with single-layer analogous
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material. The authors of [207] have studied the Kerr rota-
tion spectra for uniform amorphous and multilayered Gd/Fe
films. The value of the effect is similar in both samples, but
the layered structure opens the way for an additional tech-
nological possibility of controlling the magnetic and mag-
netooptical properties [190] useful for applications such as
magnetic recording. Both high anisotropic Tb/Fe and low
anisotropic Gd/Co films are interesting for the technique
of super high resolution [16, 73] (see Section 5.4) as well
as for other applications. The second line of interest is
based on the Kerr effect using the magnetization process
study method [88, 178]. The magnetooptical effect, in con-
trast to magnetostriction and magnetoresistance, is an odd
effect; that is, it contains information about the sign of
magnetization. As we mentioned in Section 3.3, the mag-
netooptic hysteresis loops are more informative than mag-
netometric loops for studying phase transitions. One may
explain this finding by taking into account the fact that
T metals have higher plane polarization rotation values
than R metals. Figure 10 shows an example of a mag-
netooptical hysteresis loop observed via the longitudinal
Kerr effect for perpendicular polarization. Direct domain
structure observation is possible through the Kerr effect,
although the number of publications related to R/T multi-
layers is small [66, 74, 92, 213]. Structural investigations can
also be undertaken via the Kerr effect [20, 119]. Elegant,
quick, and appropriate ways of detecting different types of
coupling in layered magnetic structures by means of the
MOKE were presented as the basis for the magnetic domain
study [204, 214].

5.4. R/T Structures and
Magnetooptical Recording

Can you imagine our community without audio and video
recorders, CD-ROMs, etc.? They are part of our lives. The
two basic methods of recording are magnetic and optical.
Here we describe very briefly the general principles of mag-
netooptical recording and the role of R/T materials.

The principle behind any recording is representation of
numbers by the state of a bistable physical system; there-
fore, in the recording process we are dealing with binary
numbers. Any number in a binary system can be written
as a specific sequence of the elements equivalent to “1” or
“0.” In the magnetooptical recording medium we have a
rather complicated multilayer structure of different layers,
not all of which are magnetic. At the beginning, the homo-
geneously magnetized medium stores no information. We
can then write onto it the required sequence of digits by
a process of thermomagnetic writing, that is, cooling in or
without a local magnetic field after local heating by a short
laser pulse to a temperature close to the Curie temperature.
Any zone with initial magnetization direction may represent
the information unit “1.” If a field biased in the opposite
orientation is present during cooling, a magnetic domain is
formed with opposite magnetization orientation to the ini-
tial magnetization. This represents the information unit “0.”
The size of the domain is determined by the temperature
and by the profile of the temperature-dependent coercivity,
that is, the magnetic properties of the magnetic film used.
The stability of this information unit depends on the type

of the domain wall between the homogeneous part of the
disc and the information unit, on the magnetization, and on
the anisotropy energy. The reading process is performed by
using the magnetooptical Kerr effect at typical wavelengths
of 780 and 820 nm. To obtain the maximum signal, the mag-
netization should be perpendicular to the film plane (per-
pendicular recording) [212].

The quality and stability of the writing and subsequent
reading depend strongly on the material properties of the
magnetooptical films. PMA is required to keep the mag-
netization of the domains normal to the plane of the
film/disc. Therefore, the energy of the demagnetizing field
must be compensated for by the energy of the perpendicular
anisotropy. This condition can be fulfilled when the magne-
tization is sufficiently small. It is achieved in modern devices
by use of amorphous thin films consisting of R and T metals,
coupled antiferromagnetically. The film thickness is on the
order of 50 to 100 nm. Tb25Fe75 is the most usual composi-
tion. In closely related compounds Tb and Fe are partially
substituted for by other R metals (Dy and Gd) and T metals
(Co and Ni), respectively. As mentioned in Section 3.1, dif-
ferent temperature dependencies of the magnetic T and R
sublattices of the films normally have a compensation point,
where the magnetizations of R and T cancel each other
out, and the total magnetization is zero. The compensation
point can be chosen close to room temperature by appro-
priate composition selection. As a consequence of a very
small magnetization, the coercivity becomes very large at the
compensation temperature and a very high field would be
required for changes of the magnetic moments. As a result,
a domain structure written at a temperature of about 500 K,
close to Curie temperature, is very stable against external
fields at room temperatures.

In addition to the magnetic layer for magnetooptical
processing, the recording disc incorporates a nonmag-
netic antireflecting coating, which reduces the polariza-
tion component of directly reflected light. To increase
the signal-to-noise ratio a magnetooptical double layer
(Tb11Fe64Co25/Tb24Fe65Co11
 [215] or trilayers or quadrilay-
ers with an additional reflecting layer [216] can be used. To
increase data access time, the erasing process can be incor-
porated into a so-called direct overwrite cycle [217]. One
solution applies exchange-coupled double layers (ECDLs) as
storage media [218]. These ECDLs can be used for magnetic
super-resolution [16, 73], where one of the layers works as a
magnetooptical mask for the super-resolution. It allows an
increase in the density of information recording.

One may see from our very short description that a mag-
netooptical recording medium contains a number of differ-
ent magnetic and nonmagnetic layers. From this point of
view they are similar to R/T multilayers. The composition
of magnetic layers in a magnetooptical structure includes
R and T elements. R/T multilayers may have suitable mag-
netooptical and magnetic properties for them to be used in
real devices. The basic principles of magnetooptical record-
ing have many points in common with the physics of R/T
multilayers. We can say, therefore, that R/T systems could
be considered as a model structure or potential candidates
for magnetooptical recording.
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5.5. Magnetic Resonance

Magnetic resonance consists of the intensive absorption of
high-frequency field energy by a magnet when the frequency
of the oscillations of the external field and oscillations of
the magnetic moment of the magnet are equal. In magnet-
ically ordered materials this resonance frequency is defined
by the effective field, which reflects all interactions related
to magnetization. The components of the effective field are
the demagnetizing field, the anisotropy field, and exchange
(including interlayer) interactions. This explains a potential
interest in ferromagnetic resonance as a method to study
R/T magnetism.

There are just a few publications on R/T structures. Let
us mention the ferrimagnetic Tb/Fe [59], Gd/Fe [116], and
Gd/Co [99, 120, 121] multilayers. Interesting results were
reported for a [Gd(7.5)/Si(LSi
/Co(3)/Si(LSi
] study at var-
ious temperatures. The magnetic compensation appeared
in this structure in the range of 100 to 300 K. The com-
pensation temperature depends on the thickness of the Si
sublayer LSi. To describe ferromagnetic resonance in uni-
form two-sublattice ferrimagnets, the effective magnetome-
chanic ratio, �eff , is used. This is defined as the difference
between magnetizations of the sublattices divided by the dif-
ference of the specific mechanical moments of these sub-
lattices. In practice, it is more convenient to use its nor-
malized value, known as the effective g-factor, geff , instead
of using �eff . Figure 18 shows the temperature dependen-
cies of geff calculated on the basis of experimental resonance
field data for the samples with LSi = 0�3 nm (curve 1) and
LSi = 0�5 nm (curve 2). Dashed vertical lines mark Tcomp.
The character of the geff�T 
 changes near the compensation
temperature and is different at high and low temperatures.
There is a break point in the curve corresponding to Tcomp.
This can be interpreted in terms of sequential changes in
the states of compensation of the magnetic moments and
mechanical moments of the Gd and Co layers as the temper-
ature increases. Therefore, there is a general possibility of
using phenomenological ferromagnetic resonance theory to
interpret the resonance properties of layered ferrimagnetic
structures.
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Figure 18. Temperature dependence of an effective g-factor for [Gd
(7.5)/Si/Co(3)/Si]20 films with different Si spacer thickness: (1) 0.3 nm;
(2) 0.5 nm. Dashed lines indicate the compensation temperatures of the
films.

6. CONCLUSIONS
Multilayered structures consisting of rare earth and 3d
metal layers have been intensively studied for the last 15
years. Different technologies for their preparation such as
ultrahigh vacuum thermal evaporation and ion sputtering
have been developed. Independently of the preparation
method, these subjects may be described as a system of mag-
netic layers connected by exchange interaction. It is precisely
this type of interaction, together with the individual prop-
erties of the different layers, that defines the R/T system
magnetism.

Rare earth (Tb, Gd, and Dy) and 3d (Fe and Co) met-
als are those used most frequently for the sublayers that
define the negative exchange interaction and ferrimagnetic
ordering in a system of magnetic layers. The characteris-
tic feature of the temperature dependence of spontaneous
magnetization is the existence of magnetic compensation.
The quantitative characteristics of the spontaneous magne-
tization and compensation temperature depend on many
parameters, including the sublayer thickness ratio, period of
the layered structure, structural state, and the presence of
nonmagnetic spacers. The main structural features of R/T
multilayers are amorphization, which appears at a relatively
low thickness of layers, and the existence of interface areas.
The morphology of the interfaces depends on the prepara-
tion technology, order of the layer deposition, and subse-
quent treatments.

R/T multilayers with anisotropic Tb or Dy ions show
strong perpendicular anisotropy, which has a single ion
nature and is caused by anisotropy of the atomic struc-
ture of the interfaces. An enhanced self-demagnetization
effect takes place in all ferrimagnetic multilayers. It occurs
because of formation of demagnetizing fields in the inter-
faces. The characteristic feature of the magnetization pro-
cess of R/T structures is a magnetic phase transition and a
twisted structure.

A number of phenomenological models were developed
to describe R/T spontaneous magnetization and changes
of the spontaneous magnetization in the external magnetic
field. It seems that the most suitable is the model of nonuni-
form interlayer exchange with reciprocal influence of the
sublayers, and charge transfer.

Some nonmagnetic properties such as magnetostriction,
magnetoresistance, the magnetooptic Kerr effect, and mag-
netic resonance have been studied with the objective of
using R/T multilayers in the future both as a tool for mag-
netization process research and as a basis for technological
applications.

We have a relatively clear picture of the nature of mag-
netism in R/T multilayers today. Major progress in this field
of modern physics depends very much on progress in the
technology of preparation, but meanwhile valuable work can
be done by extending the range of magnetic and nonmag-
netic components in layered structures, by precise study of
the properties attendant on magnetic ordering, by increasing
the reproduction level, and by special study of the compat-
ibility of these materials with the aim of increasing their
technological applications and improving miniaturization.
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GLOSSARY
Atomic structure The presence/absence of order in the
positions of the atoms at precise distances compared with
the atomic size.
Interfaces Zones between different layers of multilayered
structures.
Ion sputtering The expulsion of the atoms from the target
surface by inert gas ions bombardment.
Magnetism in rare earth metals Caused by 4f electrons
located in internal electron shells. This leads to localization
of magnetic moments on atoms and to the absence of direct
exchange interaction in the 4f electron system. Magnetic
ordering occurs because of indirect exchange through the
conduction electrons. This interaction is oscillating and acts
over a long range. It causes low values of magnetic ordering
temperatures and aids in the formation of complex magnetic
structures.
Nanoscale rare earth/transition metal (R/T) multilayers
NM/[R(a)/T(b)]n/NM samples. This formula contains all
the important information about the general structure of
the multilayered film. It says that this film has buffer and
covered nonmagnetic (NM) layers and rare earth (R) layers
of thickness LR = a nm alternated with transition layers
(T) of thickness LT = b nm. The structure LR +LT = Lp is
repeated n times, where Lp is a period of the structure.
R/T ferrimagnetic structure The magnetic moments of
R and T layers play the role which, in a classic ferrimagnet,
would be played by R and T, the magnetic moments of the
sublattices.
Twisted magnetic phases Special feature of a noncollinear
magnetic structure in layered materials. In contrast to uni-
form ferrimagnets, in multilayers the negative exchange
interaction between magnetic elements is spread nonuni-
formly through the multilayer volume. As a result there is
a spatial nonuniformity in noncollinear structures, in which
the angle between the local magnetization and an external
field changes from the separating interface toward the cen-
ter of the layer.
Ultrahigh vacuum thermal evaporation or molecular beam
epitaxy (MBE) Film preparation at ultrahigh vacuum of
10−8–10−10 torr, involving strong local heating of the target,
as a rule by a high-energy electron beam created by an
electron beam gun.
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1. IMPEDANCE
Our interest in impedance is due to the change of this mag-
nitude in a magnetic material under the application of some
external parameters like stress, torsion, magnetic fields, and
so on. Impedance is not only sensitive to the magnetic prop-
erties of a material, but also to its structure. Therefore, it is
a good parameter that allows the study of the properties of
nanostructured magnetic materials.

Our magnetic nanostructured sample is submitted to an
ac drive current passing through it. The drive current fre-
quency is f . The sample is now part of an ac circuit, and
according to the well-known Ohm’s law, a voltage is induced
between the ends of the sample with the same frequency of
the drive current, and its value is proportional to the drive
current. The proportionality is established by using the com-
plex impedance Z.

Vac = IacZ (1)

The induced voltage can be measured by an oscilloscope.
The impedance Z depends on the drive current frequency,

and can be separated into its real and imaginary components
(Z = Z′ + jZ′′).

Let us consider the current distribution in the sample’s
section. When the drive current frequency increases, the cur-
rent will be mainly concentrated close to the surface of the
sample [1] due to the skin effect. The exact solution to the
problem generally depends on the shape of the conducting
sample and the drive current. To obtain the solution, the
Maxwell equations have to be applied.

The Maxwell equations can be easily solved for the case of
a sample with cylindrical symmetry. Our wire-shaped sam-
ple has a conductivity � and circular permeability ��. The
magnetic field induced by the drive current is circular, B� =
��H�. The impedance can then be derived in this case by
solving Maxwell equations [2]:

Z = 1
2
Rdcka

[
J0�ka�

J1�ka�

]
(2)

with k = �1 + j��a/�� and � = �c/2������f �
−1/2, where j =√

�−1�, and J0 and J1 are Bessel functions of the first and
second kind, Rdc is the resistance of the wire at f = 0, and
� is the skin penetration depth.

The impedance depends on the properties of the mate-
rial through the skin penetration depth, where � and ��

appear. The magnetic and structural properties of the mate-
rial are characterized by these parameters. The action of
other external properties, such as a magnetic field, would
change these parameters through the change of the mag-
netic domain configuration or structure. The ac frequency
also affects the skin effect: the higher the frequency, the
smaller � is, and the narrower the outer shell of the sample
is, through which the current flows.

In the case of a sample with no circular cross section, the
resolution of the Maxwell equations is difficult, although the
impedance shows the same dependence on the skin pene-
tration depth, and the behavior of the impedance can be
explained qualitatively through the interaction of all of the
involved parameters.

2. MAGNETOIMPEDANCE
In the last ten years, there has been a considerable interest
in transport phenomena due to their possibilities for use in
technological applications, such as magnetic recording and
magnetic sensors. One of them is the magnetoimpedance
(MI) effect concerning large variations in the impedance
(both real and imaginary components) of a soft ferromag-
netic conductor when submitted to a static magnetic field,
with a high-frequency drive current flowing through it. This
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effect was discovered in FeCoSiB amorphous wires [3–6]
and ribbons [7]. The MI effect has been observed in other
different Co-rich amorphous ribbons, microwires, and thin
films [8–26], and also in nanocrystalline Fe-rich wires, rib-
bons, and thin films [17� 26–56].

As mentioned above, the MI effect has a classical elec-
tromagnetic origin, and can be explained by solving the
Maxwell equations and Landau–Lifshitz equation of motion
[1] for a magnetic conductor when a high-frequency driving
current flows along it. The MI effect is a consequence of
the impedance Z, dependence on the applied bias field H ,
and the drive frequency f due to the skin effect. Z can be
expressed in terms of real (resistive) and imaginary (reac-
tive) components as Z�f �H� = Z′�f �H�+ jZ′′�f �H�.

In the MI measurements, an ac drive current flows
through the sample. The current amplitude is kept constant
during the measurements. An axial magnetic field is applied
in the axial direction by a pair of Helmholtz coils. The ac
current induces a voltage between the ends of the sample
that is measured by a digital oscilloscope and that is propor-
tional to the impedance.

The magnetoimpedance ratio is obtained with respect to
a maximum field Hmax at which the sample is saturated.
A 45 Oe field is high enough to saturate a 10 cm long
sample.

�Z/Z�%� = 100 × �Z�H�− Z�Hmax��

Z�Hmax�
(3)

The MI rate behavior depends on the drive current ampli-
tude and frequency, and on other parameters, such as mag-
netic permeability, magnetostriction, induced anisotropy,
and so on. When the axial field is applied, the transversal
permeability which appears on the skin penetration depth �
decreases, making � increase, and changing the current dis-
tribution in the sample section. This produces a change in
impedance [57].

The MI depends on several parameters, and can also give
information about them, as will be explained in the follow-
ing sections. The magnetostriction coefficient seems to play
an important role since the highest values are obtained at
an almost negligible magnetostriction. This is related to the
magnetic softness of the sample, as well as to a high perme-
ability value.

The magnetoimpedance phenomenon appears at a fre-
quency at which the � is on the order of the sample thick-
ness, at about 104 Hz in the case of 130 �m diameter wires,
and at a somewhat higher frequency for 20 �m thick ribbons.
The MI spectrum shows a maximum at a certain frequency,
and then decreases, for all type of samples.

3. SOFT MAGNETIC
NANOCRYSTALLINE ALLOYS

This section is subdivided into four parts, and constitutes
a general introduction to the nanocrystalline soft ferromag-
netic alloys. The most remarkable aspects related to the
preparation methods used to synthesize these compounds,
the different treatments applied in order to improve their
magnetic response, as well as some generalities concern-
ing the structural and magnetic evolution during the nano-
crystallization process are explained.

3.1. Introduction

The term “soft magnetic nanocrystalline alloy” is commonly
applied to a singular type of material that exhibits a superb
soft magnetic response due to its ultralow values of the mag-
netic anisotropy (excellent research reviews on this topic are,
for example, those by Herzer [58] and McHenry et al. [59]).
These kinds of alloys are usually obtained by devitrification
of Fe-rich metallic glasses, and in the last decade, they have
been the subject of an enormous research effort due to their
promising applications in a large variety of technological
devices.

On the other hand, these materials have also opened new
and unexplored fields of basic research in magnetism, as
well as in solid-state physics in general because the com-
petition between two or more magnetic phases, amorphous
and nanocrystalline, coexisting in the same system, gives rise
to a very rich scenario for the study of complex magnetic
interactions [60].

During the last three decades, nanostructured materials
have attracted huge attention, not only because of their
unusual structural, electrical, magnetic, and optical prop-
erties, different from corresponding noncrystalline precur-
sor alloys, but because they have conditions and techniques
of preparation different from the bulk materials as well.
Fine-grain structures can be obtained by heat treating an
amorphous alloy precursor with a noncrystalline structure.
Amorphous alloys inherently have a uniform distribution
of constituent elements. The last is a condition suitable
for the formation of nanostructured materials, making the
glassy alloys promising precursors for controlling the nano-
scale structure because of the high degree of freedom for
a topological and chemical structure that persists in these
amorphous materials [61]. Currently, minority elements are
added in a glass-forming amorphous alloy to promote mas-
sive nucleation through the addition of insoluble atoms such
as Cu, and to inhibit grain growth by adding refractory and
stable species such as Nb, Ta, and so on. The addition of
these elements has a key effect on the improvement of mate-
rial properties, such as mechanical strength or corrosion
resistance [62].

In the late 1980s and early 1990s, Yoshizawa et al.
[63], Herzer [64], and Suzuki et al. [65] obtained, for the
first time, these kinds of alloys in a nanocrystalline state,
and published their unique soft magnetic behavior results.
The interest in these alloys, as already mentioned, lies in
the very soft magnetic properties shown, especially in the
low-frequency range (megahertz), surpassing the magnetic
response shown by their precursor alloys in the amorphous
state. These properties include high saturation magnetic
polarization (up to 2–2.1 T), quasivanishing macroscopical
anisotropy, nearly zero saturation magnetostriction (�s ≈
10−7), and therefore, high magnetic permeability (� ≈ 105).
All of these features combined with the reduction of mag-
netic losses, in the low-frequency range, originating by an
appreciable decrease of the electrical resistivity and coer-
cive field (Hc < 1 A/m) values, shown in the nanocrystalline
state, make them good candidates for technological appli-
cations such as power transformers, common-mode choke
coils, flux-gate magnetometers, or magnetoelastic microsen-
sors and transducers [59].
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The composition of these nanocrystalline soft magnetic
compounds is based on the Fe–M metallic glasses (where
M is a metalloid such as B, Si, Al, P, or Ge), largely studied
in the 1970s and 1980s, but with the addition of a small
amount (less than 15at%) of transition metals (TM) such as
Zr, Nb, Cu, Hf, V, Ta, and so on [58� 59� 63–67]. There are
four families of such alloys.

1. Fe–TM–Cu–Si–B alloys: TM is Nb, Ta, V, and so
on, the percentage of metalloid atoms is around
20–25at%, the amount of TM is rather low (around
3at%), and the percentage of Fe is not higher of
75at%. These alloys show the lowest values for the
coercive field (less than 1 A/m), but due to the high
amount of metalloids, and the fact that the magnetic
nanocrystalline phase is FeSi, the saturation magnetic
polarization Js never exceeds 1.3–1.4 T. The better
magnetic response is obtained with TM = Nb, the so-
called FINEMET alloys.

2. Fe–TM–B–(Cu) alloys: In this case, TM is Zr, Hf, or
Nb, the percentage of metalloids is lower than in the
previous group (2–10at%), and the amount of Fe is
over 85at%. The nanocrystalline phase is now nearly
pure �–Fe, giving rise to high values of Js (up to 1.7 T),
but the coercivity is about one order of magnitude
higher than in group 1) above, reaching values of sev-
eral amperes per meter, due to the slightly higher satu-
ration magnetostriction. The most studied compounds
of this group are FeZrB(Cu) alloys, commonly known
as NANOPERM alloys.

3. Fe–Co–TM–B–(Cu) alloys: The composition of these
alloys is similar to those of group 2), but Fe atoms
are substituted for Co ones in several concentrations,
reaching values of Js above 2 T, as for an Fe44Co44Zr7-
B4Cu1 alloy. However, the coercivity never decreases
below 20 A/m because the ferromagnetic nano-
crystalline phase, actually FeCo, has larger anisotropy
values due to the presence of Co atoms. These alloys
are called HITPERM.

4. Other alloys: There is a huge number of ferromagnetic
nanocrystalline alloys in which other metalloids, such
as Al, P, or Ge, substitute B and/or Si or, also, Ni is
included in the composition, substituting Fe and/or Co
atoms, but up to now, none of these has shown better
soft magnetic properties than the compounds included
in the previous three groups.

If the so-called nanocrystalline regime is pursued, these
alloys have to be submitted to appropriate heat treatments
in order to provide enough thermal energy to favor the
structural transition from a disordered metastable glassy
structure to a stable and more ordered crystalline one. In
other words, the crystallization of the initial amorphous state
takes place when the alloy is annealed. The crystallization
process takes place in two differentiated steps [68� 69]. In
the first step, the ferromagnetic Fe or FeSi crystalline phase,
with an average grain size of about 10–15 nm, is formed.
At this moment, the system is composed of a mixed struc-
ture of Fe(Si) nanograins embedded in a remaining amor-
phous matrix or intergranular region, which becomes more
and more inhomogeneous as this first crystallization step
continues. Once the first crystallization process has finished,

the second step leads to the crystallization of the remain-
ing amorphous matrix, enriched in B and TM, into Fe–B
or FeTM(B) phases (with much higher values for the mag-
netic anisotropy), and the growing of the Fe(Si) nanograins
above 20 nm. These two processes overlap in most cases,
when Fe–metalloid alloys are submitted to heat treatments
[70], and occur for temperatures above 400 �C; hence, the
nanocrystalline state is never reached, and the soft magnetic
properties shown in an amorphous state do not improve
during the crystallization process. However, the addition of
a small amount of Cu, which acts as a nucleation center
for crystallites, accelerates the first step, and takes place
at lower temperatures (below 500 �C). On the other hand,
the effect of the addition of other transition metals, such
as those mentioned above, retards the second crystallization
step up to temperatures above 700 �C, and prevents grain
growth. In between both steps, the structure of these mate-
rials consists of a large amount of Fe or FeSi nanosized
grains (around 70–80% of the sample) surrounded by the
remaining amorphous ferromagnetic matrix (less than 30%)
[71]. The origin of the excellent soft magnetic properties dis-
played in this state lies in the nanometer grain size of the
Fe(Si) phase, which is lower than the exchange correlation
length. As is well known, this critical dimension plays a def-
inite role in magnetic interactions. This behavior has been
largely explained in the framework of the random anisotropy
model [72] by Herzer [58� 64]. Another reason contributes
to this magnetic softening: say, some of these systems, espe-
cially those of group 1), exhibit near-zero average magne-
tostriction due to the opposite sign of this parameter for
the Fe(Si) nanocrystals and for the amorphous matrix, so
no macroscopic magnetoelasic anisotropy is present in the
samples.

3.2. Preparation: Composition
and Geometry (Thin Films,
Ribbons, Wires, and Microwires)

As mentioned above, the magnetoimpedance phenomenon
consists of the change of total impedance of a ferromagnetic
conductor under the application of a magnetic field [7–14].
Therefore, by definition, the MI effect is expected in the
sample only under the conditions of the ferromagnetic state,
that is, below the Curie temperature, and if it is large enough
to show the ferromagnetic behavior. What is large enough?
Some time ago, we could answer the question about crit-
ical size of the ferromagnetic sample only on the basis of
theoretical predictions. But new experimental methods like
the micro SQUID setup [73] are available now to study the
magnetization behavior of an individual magnetic cluster,
for instance, of 1000 atoms, which is about 3 nm in size in
the case of cobalt [74]. Magnetic nanostructures are subjects
of special interest due to many possible potential applica-
tions. One may distinguish between tiny separate nanosized
elements showing interesting properties and macroscopic
objects having nanosize structural units. The nanosize clus-
ters [73� 74], polycrystalline materials with grains of nanosize
[26� 28� 37� 44� 49� 51� 53� 56� 63� 64� 75–78], or multilayers
with layers of nanoscale thickness [16� 48� 79–82] are exam-
ples of such new structures.

Although the term “as small as possible” seems most
popular for modern applications, there are theoretical and
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technological limits on the size of the elements involved in
the functionality for each particular case. Here, we wish to
show that, for an MI element, the size limit of the ferromag-
netic state lies far below the critical size for the appearance
of a strong MI effect.

As mentioned in the Introduction, the MI effect in a uni-
form ferromagnetic conductor is based on the impedance
dependence on the classic skin penetration depth � =
��� f��1/2 for the flowing ac current of angular frequency
� = 2�f .

The impedance of a ferromagnetic sheet of thickness d,
width b, and length L under the condition b � d � � can
be written as [12]

Z ≈ L�1 + j�
�4��f��1/2

4b
(4)

where � �= 1/�� is the electrical resistivity, and � is the
low-frequency transverse magnetic permeability. Figure 1
shows the frequency dependence of the skin depth and
the impedance for different values of the transverse mag-
netic permeability. The geometrical parameters of the sheets
were: L = 10 cm, b = 0#8 mm, d = 20 �m, that is, the b � d
condition was satisfied. We are interested in comparing the
results of the MI measurements for a nanocrystalline sam-
ple (FINEMET ribbons, for example), with an approxima-
tion taken in the framework of the classical model (Eq. (2)
[1]) for samples of the same geometry. The same parame-
ters for approximation were taken as for experimental sam-
ples. The resistivity � = 1#5 �$ · m was measured using
the four-point method for a dc current of 10 mA. One
may see that an increase of the exciting current frequency
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Figure 1. Calculated frequency dependencies of classic penetration
depth and the impedance of a conductive sheet with different values
of the effective permeability. The measurements of a nanocrystalline
FINEMET Fe73#5Cu1Nb3Si13#5B9 ribbon (inset) are in agreement with
the model estimation.

results in a decrease of the calculated penetration depth and
an increase of the total impedance. But there is a strong
dependence of � and Z values on the magnetic state of
the sample: the higher the effective magnetic permeabil-
ity, the less, for the same frequency, the penetration depth
and the higher the impedance variation are. The inset in
Figure 1a shows the impedance dependence on the exciting
frequency for selected values of the permeability. The cal-
culated data are compared with the results of MI measure-
ments for FINEMET nanocrystalline ribbons of the same
geometry; they are in the reasonable agreement.

The second condition, d � �, for the frequency range
under consideration can be satisfied only for the sheets with
very high transverse permeability (� = 1000 in Fig. 1b). The
dashed line � = 20 �m corresponds to the thickness of our
nanocrystalline ribbon. When do the skin effect, and con-
sequently the MI effect, appear? When � is less then half
the thickness of the sample. Therefore, if we are interested
in a small size of the sample, the size condition of the skin
effect results in a strong increase of the operating frequency.
This is, of course, an undesired complication. Let us illus-
trate these ideas for the sample with a very high, but realistic
effective permeability of � = 1000. Figure 1b shows that, for
the 20 �m thick element, the skin/MI effect appears at f 

0#8 MHz, but for the 2 �m element, the operating frequency
is about 110 MHz. Two “stars” in Figure 1b prompt this
question: “size or frequency?” A high operating frequency
on the order of 100 MHz required another level of the elec-
tronic part of the device (higher price, complicated circuit,
etc.). Therefore, one has to decide up to which size the com-
plication of the sensing process and price of the device can
be compensated by the miniaturization. Another important
point to mention is that the higher the effective permeabil-
ity of the magnetic material is, the lower the operating fre-
quency we need for the same size of sensitive element.

The size of the sensitive element based on the ribbon
geometry material is not acceptable for many applica-
tions. Therefore, there were many theoretical and exper-
imental studies of the MI effect in thin-film geometries
[1� 12� 16� 79� 80� 82]. But just a few results were reported
for nanocrystalline thin films on the strong dependence of
the properties on the technology of preparation [48]. Nie
et al. [83] reported that MI of the Mumetal sheets depends
very much on the thickness of the samples, being maximum
for a thickness of 1 mm and negligible for a 12.5 �m thick
sheet. This means that, for nanocrystalline materials, apart
from the usual dependence of the MI on the geometry of
the sample, there are many additional parameters related to
nanocrystallization and induced anisotropy features in thin
samples.

The nanocrystalline materials can be obtained from a
metallic glass with the shape of ribbons, wires, or microwires,
as described below. Metallic glasses are obtained using a
rapid solidification technique. The composition is first cho-
sen and mixed. Afterwards, it is pressed and sintered in an H2
atmosphere, in order to eliminate oxygen and avoid oxidation
during the melting process. The next step is to melt the alloy
in an induction furnace at 1500 �C. The alloys will be used
to produce metallic glasses with different shapes. All rapidly
quenching techniques are based on a melted alloy falling
over a moving surface, and cooling down at about 106 K/s.
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3.2.1. Ribbons
The technique employed first by Duwez [84] is used to
obtain ribbon-shaped samples. The melt-spinning technique
consists of the injection of the melted alloy over a Cu wheel,
which is spinning at a high speed. The Cu is a good thermal
conductor, and produces cooling of the alloy at a rate of
about 106 K/s.

The prepared solid alloy, by using this method, is intro-
duced in the quartz melting pot, which has a hole of about
tenths of a millimeter at the bottom. The alloy is molten
with an induction furnace at 1300 �C and in an Ar atmo-
sphere. The furnace works at 2500 kHz. As the sample
contains 80% of metals, the Foucault currents produce the
heating and melting of the sample. A higher Ar pressure is
applied to produce the expelling of the alloy over the spin-
ning wheel. The thickness, width, and characteristics of the
ribbon depend on the speed of the wheel, the Ar pressure,
the orifice diameter of the melting pot, its distance and incli-
nation with respect to the wheel, and the alloy temperature
at the expelling time. The ribbons obtained with this tech-
nique have a thickness on the order of several tenths of
microns, and widths between 1 and 3 mm.

3.2.2. Wires
Samples with a circular section can be obtained by the melt-
spinning technique. The production technique was initially
developed by Masumoto et al. [85]. The molten alloy is
obtained in the same way as explained above. The method
consists of injecting the melting alloy in a flow of water,
which is turning at a high speed. The water is introduced
in a hollow toroid that is spinning, making the water turn
and keeping it inside due to the centrifugal force. A rapid
transfer of heat freezes the atoms when the metal hits the
water, obtaining an amorphous solid. The cooling speed is
about 106 K/s. The cooling of the alloy takes place from the
outer surface of the alloy, which acquires a cylindrical shape
when it falls into the water. Wires with diameters between
100 and 150 �m can be obtained by this procedure.

3.2.3. Microwires
The microwires have a ferromagnetic nucleus and a glass
cover. They are obtained by the Taylor–Ulitovsky technique,
which has been modified in the last 40 years [86]. The alloy is
introduced in a Pyrex tube, that will be melted with the alloy
[87]. The alloy is melted by the furnace as explained above in
the other techniques, and the Pyrex is melted due to the con-
tact with the molten alloy. The molten alloy with a glass layer
is cooled when it passes a flow of cooling material (water, oil,
etc.), and it is collected in a coil that produces an axial stress
on the microwire. The microwire diameter varies with the
following parameters: furnace potency, distance of the alloy
to the furnace, and speed of the coil collecting the sample.
The diameters of the nuclei vary from 1 to 25 �m, and the
glass coat has a thickness between 1 and 10 �m. The inter-
nal stresses are much stronger than the conventional amor-
phous wires as a consequence of the presence of the glass
coating which, coupled with the magnetostriction, can give
rise to strong magnetoelastic anisotropy which determines
the magnetization process. Amorphous and nanocrystalline
microwires may show a magnetoimpedance effect in a very

high range of the frequency from kilohertz up to hundreds
of megahertz [88� 89].

Nanocrystalline materials have been obtained from an
amorphous alloy. Nanocrystals of sizes ranging from 5 to
10 nm and compositions of AlRu, SiRu, NiTi, or CuEr have
been obtained in this way. Amorphous alloys of FeB also
have been produced using this technique, in order to induce
crystals with sizes in the 10 nm range after a suitable anneal-
ing technique.

Nanocrystals have been obtained in the Fe73#5
Si13#5B9Cu1Nb3 alloy by Yoshizawa et al. [63]. This alloy
is produced as an amorphous ribbon, obtaining a nano-
crystallized state after an additional treatment above the
crystallization temperature. Ultrafine grains of the �–FeSi
phase and sizes between 10–20 nm are obtained after a
suitable treatment. The interest of this composition lies in
the high magnetic permeability and soft magnetic properties
when the grain size is about 10–20 nm [64]. The magnetic
softness is a dramatic function of the grain size.

In order to determine the nanocrystalline structure of the
material obtained with any geometry, an additional anneal-
ing treatment is needed [90]. This annealing can be per-
formed in a conventional furnace, heating the sample above
the crystallization temperature. The annealing has also been
successfully performed by using the current annealing tech-
nique, which consists of the application of a dc current
across the sample. The temperature increases in the sample
due to the Joule effect, reaching the desired temperature in
a very quick way, although a dc magnetic field is induced,
and is not homogeneous inside the sample.

3.2.4. Thin Films and Multilayers
Magnetic materials in a thin-film shape can be prepared by
different methods, such as thermal deposition on a cold sub-
strate, electrodeposition, laser ablation, or sputtering. Sput-
tering can be provided using alternating or direct current in
the inert gas atmosphere (Ar or Kr). The ions of the inert
gas move from the substrate (anode) to the target (cath-
ode). As a result of the ion bombardment, some atoms of
the target are set free, and then are deposited onto the
substrate. If the rate of deposition is high enough (on the
order of 0.1 nm/s) and cooling of the substrate is used (by
water, liquid nitrogen, or even liquid helium), the deposited
film shows an amorphous structure. Apart from the compo-
sition of the target, the deposition rate, and the tempera-
ture/type of the substrate, the thickness of the film can be a
critical parameter in order to obtain an amorphous or nano-
crystalline state in as-deposited films. The same as for nano-
crystalline ribbons, it is much easier to prepare thin films in a
nanocrystalline state using sputtering deposition, followed by
conventional or field annealing for nanocrystallization [48].
The thickest single-layer samples usually do not exceed the
5 �m limit, even if deposited onto Si because of the separa-
tion of the sample on the substrate.

In any sputtering system, it is very important to ensure
the homogeneity of the deposited samples from the point
of view of the composition and thickness. There are many
methods to control these parameters and to avoid strong
deviations [91–94]. Homogeneity can even be a more critical
parameter in the case of the MI thin-film element because it
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includes not only the magnetic film itself, but also the elec-
trical contacts and other parts of the imprinted circuit. Up
to now, we have been addressing a single-layer MI thin-film
element. A very sensitive magnetoimpedance recently has
been reported to appear in multilayered structures of two
very soft magnetic layers separated by a highly conductive
layer [12� 48� 82� 95–97]. In such a complicated structure,
the homogeneity of the sample properties is very impor-
tant in order to avoid critical stresses in a three-dimensional
structure. The sensitivity of the magnetoimpedance in single-
layer Co-rich thin films typically does not exceed 10%/Oe
[98], but it can be on the order of 30%/Oe in the case of
a Co-based sandwich with a Cu conductive lead, where a
large impedance change appears at lower frequencies. The
condition of a strong skin effect is not required in “soft fer-
romagnetic/conductor/soft ferromagnetic” sandwiches. For a
sufficiently large width of the MI sandwich, the contribu-
tion of the outer magnetic layers to the total impedance
is defined by the external inductance. In this case, the
impedance shows linear variation with effective magnetic
permeability and frequency. Although there have been many
optimistic discussions with respect to the potential of the MI
sandwiches to be employed in developing magnetic heads for
high-density magnetic recording, finally it seems that they
are better suited sensor applications as very sensitive detec-
tors of a small magnetic field. An additional advantage of a
thin-film MI structure consists of the possibility to use the
thin-plate permanent magnet attached to the substrate to
generate the bias magnetic field to achieve a better response.

The MI sandwich is composed of an inner conductive
lead of a nonmagnetic material (Cu, Ag, Au) and two outer
layers of amorphous or nanocrystalline very soft magnetic
material. In order to enhance the value of the effect, two
magnetic layers and a conductive layer are deposited in the
shape of a closed-loop structure. The unidirectional mag-
netic anisotropy in each magnetic layer of the MI sandwich
is formed in the transverse direction, that is, perpendicu-
lar to the conductive lead, but in the plane of the magnetic
films. It can be done by application of a constant magnetic
field, usually on the order of 100 Oe, during the deposition.
The MI effect in MI sandwiches is much stronger compared
with that in a single-layered thin film of the same thickness.
This can be explained taking into account the very weak
influence of stray fields in an MI closed-loop structure, being
actually part of the more general fact that all mechanisms
involved in the magnetization process contribute to the mag-
netoimpedance effect [99].

The new types of magnetic sensors on the basis of the
MI effect in sandwiched thin-film structures were devel-
oped recently to be employed as direction, revolution, and
position sensors [100]. They show no hysteresis, good lin-
earity, reasonable temperature stability, and very high sensi-
tivity with a detection resolution of 10−3 Oe, that is, higher
than any other type of thin-film sensor like an element
based on magnetoresistance or the Hall effect. A self-
oscillation circuit technology is very useful for construction
of the MI-element-based sensor in order to avoid para-
sitic displacement currents and reflected signals. In oscil-
lation circuits like the Colpitts oscillator, the MI element
is employed as inductance, and the MI effect is ampli-
fied in a resonant circuit due to a simultaneous change of

both the impedance and the current amplitude [101� 102].
Another example of possible technological applications of
the impedance sandwiches is strain sensor, which detects the
change in impedance with applied strain in magnetostrictive
thin films [103� 104]. Reported in this case are gauge factors
ten times larger than those of semiconductor strain gauges.

3.3. Postpreparation Treatments

Once the samples are prepared in any of the geometries
mentioned in the previous section, two kind of heat treat-
ments, with different main objectives, are used, with the
aim of reaching the optimal magnetic state of the particu-
lar alloy: first, to nanocrystallize the samples, and second, to
obtain a particular anisotropy distribution combining heat
treatments with the application of a magnetic field, tensile,
and or torsional stresses. These two aspects are explained in
the following paragraphs.

• Nanocrystallization treatments: The nanocrystalline
state is obtained when the as-prepared amorphous
samples are conveniently annealed. Conventional heat
treatments are performed using a furnace under con-
trolled atmosphere (Ar, He, or vacuum) to prevent
oxidation of the samples. The range of the anneal-
ing temperatures is in between 450 and 600 �C, and
time periods on the order of several minutes or hours
[58� 59]. There is another way to heat the samples that
consists of passing an electrical current along the sam-
ple, particularly used in the case of ribbon or wire
geometries. This method, called flash annealing, cur-
rent annealing, or Joule heating, is based on the Joule
effect [105], and allows us to obtain the sample in
a nanocrystalline state in a quicker way (10–100 s)
[106� 107].

• Induction of anisotropies: Magnetic anisotropy in nano-
crystalline soft magnetic materials for MI applications
can be induced by traditional methods like annealing
in a magnetic dc or ac field [78] or stress annealing
[75� 76]. Many parameters play an important role in the
magnetic anisotropy, and consequently, MI response
formation. For example, for FeCuNbSiB ribbons, the Si
content could be critical for the field annealing, lead-
ing to a decrease or increase of the magnetoimpedance
ratio [100]. All treatments below the Curie point usu-
ally need to be provided in a magnetic field higher than
the saturation one. The temperature, time of expo-
sure, rate of heating and cooling, and specific stress
for stress annealing are the important parameters. Both
the stress and field annealing can be done in two dif-
ferent ways: annealing of as-cast samples under field
or stress, or using previously nanocrystallized samples,
and then submitting them to a stress or field anneal-
ing. Since the magnetoimpedance depends on the per-
meability, there are many possibilities for modifying
the GMI responses. Apart from the objective of nano-
crystallization in order to achieve extra soft magnetic
material, one may take into account the value of the
transverse induced magnetic anisotropy [44� 80]; the
anisotropy distribution [44] and thermal or time sta-
bility may be the parameters of interest both for the
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study of technological applications and magnetization
processes. Magnetic anisotropy in nanocrystalline soft
magnetic materials for MI applications can be induced
by traditional methods like annealing in a magnetic
field [44� 75� 76]. Usually, it is a dc field applied in the
direction of the ribbon or wire axis or in a perpendicu-
lar direction [37]. There were attempts to use low- and
high-frequency ac [77] fields as well. It is known that
ac field annealing leads to a magnetic structure forma-
tion with no stabilization of the domain walls, which
is a very favorable feature for the MI conditions of
the magnetization. Stress annealing is another effective
method of anisotropy formation. It was found that, not
only can simple uniaxial magnetic anisotropy be formed
as a result of stress annealing, but also, a very compli-
cated high-order anisotropy, which results in interest-
ing and unwanted hysteresis of the MI. As mentioned,
many parameters play an important role in magnetic
anisotropy formation. For example, for FeCuNbSiB rib-
bons, the Si content could be critical for field annealing
to decrease or increase the MI ratio, as well as the cool-
ing conditions [77� 78]. All treatments below the Curie
point usually need to be provided in a magnetic field
higher than the saturation one, and kept at room tem-
perature during the cooling process. The temperature,
time of exposure, specific stress for stress annealing,
and rate of heating and cooling are very important,
not only as each parameter itself, but also, they have
a mutual influence, and should be checked together in
many cases. Both stress and field annealing could be
done in two different ways: annealing of as-cast sam-
ples under field or stress, or using previously nano-
crystallized samples, and then submitting them to stress
or field annealing [37].

3.4. Structural Evolution

The conditions that allow the formation of these nano-
structured materials depend on the crystallization
temperatures, the thermodynamic quantities such as the
crystal-interfacial energy and the free-energy driving force
for homogeneous versus heterogeneous crystal nucleation,
the small or large crystal nucleation frequency at suffi-
ciently low growth rates, and the volume change during the
crystallization.

It was mentioned previously that the crystallization of
these materials takes place in two differentiated steps,
which are clearly separated. Figure 2 constitutes a schematic
approach to the crystallization process of these kinds of
alloys. In the upper plot, two different curves are shown,
a differential thermal analysis (DTA) scan, together with
a resistivity versus temperature ��T � curve for a typical
FINEMET alloy. Three different pictures representing the
internal structure of the alloys in three characteristic struc-
tural situations (amorphous, nanocrystalline, and fully crys-
tallized states) are included as insets, in order to clarify the
whole picture. Among this, and in the lower part of Figure 2,
the X-ray diffraction patterns and hysteresis loops that cor-
respond to the three different structural are also presented.
The two exothermic peaks of the DTA curve and the two
minima of the ��T � curve situated around 550 and 700 �C
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Figure 2. Schematic view of the crystallization process for a typical
FINEMET alloy, showing the thermal evolution of the electrical resis-
tivity, a DTA curve, as well as X-ray diffraction patterns and hysteresis
loops at three characteristic structural stages.

correspond to the beginning of both crystallization steps. In
between both peaks, the system is in a nanocrystalline state,
that is, a mixture of small grains, of a few nanometers in
average size, embedded in the remaining amorphous matrix.
The most common experimental technique used to evalu-
ate the degree of crystallization in a given material is obvi-
ously X-ray powder diffraction [69] because it is available in
most of the research laboratories. This technique allows us
to confirm the amorphous state of the as-prepared sample
(only broad haloes are present in the diffraction patterns,
instead of the characteristic sharp peaks corresponding to
the Bragg reflections), as well as the evolution of the struc-
ture during the heat treatments. In this way, the values of
the most important structural parameters, such as lattice
constant and average grain size, can be obtained from the
position of the peaks and their widths, respectively. Also,
neutron diffraction is a valuable technique that gives infor-
mation on the whole sample (not only from the surface, as
is the case for X-rays), and also permits in situ structural
studies of the nanocrystallization kinetics [108]. But these
diffraction techniques are not the unique ones that help in
the structural evolution study, Mössbauer spectroscopy give
detailed and quantitative information on the amount of Fe
atoms in each different environment, as well as details of the
hyperfine magnetic parameters [69� 109� 110]. Also, electron
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microscopies give information about the average grain sizes
of the nanocrystallites, and their distribution along the sam-
ple surface [62]. Finally, it is worth noting that a relatively
new technique, atomic force microscopy, allows us to obtain
high-resolution topographic 3-D images of the alloy surface
[111], as can be seen in Figure 3a and b for a FINEMET-
type alloy in an amorphous and a nanocrystalline state,
respectively.

The crystallization process of this kind of material can
be summarized as follows. In the first step, the soft mag-
netic Fe or FeSi crystalline phase, with an average grain size
around 10–15 nm, is formed, leading to a mixed structure of
nanograins embedded in the remaining amorphous matrix
or intergranular region, which is becoming more and more
inhomogeneous when first crystallization occurs. The com-
position and structure of the nanograins depend on the alloy
composition as well.

• For FINEMET alloys, the structure of the nanograins
is a BCC–FeSi solid solution (when the amount of Si is
less than 12at%) or a DO3–FeSi (for percentages of Si
above 12at%).

• For NANOPERM alloys, the structure is BCC–Fe.
• For HITPERM alloys, the structure varies, depending

on the percentage of Co, and can be a BCC–FeCo
ordered (�) for a nearly equal content of Fe and Co
(Co atoms occupy fixed Fe positions) or a disordered
(�′) solid solution for a low Co content (Co atoms
occupy Fe atoms randomly).

Once the first step is finished, the second step leads to
the crystallization of the remaining amorphous matrix into
Fe–B or FeMT(B) phases (with high values for the mag-
netic anisotropy; see the evolution of the hysteresis loops
in Fig. 2), and the growing of the Fe(Si) phase. These two
processes overlap in most cases, when FeSiB alloys are sub-
mitted to heat treatments, and occur for temperatures above
400 �C; thus, the nanocrystalline state is never reached, and
the soft magnetic properties shown in an amorphous state
do not improve during the crystallization process. However,
the addition of a small amount of Cu, which acts as a nucle-
ation center for crystallites, accelerates the first step, and
it takes place at lower temperatures (below 500 �C); mean-
while, the addition of other transition metals, such as those
mentioned above, retards the second crystallization step up
to temperatures above 700 �C, and prevents grain growth. In
between both steps, the structure of these materials consists
of a large amount of Fe or FeSi nanosized grains (around
70–80% of the sample), surrounded by the remaining amor-
phous ferromagnetic matrix (less than 30%).

Figure 3. Atomic force microscopy 3-D images of a FINEMET alloy,
a: in an amorphous (as-prepared) and b in a nanocrystalline state.

3.5. Magnetic Behavior

As shown above, nanocrystalline alloys consist of particles
or grains with sizes ranging in the nanometer scale up
to 20–30 nm embedded in the amorphous matrix-forming
nanocomposite. The precipitation of these nanocrystalline
particles from the amorphous matrix improves the tensile
strength and ductility of the alloy due to the strong reduc-
tion of the anisotropy induced by residual internal stresses
and, as a consequence of that, the softening of the magnetic
properties in the nanostructured state.

Metallic Fe–TM–metalloid-based amorphous and nano-
structured materials produced by rapid solidification of
the melt are the most important ones from a commer-
cial point of view because their soft magnetic properties
make these nanocrystalline materials very suitable for use as
high-frequency electronic components in magnetic devices
or magnetic sensors [9� 62� 112–115].

Fe-based amorphous ferromagnetic metallic glasses show
a larger magnetization than those based on Co, and much
larger than those containing Ni. However, iron-rich amor-
phous alloys generally have fairly high magnetostriction
(�s ≈ 20 × 10−6), limiting their magnetic permeability. The
formation of a nanocrystalline Fe-rich alloy can lead to a
drastic reduction in magnetostriction and coercivity due to
the well-coupled Fe nanocrystallites by exchange interaction,
thus favoring easy magnetization and, simultaneously, high
permeability. These nanocrystalline alloys are composed pri-
marily of crystalline Fe grains, having at least one dimension
on the order of a few nanometers, that are embedded in a
residual amorphous matrix. Thus, such materials provide an
excellent context in which to study the principles of mag-
netism in nanometer structures [112� 113].

In particular, the so-called soft ferromagnetic alloys (char-
acterized by high values of saturation polarization and low
values for the coercive force and core losses) have been the
most widely studied, and the typical composition in atomic
percent is about 70–80% of Fe and 20–30% of metalloid
atoms, such as B, Si, P, and so on [62� 113� 114]. The origin
of the soft magnetic properties lies in the weak magnetic
anisotropy presented by these materials in the amorphous
state. When the alloys are submitted to temperatures above
450–600 �C, crystallization of the system takes place, leading
to magnetic hardening of the material due to the appear-
ance of different crystalline phases with high values of the
magnetocrystalline anisotropy.

However, the addition of a small amount (5–10at%)
of transition metals such as Nb, Zr, Cu, Ta, and so on
drastically changes the crystallization kinetics. First, the
crystallization temperature increases slightly, and second,
there is a large interval of temperatures (up to 200 �C)
in which the average grain size of the principal crystalline
phase remains below 15–20 nm lower than the typical
exchange correlation length for these systems, which is about
l ≈ 35 nm. The magnetic response of the nanostructured
material is, at this point, even better than in an amor-
phous state [61� 71� 116] and nowadays, typical composi-
tions of prototype Fe-rich nanocrystalline alloys such as
Fe73#5(SiB)22#5Cu1Nb3 (FINEMET alloys) or Fe100−x(ZrB)x
(NANOPERM alloys) are the softest magnetic materials
known, with attractive soft magnetic properties, including
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values of the coercive force HC below 1 A · m−1, vanishing
magnetostriction (�s ≈ 10−7) due to the balancing between
the opposite contribution of this parameter from the Fe(Si)
nanocrystals and from the residual amorphous matrix, mag-
netic permeability � higher than 105, and polarization satu-
ration values JS over 1 T [63� 117� 118].

The change in the surface magnetic domain structure
from the as-cast state to the nanocrystalline one, during the
annealing of the ferromagnetic samples, can be investigated
by using the Bitter technique, where the colloidal ferrofluid
is attracted by the Bloch wall’s gradient field, thus revealing
the intersection of every Bloch wall with the sample surface
[19] Photographs a)–c) in Figure 4 show the evolution of
the magnetic domain structure for the Fe73#5Si16#5B6Cu1Nb3
ribbons from the as-cast state a) to the different annealed
states. In all photographs, the longitudinal ribbon axis
lies along the horizontal direction. Hence, photograph 4a)
reveals an island domain structure on the bright surface of
the as-cast sample. The observed islands domain in a) corre-
spond to closure domains resulting from compressive inter-
nal stresses, in which the anisotropy direction lies perpendic-
ular to the ribbon plane, and whose narrow laminar widths
are between 4.1–5.8 �m. These experimental measured val-
ues are in good agreement with the theoretical one, around
4.3 �m, calculated for the corresponding Landau–Lifshitz
domain width [120].

When the annealing temperature is increased up to 425–
475 �C, the internal stresses are nearly removed, and nano-
crystallization begins to take place, with a mean grain
diameter around 12 nm. It can be observed that a stripe
domain structure appears in these annealed samples, with
a measured domain width around 5.5–6.8 �m for the rib-
bon annealed at 425 �C [Fig. 4b)], which exhibits a magnetic
hardening, and which diminishes to 2.7 �m for the ribbon
annealed at 475 �C [Fig. 4c)], when the nanocrystallization
begins. The latest domain width value measured is in very
good agreement with that calculated from the random
anisotropy model (2.8 �m) [72]. In this late state, all of the

Figure 4. Pattern domain of Fe73#5Cu1Nb3Si16#5B6 amorphous and nano-
crystalline ribbons. a) As-cast sample. b), c) Annealed at 425 and 475
�C, respectively. The scale shows a 0.1 mm division. Reprinted with
permission from [54], M. Tejedor et al., J. Non-Cryst. Solids 287, 396
(2001). © 2001, Elsevier Science.

anisotropies start to vanish, and the magnetization vector
tends to align parallel to the ribbon plane, increasing the
transversal magnetic permeability, and therefore improving
the magnetic properties of the sample. At higher anneal-
ing temperatures, the pattern domain exhibits a much more
fine stripe structure, where the easy axis of magnetization
may lie between the longitudinal and transverse directions,
as can be observed through other techniques [81� 38]. The
transverse-induced anisotropy in a nanocrystalline FeSiB-
CuNb alloy could mainly be due to the magnetoelastic
anisotropy exerted through annealing, by the FeSi nano-
crystallites, that induces a transverse anisotropy via mag-
netoelastic interaction with tensile back stresses created
by the inelastically deformed residual amorphous matrix
[37� 44� 54� 121� 122]. If this transverse anisotropy is suffi-
ciently large, the domains will orient themselves along the
anisotropy axis. Hence, this uniaxial anisotropy can con-
trol the magnetization in the ribbon domains, and therefore
the high-frequency response of these soft nanocrystalline
materials.

Figure 5 shows the variation of both magnetostriction
and conductivity with the annealing temperature for the
Fe73#5Si16#5B6Cu1Nb3 [FINEMET (B6)] ribbons. It is impor-
tant to note that near-zero magnetostriction can be achieved
in Fe-rich alloys by nanostructuring. In nanocrystalline
alloys, the sum of the volume-weighted magnetostrictions of
the nanocrystalline grain phase and of the amorphous grain
boundary phase can result in a net vanishing magnetostric-
tion, even when the precursor amorphous alloy shows strong
magnetostriction. In FINEMET nanocrystalline systems, the
positive magnetostriction of the residual amorphous phase
(�s amorph = 20 × 10−6) is balanced by the negative mag-
netostriction of the growing �–Fe(Si) nanocrystalline phase
(�s FeSi = −6 × 10−6) [62� 64� 113� 123].

In our particular composition, FINEMET (B6), a com-
pensated or zero magnetostriction value is obtained after
heating at a temperature of about 565 �C, measured by the
small angle magnetization rotation technique [124].

Heating at higher temperatures gives rise to slightly nega-
tive values of magnetostriction, which also lead to the mod-
ification of the domain structure that, in this case, results in
the appearance of transversal domains [54]

On the other hand, it is clear that the conductivity can
also influence the impedance and magnetic permeability
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of the sample, and therefore its high-frequency response
[125� 126]. As can be observed in Figure 5, not only is �s
modified during the successive annealing, but also � , where
� increased from about 5000 ($ · cm)−1 in the as-quenched
state to about 6800 ($ · cm)−1 at the higher annealing tem-
perature of about 575–580 �C.

This strong increase in the conductivity of the nano-
crystalline ribbons (�nanocryst is on the order of 15% higher
than �amorph) reduces the skin depth, which contributes to
an increase of the impedance of the sample, because this
fact favors the appearance of both macroscopic eddy cur-
rents as well as the microscopic-induced currents due to the
free transverse domain wall displacements [125� 127� 128].

4. MAGNETOIMPEDANCE EFFECT
IN NANOCRYSTALLINE ALLOYS

Another interesting feature, recently discovered in these
kinds of nanostructured materials in the form of FeCuNb-
SiB ribbons, wires, microwires, and films, or similar
compositions, is the so-called magnetoimpedance effect,
which consists of a strong decrease of the electrical
impedance Z of the ferromagnetic sample when submitted
to an external static magnetic field, as was mentioned above
[11� 21� 26–39� 41–44� 48–56� 129–136].

In the case of FINEMET materials, and using the clas-
sical eddy-current theory, it was found that large MI was
associated with the reduction in resistivity during the crys-
tallization of the samples, together with a vanishing magne-
tostriction [11� 28–34� 39]. The first fact can be explained by
taking into account that a decrease in the electrical resistiv-
ity implies an increase of the eddy-current losses, and hence
the MI maximum. Moreover, if we consider the approach of
the existence in the material of current lines distorted and
dragged by magnetic domain walls oriented perpendicular to
the current direction, we may take into account the effects
of microeddy currents generated by the free displacement of
the domain walls on the effective magnetic permeability for
these soft ferromagnetic nanocrystalline materials. There-
fore, we cannot neglect the influence of microeddy currents
on the MI effect [11].

There is a clear relationship among the reduction of
the resistivity of the samples, the vanishing of the residual
anisotropies accompanied by the strong reduction of the sat-
uration magnetostriction, and the maximum of the magnetic
permeability and MI effect response as the crystallization
process advances. In fact, and as shown in Figure 6, the max-
imum MI value is obtained for the ribbon annealed at 575 �C
when the value of � is 15% lower than the corresponding
one for the amorphous precursor, and the transverse mag-
netic permeability is maximum [39� 41]. Similar results are
found in samples with other geometries and compositions
[21� 28� 37� 48� 77].

These results are in agreement with the evolution of the
surface magnetic domain structure of the annealed sam-
ples and the behavior of the electrical conductivity and
magnetostriction shown above. The ribbon of FINEMET
(B6) annealed at 575 �C, which exhibits the maximum MI
effect, is the one that presents the smallest magnetostriction
value (�s ≈ −3#6 × 10−7), which involves vanishing residual
anisotropies, and the appearance of a transverse anisotropy
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Figure 6. Field dependence of the magnetoimpedance ratio for some
annealed Fe73#5Cu1Nb3Si16#5B6 ferromagnetic ribbons at a frequency of
500 kHz.

induced by the magnetoelastic interaction between the FeSi
nanocrystallites formed with tensile stresses of the residual
amorphous matrix, resulting in a transversal magnetic per-
meability maximum.

All that, accompanied by a strong reduction in the resis-
tivity of about 15% with respect to the as-cast state, which
favors the appearance of both macroscopic eddy currents
and the microscopic ones due to the free transverse domain
wall displacements, gives rise to a drastic increase of the MI
effect at low frequencies of the passing current across these
nanostructured materials.

4.1. Research Tool

The magnetoimpedance effect can be employed as a
research tool to study magnetic properties of amorphous
and nanocrystalline materials. It is not only important for
the development of new technological applications, but also
in the field of basic research in order to provide infor-
mation about other interesting magnetic parameters of the
materials. Due to its dependence on several soft magnetic
properties, like anisotropy field, magnetostriction, and mag-
netization processes, the behavior of these properties can be
inferred from the magnetoimpedance dependence on fre-
quency and magnetic field and its value.

4.1.1. Magnetostriction Coefficient
The MI effect shows a characteristic behavior with the
applied magnetic field. In the case of as-quenched or
annealed samples, the magnetoimpedance rate shows a
monotonous decrease from a maximum value at H = 0 Oe,
as in the case of nanocrystalline samples that have been
annealed at a certain temperature in order to obtain
their softest magnetic properties. When the sample has a
transverse-induced anisotropy, the impedance curve versus
the applied field shows a peak at a field on the order of the
anisotropy field of the sample [137]. This fact can be used
to determine the anisotropy field of the samples, which can
provide us with valuable information, for example, to deter-
mine magnetostriction coefficients, as explained in the next
paragraph.

Figure 7 shows the behavior of magnetoimpedance as a
function of the applied magnetic field, together with the
hysteresis loop for a stress-annealed amorphous ribbon.
The behavior of nanocrystalline-annealed samples, with an
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Figure 7. Magnetoimpedance ratio at 1 MHz versus the applied mag-
netic field and hysteresis loop obtained at 50 Hz of a Co66#5Fe3#5Si12B18

amorphous ribbon subjected to an annealing treatment of 340 �C, fol-
lowed by a stress annealing at 340 �C with a 300 MPa applied tensile
stress.

induced transverse anisotropy, is exactly the same. It can be
seen how the anisotropy field can be obtained by the maxi-
mum of magnetoimpedance.

One of the properties that can be deduced from the MI
behavior is the saturation magnetostriction coefficient. The
magnetostriction can be obtained from the MI effect due to
the MI dependence on the applied stress. �s has a linear
dependence on applied stress [138]

�s = �s�0�− k� (5)

The impedance behavior as a function of the applied bias
field depends on the anisotropy field, which can be changed
by the application of tensile stresses. A peak of MI appears
at the anisotropy field, and its position can be determined.

Let us consider the case of a soft magnetic sample with
a negative magnetostriction and no induced anisotropy. In
the unstressed state of the sample, the impedance drops
continuously with the increasing bias field. The applica-
tion of tensile stresses on this sample would increase the
magnetoelastic anisotropy field, and the MI peak would
appear at a higher field. This would be the case for nano-
crystallized samples, which have a negative saturation mag-
netostriction coefficient that usually occurs when the sample
has been annealed above around 550 �C, depending on the
composition.

When the saturation magnetostriction coefficient is pos-
itive, the behavior of the magnetic sample is somewhat
different. The value of the anisotropy field could not be
determined because the MI effect would have a maxi-
mum at H = 0. But if the positive magnetostriction sam-
ple has an induced anisotropy, it will have a peak at Hk

in the unstressed state, and further application of tensile
stresses, which would decrease the anisotropy field, would
lead to a smaller value of the anisotropy field, which can be
determined [139].

The anisotropy field does not vary linearly with stress, but
it can be fitted as a second-order polynomial of the form

Hk = a�2 + b� + c (6)

where a� b, and c are constants. There is a relationship
between the magnetostriction and the anisotropy field:

�s =
�0Ms

3

(
dHk

d�

)
(7)

It can be easily verified that the saturation magnetostric-
tion is a linear function of stress, as shown in Eq. (5). From
Eqs. (7) and (5), we can obtain

�s�0� =
�0Msb

3
(8)

which is the unstressed value of the saturation magnetostric-
tion coefficient, and

k = d�s
d�

= 2�0Msa

3
(9)

which is the measured slope.
Using this procedure, we can find the �s�0� values of all

types of samples, with positive and negative magnetostric-
tion, with an accuracy similar to the well-known SAMR
(small angle magnetization rotation) method [124� 140]. This
method can be applied to all types of samples, but in the
case of nanocrystallized samples, the application of stresses
might produce the breaking of the sample due to its fragility.

Although this method is accurate, some specific problems
can be found. The �Z/Z−H curves may be broad and not
symmetric, it being difficult to correctly estimate the position
of the impedance peak.

4.1.2. Nanocrystalline State
The MI effect shows a great variation in its value due to
structural changes in the magnetic nanocrystalline samples.
A correlation between magnetoimpedance and microstruc-
ture as a function of the average grain size can be estab-
lished. The average grain size of the FeSi crystallites in
these samples is about 10–15 nm in the studied range of
annealing temperatures. Other materials with similar com-
positions have similar values of grain sizes [141]. The grain
size increases strongly after annealing at temperatures of
600 �C, approximately, when new crystalline phases nucleate
as well.

Figure 8 shows the dependence of the MI ratio as a func-
tion of the annealing temperature in Fe73#5Cu1Nb3Si16#5B6
ribbons. The highest value of the MI ratio, close to 60%,
is reached for an annealing temperature of 575 �C, which
corresponds to the softest behavior of this material due to
the grain size.

The MI temperature dependence allows us to investigate
the nanocrystalline state of annealed samples by measur-
ing the magnetoimpedance. This behavior has been seen
in ribbon- and wire-shaped nanocrystalline materials [27],
showing that the MI rate response depends on the sam-
ple structure, and the sample shape influence is not as
important. The highest MI rate is obtained when the nano-
crystalline sample reaches its softest magnetic behavior, that
is, when the FeSi crystallites have grain sizes of about 10 nm.
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Figure 8. Magnetoimpedance ratio as a function of the annealing tem-
perature of the nanocrystalline Fe73#5Cu1Nb3Si16#5B6 ribbons.

4.1.3. Permeability Measurement
The real and imaginary components of impedance can be
obtained by using a lock-in amplifier, which separates the
out-of-phase components. The magnetoimpedance ratio and
sensitivities for both components of impedance can be cal-
culated in the same way, as �Z′/Z′�%� and �Z′′/Z′′�%�
for the resistance, and reactance, respectively. The total
impedance would be written as Z∗ = Z′ + jZ′′, where j =
�−1�1/2.

When dealing with a magnetic system, it is often advan-
tageous to use the complex inductance formalism, and deal
with L∗ instead of Z∗ since it is directly related to the value
of permeability. The transformation from impedance to per-
meability (through inductance) can be simply written as

�∗ = kL∗ = −
(
kj

�

)
Z∗ (10)

where � = 2�f is the angular frequency.
Note that, due to the form of this transformation, the

real component of permeability �′ depends on the imaginary
part of impedance, and conversely, the imaginary part of
permeability �′′ is obtained from the real part of impedance.
The geometrical constant k can be evaluated in the case
of a wire-shaped sample by assuming, as a first approxima-
tion, a wire homogeneously magnetized in the circumferen-
tial direction. By defining the induction L as the ratio of
magnetic flux * to the current intensity i� L = ,*/,i [142].

Figure 9 shows the case of a wire with composition
Fe73#5Cu1Nb3Si13#5B9 that has been annealed at different
temperatures in the range 400–640 �C during 1 h in an Ar
atmosphere. The wires have a length of 8.5 cm and a diame-
ter of 120 �m. The figure shows the behavior of permeabil-
ity, evaluated as explained above, versus the applied axial
magnetic field. The magnetic softening of the sample can
be inferred from the permeability behavior. At low anneal-
ing temperatures, up to around 500 �C, the permeability
shows low values, but the largest permeability at H = 0 Oe
is obtained at 550 �C. The annealing at higher tempera-
tures leads to a further magnetic hardening of the sample.
The softest magnetic properties, including the lowest coer-
cive force, are achieved for annealing temperatures close to
550 �C, where the nanostructured FeSi phase precipitates.
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Figure 9. Permeability obtained from the impedance measurements in
nanocrystallized wires versus the applied magnetic field.

This phase has a mean grain size of about 10 nm. Finally,
an important magnetic hardening occurs for temperatures
above 600 �C, mainly as a consequence of the precipitation
of new Fe–B phases [141]. As the applied magnetic field is
increased, the transverse permeability decreases, due to the
magnetization of the sample in the axial direction.

The behavior of permeability as a function of frequency
and other parameters can then be obtained from Eq. (10)
for all types of samples, without taking into account the geo-
metrical constant k. Figure 10 collects the permeabilities
of nanocrystallized ribbons in arbitrary units as a function
of the drive current frequency. For low frequencies (up to
104 Hz), the permeabilities for all of the samples have the
same value. For higher frequencies, the nanostructure of the
ribbons influences the permeabilities, making them change.
The 460 �C annealed ribbon has the lowest permeability
in all of the studied frequency range. When the annealing
temperature is increased, the permeability increases. Up to
4 × 104 Hz, the 575 �C annealed sample has the largest per-
meability. For higher frequencies up to 105 Hz, the highest
value corresponds to the 550 �C annealed ribbon. A further
increase of the annealing temperature leads to a hardening
of the magnetic behavior of nanocrystalline samples, and to
a decrease in permeability, as can be observed in the above-
mentioned figure.
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4.1.4. Magnetization Processes
The MI effect behavior depends on the magnetization pro-
cesses that take place in the sample when the ac current is
flowing through it, and is subjected to external influences
that modify its magnetization. The magnetoimpedance rate
spectra give us information about the magnetization pro-
cesses that take place at different frequencies. The different
domain structures of as-quenched and nanocrystalline sam-
ples are responsible for their distinguishable MI effects [38].
At low frequencies, the magnetization processes take place
by domain wall displacements, but at higher frequencies, the
domain walls are not able to follow the ac magnetic field,
and the magnetization processes are due to moment rota-
tions. The relaxation frequency fx is the frequency which
separates the two main areas of different magnetization pro-
cesses. The MI spectrum shows a maximum in this area, and
fx can be easily obtained.

The value of fx has been recently seen to be depen-
dent on the magnetostriction coefficient [143]. This matter is
still undergoing research, but could show in the future why
the MI effect has larger values when the saturation magne-
tostriction coefficient is small and negative. The relaxation
frequency decreases with an increase of the magnetostric-
tion coefficient for all types of samples, both nanocrystalline
and amorphous ones. Figure 11 shows this dependence for
a nanocrystalline sample, and a comparison to an amor-
phous one. The high magnetostriction value and low perme-
ability of the FeCuNbSiB ribbon in the as-quenched state
explain that the MI effect is not observed until partial devit-
rification and a softer magnetic behavior are achieved by
annealing. Although all treatments for the amorphous rib-
bon resulted in a decrease of the relaxation frequency as a
function of the magnetostriction coefficient (see arrows in
the curves), the opposite tendency is observed for the nano-
crystalline ribbons: the relaxation frequency becomes higher
after the treatments. And the representation of the relax-
ation frequency as a function of the magnetostriction coef-
ficient shows the same behavior in all of the samples: it is a
monotonous decay. The same behavior has been previously
observed in other amorphous ribbons [143].
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Figure 11. Relaxation frequency fx relationship with the magnetostric-
tion coefficient of nanocrystalline ribbons, and comparison to amor-
phous ribbons. The arrows guide the eye and indicate the scales.

4.2. Technological Applications

The earliest work on applications based on the MI effect
was devoted to a magnetic field sensor employing amor-
phous ribbons [144–147]. Active research recently has been
done on the development of miniaturized sensors based in
MI [12]. The special advantage of the MI effect as detected
in amorphous wires in comparison with other magnetic phe-
nomena is that even small fields (below 100 A · m−1) can
produce a strong impedance variation. In fact, they look very
competitive in comparison with magnetic field sensors based
on magnetoresistence or the Hall effect. The main applica-
tions are related to the influence of the magnetic field. In
particular, current sensors and proximity sensors are actually
sensor devices measuring the magnetic field.

The MI effect strongly depends on the magnetic softness
of the sample, including both higher induction and perme-
ability, and for special environmental conditions, materials
capable of operating at higher temperatures. As previously
mentioned, large circular (wire shape) or transversal (ribbon
shape) permeability and a small resistivity and magnetostric-
tive coefficient are required to observe the MI effect. The
magnetic permeability is determined by the chemical com-
position, crystal structure, microstructure, and shape of the
sample. Alloys with small magnetocrystalline anisotropies
and magnetostrictions give rise to particularly soft magnetic
materials. Amorphous and nanocrystalline magnetic mate-
rials are now competitive with SiFe bulk alloys and Fe–Co
alloys, and their soft magnetic properties exceed those of
the bulk alloys based on Fe, Co, and Fe–Co [59].

The first MI measurements in nanostructured materials
were performed in FeSiBCuNb wires devitrified from an
amorphous precursor by annealing at different temperatures
[28� 148]. Optimum soft magnetic behavior was achieved
after annealing at about 550 �C. Meanwhile, the maximum
impedance variation appears for the softest nanocrystalline
wire; a larger MI ratio is observed after annealing at a higher
temperature (near 600 �C), where the resistivity clearly
decreases as a consequence of crystallization [13]. We should
also remark that the MI effect in nanocrystalline materials
(wire or ribbon morphology) [28� 39] does not reach values
as large as for amorphous Co-rich alloys. This must be asso-
ciated with the smaller values of the circular or transversal
permeability in that nanocrystalline material. It could be pos-
sible that the nanocrystalline sample is softer when it is axi-
ally magnetized, but what is required in the MI effect is a
very large circular or transversal permeability, which involves
a circular or transversal and very weak magnetic anisotropy.

4.3. Unique Properties of Nanocrystalline
Alloys for Special Applications

Giant magnetoimpedace has attracted significant attention
in the last years due to possible technological applications
in position sensors, rotary encoders, and direction sen-
sors for navigation, current sensors, biomedical and envi-
ronmental controllers, nondestructive control sensors, and
reading heads [7� 12� 44� 48� 80� 101� 135� 145–153]. It is pos-
sible to modify and adapt the magnetoimpedance responses
of appropriate material for each particular application per-
forming specific treatments. Although many of the proposed
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applications can be realized using very different materials
for the same type of application, there are a few of them
where amorphous materials are useless due to particular
conditions.

Recently, high-temperature magnetic measurements were
reported, opening the possibility to study both the basic
problems of the exchange-coupling process in nanocrystalline
materials and the conditions of possible high-temperature
applications of the magnetic materials [154� 155]. Why do we
need sensors for high-temperature applications? It is easy
to answer this question by reference to the everyday needs
of our life surrounded by modern technology: it would be
much easier to control the space and aircraft engines and
other technical blocks, nuclear and power station function-
ality, metallurgical production, and many other potentially
dangerous processes in order to avoid a catastrophe or sim-
ply little controlled actions. The high-temperature sensing
has different basic problems. The first one is the temper-
ature dependence of the saturation magnetization and the
Curie point existence [156� 157]. It is very difficult to find
a magnetic material at elevated temperatures, which can
be used at the same time for sensing processes. We say
that temperatures from 0 to 180 �C correspond, in most
general estimations, to the normal functionality interval.
There are many amorphous materials with a measurable MI
response at room temperature in which MI effect totally
disappears at 180 �C because of a low Curie temperature
(for example, in Fe3Co64Cr3Si15B12 ribbons with a Curie
temperature of 160 �C and a crystallization temperature of
570 �C [158� 159]). Another problem is structural stability.
The amorphous state is a metastable one. The closer we are
to the crystallization temperature (around 500 �C for many
amorphous materials), the less stable are the structural fea-
tures of the amorphous sensitive element. Especially impor-
tant, if we take into account those facts, is the presence
of proper induced magnetic anisotropy, which shows even
faster temperature degradation compared with the changes
of structural parameters [160� 161].

A high-temperature giant magnetoimpedance effect was
reported for Fe73#0Cu1#0Nb2#5V1#0Si13#5B9#0 nanocrystalline rib-
bons with measuring temperatures up to 550 �C [135].
A maximum relative change of the impedance of about
60% of the MI ratio with a sensitivity of about 20%/Oe
in a small field appears at about 320 �C. Let us empha-
size that the maximum sensitivity of magnetic sensors based
on a giant magnetoresistance effect does not exceed 2%/Oe
in CoCu multilayers at room temperature. The MI effect
of Fe73#0Cu1#0Nb2#5V1#0Si13#5B9#0 nanocrystalline ribbons still
exists at 500 �C (being 5%). The authors explain these out-
standing properties by the thermal evolution of the magnetic
softness and magnetic anisotropy of the nanocrystalline sam-
ple: as the temperature rises, a combination of stress release
and magnetocrystalline anisotropy decrease in the amor-
phous phase further softens the ribbon magnetically, increas-
ing its MI. There were additional attempts to study the MI
effect in amorphous and nanocrystalline thin films and MI
sandwiches of similar composition (Fe71#5Cu1Cr2#5V4Si12B9)
[150� 154]. The MI ratio reaches its maximum of about 140%
at a very low characteristic frequency of 4 MHz in FeCu-
CrVSiB/Ag/FeCuCrVSiB, but the temperature measure-
ments for nanocrystalline films are missing at the moment.

4.4. Recent Progress of the
Magnetoimpedance Effect
in Nanocrystalline Materials

In this section, an updated overview covering the very recent
works based in the MI effect in nanocrystalline alloys is given.

The principles of remote-interrogated stress sensors
based on high-frequency magnetic materials showing the
inverse magnetostrictive or magnetoimpedance effects has
been reported by Ludwig et al. [162]. Fe50Co50/Co80B20
amorphous/nanocrystalline multilayers have been prepared,
showing ferromagnetic resonance frequencies up to 5 GHz
and good magnetoelastic properties in the gigahertz range.
The high-frequency remote interrogation allows the reduc-
tion of the sensor antenna size and measurements using high
bandwidths.

The MI effect in powder samples of Fe-based nano-
crystalline Fe73Cu1Nb1#5V2Si13#5B9 has been reported for the
first time [163]. The magnetic permeability of the powder
materials may not be as high as that of thin films or ribbons
and the coercivity may not be as small, but they can be con-
veniently pressed into different shapes such as cylinders and
rings, offering less brittleness than nanocrystalline ribbons
and wires, and many possible high-frequency applications.

A systematic study of the high-temperature MI effect in
nanocrystalline Fe73#5Cu1Nb3Si13#5B9 ribbons with different
annealing temperatures has been presented [164]. The dis-
cussion is given on the basis of a random anisotropy model
[165], to explain the relationship between the thermal depen-
dence of the MI and the magnetic coupling between grains.

A small GMI effect was found in nanocrystalline
Fe79#5P12C6Mo0#5Cu0#5Si1#5 ribbons obtained by annealing the
precursor amorphous at temperatures ranging from 350 to
500 �C [166].

A review of the amorphous alloy preparation, measure-
ment system, and various annealing techniques used in the
MI enhancement can be found in [167].

The effects of Cr substitution, the type of thermal treat-
ments (in a conventional furnace and by current anneal-
ing), and the sample length in MI have been reported in
Fe73#5−xCrxCu1Nb3Si13#5B9 (x = 0 and 10) nanocrystalline
wires [168], and a similar study of the MI effect with
annealing temperature was done in glass-covered CoB-
SiMn microwires [169]. The domain structure and induced
anisotropy influences on the MI are both discussed.

Two other recent works contribute to the study of the
evolution of the MI effect in some nanocrystalline ribbons,
previously submitted to different annealing treatments in an
as-cast state: stress annealing on Fe88#02Zr4#69Nb2#31B4#98 rib-
bons [170], and current annealing on Fe73#5Cu1Nb3V2Si15#5B7
[171]. The MI behavior is explained in both papers by taking
into account the role of the induced magnetic anisotropy,
saturation magnetostriction coefficient, and the microstruc-
tural changes developed with the thermal treatments.

A correlation among the structural, electrical, and mag-
netic properties, together with the MI effect response in
some heat-treated FINEMET types of different composition
and FeZrB ribbons, is given in [172]. High values of the MI
ratio up to 130% have been achieved, at a drive frequency of
5 MHz, by subjecting FeZrB ribbons to a current annealing
treatment.
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Table 1 displays a brief summary of some of the investiga-
tions mentioned through this chapter, indicating the studied
material composition and its main properties related to the
MI effect, with the respective references.

Table 1. MI Effect in Nanostructured Medium.

Composition Properties/remarks Ref.

Fe4#3Co68#2Si12#5B15.
Co68#15Fe4#35Si12#55B15

Low magnetostriction alloys. Induced anisotropy. MI and magnetoin-
ductive effects.

[4� 12� 17]

FeCoSiB,
HyMu� alloy, Fe77#5Si7#5B15,
Co68#5Mn6#5Si10B15; CoP,

Overview of the MI effect in magnetic materials with different geome-
tries (wires, ribbons, tubes, and thin films is given), including
materials with a nanocrystalline structure.

[7� 8� 17]

Fe73#5Cu1Nb3Si13#5B9,
NiFe, CoFeB

Sensitive field and frequency-dependent impedance.

Fe73#5Cu1Nb3SixB22#5−x �x = 9� 16� Magnetic anisotropy distribution and giant magnetoimpedance.
Domain wall motion influence on MI.

[53� 128]

FeNiCrSiB,
FeNiCrSiB/Cu/FeNiCrSiB, FeCuNbSiB,
FeCuNbSiB/Cu/FeCuNbSiB, Fe/Cr
nanoscale strutures, FeNi/Cu/FeNi
and FeNi/Si/Cu/Si/FeNi, FeNi
based multilayers

GMI effect in sputtered films and sandwiches at relatively low fre-
quencies, and under the effect of an antisymmetric transverse bias
field. Domain structure. Giant magnetoresistance in multilayers.

[16� 20� 48� 57� 79�
82� 93� 94� 97]

Fe73#5Cu1Nb3Si13#5B9 The correlation between GMI and magnetic anisotropy has been stud-
ied in field and stress one- and two-step annealed ribbons. Stress-
annealed ribbons with nonuniform induced anisotropy. Hysteretic
behavior of MI.

[37� 44� 75� 76�
160� 161]

Magnetic anisotropy in as-quenched and stress-annealed nano-
crystalline alloys: creep-induced and magnetoelastic components.

Fe73#5Cu1Nb3Si16#5B6 High saturation polarization and magnetostriction in as-cast state. [49� 54� 77� 78� 122�
143� 157� 167� 172]

High magnetic permeability, low coercive field, and vanishing magne-
tostriction in nanocrystalline state.

Influence of nanocrystallization on evolution of domains and MI
effect.

dc and ac field-induced magnetic anisotropy.
Fe84Zr7B6Cu1Al2 Ultrasoft magnetic properties such as large MI, incremental perme-

ability, nearly zero coercivity, zero magnetostriction.
[50]

Fe81B11Nb7Cu1 Ultrasoft magnetic properties of nanocrystalline alloy. [51]

FeCoNi tubes Nonlinear magnetoimpedance. [52� 151]

Permalloy/Ag nanoscale multilayers MI effect in homogeneous permalloy films and multilayers. [80]

Ni77Fe14Cu5Mo4 MI in commercial Mumetal for different thicknesses. [83]

FeNiCu MI of glass-coated microwires up to 200 MHz. [88]

Co68#25Fe4#5Si12#25B15 Influence of current annealing on magnetic properties and giant mag-
netoimpedance in glass-covered microwires.

[89]

Fe73#5Cu1Nb3Si13#5B9/SiO2/
Ti/Cu/Ti/SiO2/Fe73#5Cu1Nb3Si13#5B9

Giant magnetoimpedance in amorphous and nanocrystalline
multilayers: experiment and theory.

[95]

(CoFe)80B20 FeCoSiB MI in sputtered films for Colpitts oscillator-type field sensor. [98� 102]

FeCoSiB/Cu/FeCoSiB, CoSiB/Cu/CoSiB Thin-film magnetic field sensor utilizing MI effect. MI effect in mag-
netostrictive sandwiches.

[100� 104]

Fe73Cu1Nb1#5V2Si13#5B9

Fe73Cu1Nb2#5V1Si13#5B9

High-frequency longitudinally driven GMI effect in stress-annealed
nanocrystalline ribbons.

[45� 134� 135]

Fe92−x−yZr7BxCu1Aly �x = 2� 4� 6� 8�
y = 0� 0#5� 1� 1#5�

MI effect in the nanocrystalline alloy system. [136]

FeCuCrVSiB Magnetic properties and GMI in RF-sputtered films, followed by
annealing treatment.

[149� 152]

Ni77Fe14Mo5Cu4 Angular dependence of the MI in RF magnetron-sputtered films. [150]

Fe77#5Si7#5B9, Co67Fe3Cr3Si15B12 Comparative study of the anisotropy, magnetic properties, and
domain structure and MI.

[158–159]

Fe79#5P12C6Mo0#5Cu0#5Si1#5 MI in nanocrystalline ribbons. [168]

Fe88#02Zr4#69Nb2#31B4#98 MI in stress-annealed nanocrystalline ribbons. [170]

Fe91Zr7B2 MI in current-annealed nanocrystalline ribbons [172]

Finally, we can conclude that these compounds could be
excellent candidates for the design and development of new
magnetic sensors and high-frequency devices based on nano-
crystalline alloys.
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GLOSSARY
Amorphous alloy Alloy with no long range atomic order.
Magnetic anisotropy The magnetic properties depend on
the direction in which they are measured.
Magnetic domain Volume of material in which all atomic
magnetic moments are aligned in the same direction.
Magnetic permeability The ability of a material to support
a magnetic flux density.
Magnetoimpedance Impedance change in a ferromagnetic
sample when submitted to a magnetic field.
Magnetostriction Deformation of a magnetic substance
due to its magnetic state.
Nanocrystalline alloy Alloy containing crystalline nano-
grains embebed in an amorphous matrix.
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