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1. INTRODUCTION
During these last years, scanning near-field optical
microscopy (SNOM) has become an extremely powerful
technique for the analysis of surface structures with a res-
olution far beyond the diffraction limit [1, 2]. The role
of the incident polarization associated with the incoming
light is important for the understanding of optical images
under the condition of total internal reflection in the near-
field optics using a photon scanning tunneling microscope
(so-called PSTM or STOM) [3–8] or under the illumination
in normal incidence (SNOM configuration) [9]. These tech-
niques tend to elucidate the optical properties of mesoscopic
and nanoscopic particles in the near-field.
The mesoscopic regime corresponds to optical proper-

ties of the system where the size of the objects is of the
order of the incident wavelength. For the visible range, it
means that the object has a lateral size between 100 nm
and 1000 nm. The nanoscopic regime corresponds to struc-
tures smaller than 100 nm. On the other hand, when the
size of the object is much greater compared to the incident
wavelength, one usually speaks of the macroscopic regime.
Geometrical optics and Kirchhoff diffraction can be treated
on a macroscopic scale.
Near-field optics deals with behaviors occurring with

evanescent electromagnetic waves which become important

when the size of the object is of the order or lower com-
pared to the incident wavelength. The actual theory well
describes the interaction between objects and light in the
microscopic or in the macroscopic regimes. A numerical
approach based on Maxwell equations is needed to know the
optical response of such systems in the mesoscopic range.
Many approaches were realized to model optical

microscopy in the near-field optics for objects deposited on
perfectly flat and rough surfaces [10–12]. Different experi-
mental devices were used for the study of near-field opti-
cal microscopy according to the properties in transmission
[13]. To understand the optical properties of mesoscopic and
nanoscopic objects, many studies were performed on peri-
odic structures in the near-field optics [14]. Main problems
come from the understanding of tip detection for the elec-
tromagnetic field at a given distance from the surface and
many theroretical models try to understand the basic prop-
erties of an optical microscope [15].
Optical contrasts produced by nanoscopic or mesoscopic

dielectric objects according to the incident polarization asso-
ciated with the incoming light for nanoscopic or mesoscopic
dielectric objects are presented. First, we will describe the
notion of depolarization for nanoscopic objects in the near-
field optics and the impact of the object size and of the
wavelength in the optical images. Second, the impact of the
polarization in the near-field optics will be discussed show-
ing optical images under several conditions of illumination
and detection.
The incident polarization is chosen rectilinear under the

condition of total internal reflection and in the air [16]. Cir-
cular polarization is also chosen to see the optical behaviors
in normal incidence [17]. These two configurations will show
effects related to the impact of the incident polarization on
the optical response of the dielectric object in the near-field
optics.
In both configurations (PSTM and SNOM), the probe is

the main tool for the detection of the electromagnetic field
or the illumination of the sample at the nanometer scale.
In near-field optical microscopy, the local detection of the
optical signal relies on the use of nanometer-sized probes.
In the SNOM configuration, the probe acts as a local source

ISBN: 1-58883-064-0/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa
Volume 8: Pages (1–8)



2 Near-Field Optical Properties of Nanostructures

of evanescent optical fields whereas in the PSTM setup, the
probe behaves as a local detector of light. In these devices,
SNOM and PSTM tips are usually coated with a thin metal
layer in order to achieve a narrow localization of the incident
light on the sample (SNOM configuration) or to improve the
resolution in detection for the PSTM configuration. How-
ever, Al-coated tips showed limited improvement due to
the degradation of the signal-to-noise ratio related to the
very low transmission through such coating in the PSTM
configuration.
The scattering effects are the main problems which occur

strongly in the near-field optics because these waves dam-
age the resolution of the optical images. Scattering of the
electromagnetic waves by a sphere (Mie theory) and an
ellipsoid has been extensively studied in both microscopic
and mesoscopic regimes [18–23]. This problem has a known
solution in an analytical way. More complicated shapes
involving objects with sharp edges could not be solved ana-
lytically. Far-field expressions were detailed to understand
the scattering cross-section behaviors but analytical near-
field expressions could not be given in the same way. Mainly,
backward and forward scattering were found in the different
scattering diagrams according to the size of the sphere and
to the refractive index of the material.
In order to eliminate the scattering behaviors which occur

in the near-field optics, polarization studies are thus nec-
essary to understand the scattered field behaviors in the
analysis of near-field optical images. This outlines effects rel-
ative to the confinement of the electric field near the objects.
Main problems are involved in the diffraction pattern of the
forward and backward waves scattered by the objects. The
study of the different components will reject this problem
and only the objects’ response is taken into account.

1.1. Green’s Dyadic Technique

The calculations are based on the Green’s dyadic tech-
nique using Lippmann–Schwinger and Dyson equations for
all numerical computations [24, 25]. This method is proven
to be an efficient computation technique for the typical
parameters of near-field optics (size of the object, height
of detection, wavelength, dielectric permittivity of materi-
als). This numerical method is reliable to solve the Maxwell
equations and it is based on the knowledge of the Green’s
dyadic associated with a reference system which is a flat sur-
face or vacuum in our case. The procedure considers any
object deposited on the surface or placed in the air as a
perturbation discretized in direct space. The electric field
is determined self-consistently inside the perturbations; a
renormalization associated with the depolarization effect is
taken into account for the self-interaction of each discretiza-
tion cell. The Huygens–Fresnel principle uses the values of
the field inside the perturbations to compute the electric
field or the optical magnetic field elsewhere [26].
This method for the calculation of both optical elec-

tric and magnetic fields can treat any kind of nanoscopic
and mesoscopic objects in the near-field optics. The shape
and the dielectric constant of the particles can be arbi-
trarily taken. Moreover, this numerical technique can treat
anisotropic objects in near-field and in far-field optics [27].
As the discretization is performed in direct space, this

method can be thus extended to experimental samples using
the topography of the surface, that is, any input geometry of
the computations according to a given AFM (atomic force
microscopy) data file recorded on the sample. This capability
gives the opportunity to better understand the experimental
images in the near-field optics.

1.2. Optical Initial Conditions
in the Near-Field

We choose glass for the use of a dielectric material and we
consider that the index of refraction of the glass, fixed to 1.5,
does not depend on the incident wavelength. Other mate-
rials used for the optical properties in different wavelength
ranges could be taken into account but the main physical
principles are explained in the following sections. In the case
of other materials, spectroscopic behaviors are important for
the understanding of the near-field optical images in order
to take into account resonance behaviors according to the
optical response of a given structure [28–30].
Here, we will detail the case of dielectric particles

deposited on a dielectric glass substrate or illuminated in the
air. For the first case, the objects are bidimensional struc-
tures which are illuminated in the air. In the second case,
these ones are tridimensional and illuminated under the
condition of total internal reflection as in the PSTM config-
uration beyond the glass–air critical angle. For the circular
polarization, the objects lying on a dielectric surface will be
illuminated in normal incidence. We show numerical simu-
lations which take account of the analysis for the intensity
associated with the total electric field and with the optical
magnetic field scattered by nanoscopic objects in transmis-
sion at constant height in the total internal reflection con-
figuration.
In the case of a surface separating two dielectric media

(glass–air interface), two modes of polarization are asso-
ciated with the incoming light: TE and TM modes. The
z-direction being perpendicular to the glass–air interface, as
we chose the incident light to be linearly polarized, the TE
mode (s polarization) corresponds to an incident electric
field perpendicular to the plane of incidence (y-z plane).
The TM mode (p polarization) corresponds to a field par-
allel to the plane of incidence. In the case of bidimensional
objects, the direction of the incident light is perpendicular
to the infinite z-direction of the structure. In both cases, the
detection is performed in the x-y plane at a constant height
in the case of the surface using three-dimensional structures.

2. DEPOLARIZATION EFFECTS
IN THE NEAR-FIELD OPTICS

To understand the optical effects produced by subwave-
length objects, it is important to introduce the notion of
depolarization. In order to explain this behavior, one con-
siders a bidimensional object which is illuminated along its
smaller dimensions in the air; no surface is included for this
model and the incident electric field is applied perpendicu-
larly to the lateral sides of the particle. One can see that, for
subwavelength objects, the negative contrast which occurs
inside the object is a result of the depolarization effect which
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is related to the conservation of the components normal to
the object faces according to the displacement vector [31]
(Fig. 1a).
Moreover, a higher intensity can thus be found around the

lateral sides of the object close to its edges (Fig. 1a). This
high-intensity effect borders the structure along the direc-
tion of the applied incident electric field (x-direction).
This depolarization effect is mostly related to the size of

the object which belongs to the nanometer scale (100 nm)
according to the incident wavelength (633 nm). One can
observe that, when the size of the object is relatively small
compared to the incident wavelength, which is the present
case, the field intensity distribution around the object tends
to reproduce its profile. This conclusion can be extended to
any nanoscopic isolated objects in the near-field optics. We
took the two-dimensional case; therefore, no depolarization
effect appears along the infinite z-direction. In Section 3,
we will show the importance of depolarization in different
directions by using a tridimensional object deposited on a
dielectric glass substrate.

2.1. Influence of the Particle Size
on the Optical Image

Let us now consider a 200 × 200 nm2 dielectric squared
structure illuminated in the same conditions as in the previ-
ous section.
By doubling the object size, one can obtain an optical

image including not only depolarization effects but also scat-
tering waves near the structure because we switch from
the nanoscopic regime (previous section) to the mesoscopic

(a) (b)

(c)

Figure 1. For � = 633 nm, variation of the intensity associated with the
total electric field for a glass squared rod of 100 × 100 nm2 section
(a) and of 200 × 200 nm2 section (b). For � = 400 nm, variation of
the intensity associated with the total electric field for a glass squared
rod of 100 × 100 nm2 section (c). The object is illuminated along the
y-direction and the incident polarization direction is along the x-axis.

range at the optical scale. One can see that a back reflected
wave occurs in the optical image �y < 0	 and also a forward
scattering in the direction of the incident light �y > 0	 (see
Fig. 1b).
By this change, one can see the strong influence of the

particle size on the resolution of the optical image. When
we consider an object which has a size compared to the inci-
dent wavelength, the structure has not only depolarization
properties but also scattering effects around the particle;
these optical waves degrade considerably the resolution of
the optical image.

2.2. Influence of the Incident Wavelength

The results presented in this section are a consequence of
the different effects found in the previous one. To under-
stand the impact of the wavelength in the optical image, let
us consider a squared dielectric particle (100×100 nm2) illu-
minated as previously but with a different wavelength lower
than 633 nm. If one turns to a wavelength dependence, the
use of a particle size (100 nm) which can be compared to the
wavelength of the incident light (400 nm) shows scattering
effects in the optical image (see Fig. 1c).
One can see the similar behaviors shown in the previ-

ous section: backward and forward scattering can be clearly
seen in the optical image as we turned to the mesoscopic
regime. Consequently, these effects show the main differ-
ences between the nanoscopic regime and the mesoscopic
one in the optical images when dealing with nanometric
objects in the near-field and by only changing the wavelength
in the visible range.
Therefore, one has to be aware that the illumination

wavelength and the lateral size of the particle have a strong
impact on the resolution of the optical images in the near-
field optics for the visible range as one can switch from the
nanoscopic regime to the mesoscopic one.

3. OPTICAL PROPERTIES OF
SUBWAVELENGTH OBJECTS
DEPOSITED ON A SURFACE

In this section, the influence of the polarization associated
with the incident light on the object is shown. The index
of refraction of the substrate as well as the refractive index
of the object is fixed to 1.5. Depending on the size of the
object and on the incident wavelength, such a protrusion
can behave more or less as a obstacle to the propagation of
the surface wave. For the condition of total internal reflec-
tion, the object is illuminated with an angle of incidence of
60� and the detection is performed in the near-field optics
at constant height above the object. It is also important
to see what the tridimensional case will bring to the opti-
cal image. As the object will become three-dimensional, the
other direction will give more insight for the depolarization
effect along this direction.

3.1. Optical Electric Field

For the condition of total internal reflection, the 100×100×
40 nm2 dielectric object is illuminated with an angle of inci-
dence of 60� and the detection is performed in the near-field
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optics at a constant height of 10 nm above the object (see
Fig. 2a and b). When the detection of the electromagnetic
field is closer to the objects, one can find the same basic
optical properties explained in the previous sections. Conse-
quently, the backward and forward scattering effects cannot
be seen in the optical images for both modes of polarization.
The depolarization effect occurs in the lateral sides of the

particle in the TE mode as we had previously (Fig. 2a). How-
ever, this effect happens at the top of the object in the TM
mode. In this mode, the incident electric field is parallel to
the plane of incidence. Therefore, this field has components
in both directions: parallel (y-direction) and perpendicular
to the surface (z-axis). The angle of incidence (60�) is taken
in such a way that the component which is perpendicular to
the surface is larger compared to the parallel one. Conse-
quently, the depolarization effect occurs in the z-direction,
which produces the bright contrast in the near-field optical
image (Fig. 2b).
Moreover, an inverse contrast similar to the TE polar-

ization cannot show up in the TM mode because at short
distances the vertical z-component of the electric field dom-
inates. The matching condition of the vertical component
of the displacement vector leads to a confined optical elec-
tric field close to the upper face of the pad. Therefore, in
the three-dimensional case, the depolarization effect in the
near-field optics could occur in the three axis according to
the direction of application of the incident electric field.
A striking difference of behavior was found depending

on the polarization state of the traveling wave along the

(a) (b)

(c) (d)

Figure 2. For � = 633 nm, variation of the intensity associated with the
total electric field for the TE mode (a) and for the TM mode (b) at
a constant height of 50 nm above the dielectric surface. Variation of
the intensity associated with the total magnetic field for the TE mode
(c) and for the TM mode (d) for a 100 × 100 × 40 nm3 glass pad at a
height of 100 nm above the surface. The object is illuminated by the
glass substrate under the condition of total internal reflection with an
angle of incidence of 60�.

surface. In the subwavelength range, the TM polarization
mode allows to reproduce the shape of the objects, whereas
a TE polarized wave can be used to extract information on
the contours of the objects themselves.

3.2. Optical Magnetic Field

Tip detection is important according to the optical proper-
ties of the sample surfaces. In the PSTM configuration, the
detection performed with dielectric tips or with dielectric
tips covered by a thin noble metal film shows different opti-
cal images in the near-field. In the first case, one detects an
intensity associated with the optical electric field and in the
other case, one can detect a signal proportional to the opti-
cal magnetic field associated with the optical wave for wave-
lengths in the visible range. This behavior is mainly related
to the surface plasmon effect occurring in the thin metal film
which covers the dielectric tip. Therefore, this proves that
the optical images depend strongly on the tip response. We
will discuss later the optical image patterns obtained with
the electric field associated with the optical wave and also
those of the magnetic field obtained in the same conditions.
In order to achieve a better resolution in the opti-

cal images, dielectric tips coated by a thin gold film can
be used. But the optical images obtained using such tips
show inverted contrasts compared to the ones obtained
with uncoated dielectric tips. These results indicated that
the detected signal may reveal different physical behaviors
according to the probe composition [32, 33].
While the dielectric tip always collects a signal propor-

tional to the square modulus of the electric near-field, using
the same initial conditions, the optical images obtained with
a coated gold tip display the same patterns as the theo-
retical maps of the square modulus of the magnetic field
associated with the optical near-field. These images can be
obtained under several conditions: the use of a defined gold
film thickness which corresponds to a given excitation wave-
length has to be achieved to obtain a signal proportional
to the optical magnetic field associated with the scattered
light in transmission. These conditions have to sustain a plas-
mon resonance mode in the thin metal film which covers the
dielectric tip.
These studies show another way to detect a signal propor-

tional to the optical magnetic field for wavelengths corre-
sponding to the visible range. In order to show this purpose,
one can compute the optical magnetic field associated with
the lightwave in transmission (Fig. 2c and d). The object
is illuminated as in Section 2 under the condition of total
internal reflection. The height of detection is chosen to be
60 nm above the top of the dielectric object.
One can see that the depolarization effects occur at

the top of the object in the TE mode while these occur
on the lateral sides of the structure in the TM polarization
for the optical magnetic field images (see Fig. 2c and d).
These results show different behaviors compared to those
found for the electric field intensities in both modes of polar-
ization. All the optical responses are inverted for the detec-
tion of the magnetic field compared to the electric field
signals: the dark contrast in the TE mode for the signal asso-
ciated with the electric field gives a bright one for the optical
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(a) (b)

(c) (d)

Figure 3. For � = 633 nm, variation of the intensity associated with the
total electric field (a), the x-component (b), the y-component (c), and
the z-component (d) for a 100× 100× 40 nm3 glass pad. The incident
polarization direction is along the x-axis (TE or s mode). The object is
illuminated under the same conditions described in Figure 2. The
dectection is performed at a height of 100 nm above the surface.

magnetic field (Fig. 2c and Fig. 3a). Similarly, a bright con-
trast for the TM mode for the intensity associated with the
electric field leads to a dark one for the optical magnetic
field (Fig. 2d and Fig. 4a).

(a) (b)

(c) (d)

Figure 4. For � = 633 nm, variation of the intensity associated with the
total electric field (a), the x-component (b), the y-component (c), and
the z-component (d) for a 100× 100× 40 nm3 glass pad. The incident
polarization direction is along the y- and z-axis (TM or p mode). The
object is illuminated under the same conditions described in Figure 3.

4. ANALYSIS OF THE POLARIZATION
NEAR SUBWAVELENGTH OBJECTS

As shown previously, one can detect experimentally the opti-
cal magnetic field associated with the scattered light. Using
crossed polarizers, one can detect the different cartesian
components associated with the electric field or with the
optical magnetic field using coated gold dielectric tips at the
resonance of the thin metal film or out of resonance. Choos-
ing a proper incident polarized wave, one can detect the
scattered wave obtained by eliminating the incident wave
using another crossed polarizer at the fiber exit.
This could give more information on the size and shapes

of the objects as the behaviors are not the same when using
nanometric or mesoscopic objects compared to the inci-
dent wavelength. The cartesian components could give more
insight about the shape of the object rising on the surface.

4.1. Detection of the Different Cartesian
Components in the TE Mode

The detection is not performed close to the objects in order
to show scattering effects along the dielectric surface. The
aim of the following section is to show the possibility to
suppress these optical waves in the near-field optics.
We illuminate a dielectric glass object at a wavelength of

633 nm through a glass substrate under the condition of total
internal reflection with an angle of incidence of 60�. The
lateral size of the dielectric pad is 100 nm and its height is
40 nm, placing it in the nanoscopic regime. The detection of
the electromagnetic field is performed at 60 nm above the
pad of dielectric permittivity of 2.25 which is equal to the
one of the substrate. This detection height involves scatter-
ing behaviors around the object in the near-field optics.
The computation of the total intensity associated with

electric field and to each cartesian component is realized
for the TE mode (Fig. 3). The intensities are normalized
according to the incident light.
It is known that in the near-field optics, a strong

z-component of the electric field exists since this one does
not appear in reflectivity or in transmission for thin films in
the far-field. Moreover, it is also important to see its evo-
lution with the incident polarization; this will be shown for
the TM mode in the next section.
In this polarization mode, the electric field associated with

the incident light is perpendicular to the plane of incidence.
As shown previously, the negative contrast above the object
is the depolarization effect and this can be seen in the opti-
cal images for the intensity associated with the total electric
field (Fig. 3a) and also according to the x-component (Fig.
3b) which corresponds to the direction of application for the
incident electric field.
In this mode, one can see first that the intensity asso-

ciated to the total electric field shows a confinement of
the electric field close to the lateral sides of the pad along
the x-direction (Fig. 3a) which is displayed by an increase
of intensity in the optical image. Nevertheless, interfer-
ence phenomena due to the backward scattering effects of
the incident light on the object are more accentuated in the
near-field optical image (Fig. 3a) for y < 0. Moreover, the
forward scattering appears on the optical image for y > 0.
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Second, we can see that the x-component of the electric
field, which is the incident one, is major (Fig. 3b) compared
to the others (y- and z-components in Fig. 3c and d) as
expected. One can see in Figure 3c that the interferences on
the images due to the backscattering reflected wave on the
object disappeared and only the effects due to the confine-
ment of the field around the object show up. These ones are
related to the topography of the object on the surface.
The same behavior can be seen in Figure 3d for the

z-component of the electric field which shows optical effects
due to the topography of the object. However, the intensi-
ties are greater for this component (Fig. 3d) compared to
the other one (Fig. 3c). This shows the predominance of the
z-component of the electric field compared to the one par-
allel to the surface (y-component) in the near-field optical
images.
The image associated with the total electric field shows

a negative optical response (dark contrast) above the
nanoscopic object (Fig. 3a). Moreover, the y-component
shows an electric field which is well confined at the corners
of the dielectric pad (Fig. 3c), whereas the z-component dis-
plays the same strong effects on the lateral sides of the pad
along the x-direction (Fig. 3d). By these optical patterns,
one can distinguish the x-component of the electric field
from the parallel y-component.

4.2. Detection of the Different Cartesian
Components in the TM Mode

In this mode, one can see first that the optical images for
the intensity associated with the total electric field and for
each cartesian component are different compared to the
TE mode. Consequently, the polarization plays an important
role when analyzing the effects in the near-field optics.
For this mode of polarization, we can see first that the

intensity associated with the total electric field shows a con-
finement of the electric field above the upper side of the
dielectric pad along the z-direction (Fig. 4a), as shown in
Section 3.1.
As in the TE mode, interference phenomena on the sur-

face due to the backward scattering effect of the incoming
light on the dielectric object show up in the optical image
(Fig. 4a). Second, the y-component and more particularly,
the z-component of the electric field which are associated to
the incident one are major (Fig. 4c and d) compared to the
other one (x-component in Fig. 4b) because they are associ-
ated with the incident electric field. The z-component is the
strongest in the near-field optics, as discussed previously.
We can see in Figure 4b that the interferences on the

images due to the backscattering reflected wave on the
object disappeared and only the effects due to the confine-
ment of the field around the object show up in the optical
images. These are related to the topography of the object
on the surface as in the TE mode.
We also show in this case that the z-component of the

electric field is stronger in the near-field optical images
compared to the y-component. Moreover, the x-component
shows an electric field which is well confined on lateral
sides of the pad (along the x-direction) whereas the y-
component and the z-component display both interferences
due to the incident light and a confinement of the electric

field respectively on the lateral sides along the y-direction
and on the top of the pad along the z-direction (Fig. 4c
and d).
It is thus possible to distinguish these three components

in the near-field optics. Moreover, the forward scattering
(y > 0) shows up in the optical images (Fig. 4a, c, and d).
Thanks to this study, we show that the analysis of polar-

ization in the near-field optics shows that one can eliminate
interference behaviors on the surface. Moreover, this anal-
ysis also shows the weight of each cartesian component in
the near-field optical images.
Similar effects can be found for any kind of material of

real positive dielectric permittivity. The behaviors are thus
accentuated as the dielectric permittivity increases raising
the intensities associated with each component. Neverthe-
less, the intensity variations associated with the component
which was not in the polarization of the incoming light (for
the TE mode: y- and z-components; for the TM mode:
x-component) can be detected experimentally under the
condition of a good signal-to-noise ratio.
Other studies show that these intensities could get higher

values using other materials. In this case, it is necessary
to make spectroscopy computations by varying the incident
wavelength in the visible range showing for which one the
exaltation of the electric field in the near-field optics appears.
This intensity enhancement is mainly due to the basic prop-
erties of matter from which the object is based [34].

4.3. Dealing with Different Objects

In order to complete the previous discussion, we use several
structures of different sizes and shapes. The sizes are arbi-
trary, taken in order to create a group which belongs to the
mesoscopic regime.
Using different object sizes, one can see that scattering

waves occur in the image providing difficulties to see the
confinement of the electric field around each object. The
case of bidimensional objects is chosen.
Using different objects sizes and shapes, it is important to

see the optical signal associated with the component which is
not in the incident electric field. One can see that the electric
field is well confined on the edges of the different structures
although surrounded by interference behaviors (see Fig. 5a).
Using different sizes of the structures in the mesoscopic

regime, backward and forward scattering can be clearly
seen in the optical images. One is aware that these effects

(a) (b)

Figure 5. For � = 633 nm, variation of the intensity associated with the
total electric field (a) and the y-component (b) for several dielectric
bidimensional objects.
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degrade strongly the resolution of the optical images in the
near-field optics. The detection of the y-component shows
that one can detect with a better accuracy the positions of
the objects as the scattered waves are almost eliminated (see
Fig. 5b).
This analysis shows a new technique to eliminate inter-

ference behaviors occurring in the near-field optics, bringing
to the fore only optical effects relative to the topography of
the objects on the surface.

4.4. Circular Polarization

The use of circular polarized light has been developed for
the case of dichroism in order to understand the optical
properties of magnetic materials at the microscopic level.
Circularly polarized light emitted from a scanning tunnel-
ing microscope was observed when the sample surface of
a ferromagnetic material was probed with a tungsten tip in
a longitudinal configuration. (The applied magnetic field is
parallel to both the surface plane and the plane of light
detection [35].)
The theory of radiative transfer has been used to investi-

gate the interaction between linear or circular polarized light
waves and a multiple scattering medium (spheres) according
to the sizes of the objects and their relative index of refrac-
tion [36–38]. This theory shows that the circular depolar-
ization length exhibits a strong dependence on the relative
refractive index, whereas the linear one does not.
Chiral and achiral molecules show optical activity which

arises from the different interaction of chiral media with
left- and right-hand circularly polarized light. This optical

(a) (b)

(c)

Figure 6. For � = 633 nm, variation of the intensity associated with
the total electric field (a), the x-component (b), and the y-component
(c) for a 100 × 100 × 40 nm3 glass pad. The incident polarization is
circular and the object is illuminated in normal incidence by the sub-
strate. The detection is performed at a height of 100 nm above the
surface.

activity and the circular difference effects can also occur in
nonlinear optics for chiral or achiral structures and magnetic
materials in the second-harmonic generation signals [39, 40].
In our case, using the same computation technique, it is

interesting to see the impact of circular polarization on a
dielectric structure in the nanoscopic regime. We took the
same dielectric object used in the previous section and illu-
minated under the same conditions. The detection of the
electromagnetic field is performed at a height of 60 nm
above the dielectric object.
In the case where the object is illuminated in normal

incidence with a circular polarization (x- and y-components
exist in this case), one can find that each component of
the electric field gives information about the shape of the
object in both directions. Therefore, an asymmetrical shape
of the object can be detected with such method of illumi-
nation as the depolarization effects occur in both directions
(x in Fig. 6b and y in Fig. 6c) using this particular incident
polarization associated with the incident light (see Fig. 6a).
This technique could give more information about the

shape of the object and also of the optical confinement of
the electric field around the different structures. The main
problem occurs on the detection of scattering effects along
the surface and of the optical patterns produced by the
mesoscopic and nanoscopic structure.

5. CONCLUSION
We present an accurate analysis of the optical effects pro-
duced by nanoscopic and mesoscopic structures in the
near-field optics. The importance of the incident wavelength
and of the particle size is one of the most important points
to get a better optical resolution in the near-field optics. The
depolarization effects associated with a nanoscopic object
and the scattering properties of the structures were clearly
shown. The analysis of polarization shows the possibility to
extract optical effects relative to nanoscopic and mesoscopic
objects in the near-field optics.

GLOSSARY
Depolarization of light On a smaller scale, when light
waves pass near a barrier, they tend to bend around that
barrier and spread at oblique angles. This phenomenon is
known as diffraction of light, and occurs when the light wave
passes very close to the edge of an object or through a tiny
opening such as a slit or aperture. The light that passes
through the opening is partially redirected due to an inter-
action with the edges.
Mesoscopic regime The adjective mesoscopic is used to
define the situations where the sizes of the structures are
of the order of the incident wavelength. For visible light,
it corresponds roughly to the length range between 0.1
and 1 micrometer. By nanoswpic, one usually means low-
dimensional Structures smaller than 100 nm.
Near-fields optics Near-field optics studies the behavior of
light fields in the vicinity of matter and deals with phenom-
ena involving propagating and evanescent electromagnetic
wave which become critically significant when the typical



8 Near-Field Optical Properties of Nanostructures

sizes of the object are of the order of the wavelength or
smaller. Near-field optical microscopy is the straightforward
application of near-field optics.
Polarization A light wave is an electromagnetic wave
which mvels through the vacuum of outer space. Light wave
is produced by electric charges which vibrate in a multi-
tude of directions. An electromagnetic wave is a transverse
wave which has both an electric and a magnetic component.
A light wave which is vibrating in more than one plane is
referred to as unpolarized light. It is possible to transform
unpolarized light into polarized light. Polarized light waves
are light waves in which the vibrations occur in a single
plane. The process of transforming unpolarized light into
polarized light is known as polarization.
Surface plasmon resonance Under the condition of total
internal reflection, while incident light is totally reflected the
electromagnetic filed component penetrates a short (tens
of nanometers) distance into a medium of a lower refrac-
tive index creating an exponentially detenuating evanescent
wave. If the interface between the media is coated with a
thin layer of metal (gold), and light is monochromatic and p-
polarized, the intensity of the reflected light is reduced at a
specific incident angle producing a sharp shadow (called sur-
face plasmon resonance) due to the resonance energy trans-
fer between evanescent wave and surface plasmons, corre-
sponding to a collective excitation of the electrons at the
metal/lower refractive index medium interface. The reso-
nance conditions are influenced by the material adsorbed
onto the thin metal film.
TE (s-mode) and TM (p-mode) In the case of a surface
separating two dielectric media, two modes of polarization
can be associated with the incoming light: TE and TM
modes. The z direction being perpendicular to the glass-air
interface, as the incident light is chosen to be linearly polar-
ized, the TE mode (s polarization) corresponds to an inci-
dent electric field perpendicular to the plane of incidence
(y-z plane). The TM mode (p polarization) corresponds to
a field parallel to the plane of incidence.
Tip detection In near-field optical microscopy, the local
detection of the optical signal or the illumination of the sam-
ple relies on the use of nanometer-sized probes. In near-field
optics, a tip is constituted by a pulled optical fiber which
illuminates or collects the light from a sample surface. This
tip can be coated with a thin metal film in order to achieve
a narrow localization of the incident light on the sample or
to improve the resolution in detection.
Total internal reflection At an interface between two
transparent media of different refractive index, light coming
from the side of higher refractive index is partly reflected
and partly refracted. Above a certain critical angle of inci-
dence, no light is refracted across the interface, and total
internal reflection is observed.

ACKNOWLEDGMENTS
This paper is dedicated to Jacques and Antoinette Richard
and to the memory of Marie Muggéo.

REFERENCES
1. D. W. Pohl, Adv. Opt. Elect. Micr. 12, 243 (1991).
2. D. W. Pohl, Scanning Tunneling Microscopy 2, 233 (1992).
3. R. C. Reddick, R. J. Warmack, D. W. Chilcott, S. L. Sharp, and

T. L. Ferrell, Rev. Sci. Instrum. 61, 3669 (1990).
4. R. C. Reddick, R. J. Warmack, and T. L. Ferrell, Phys. Rev. B 39,

767 (1989).
5. C. Girard, A. Dereux, O. J. F. Martin, and M. Devel, Phys. Rev. B

52, 2889 (1995).
6. J. C. Weeber, E. Bourillot, A. Dereux, J. P. Goudonnet, Y. Chen,

and C. Girard, Phys. Rev. Lett. 77, 5332 (1996).
7. C. Girard, A. Dereux, and C. Joachim, Phys. Rev. E 59, 6097

(1999).
8. J. R. Krenn, A. Dereux, J. C. Weeber, E. Bourillot, Y. Lacroute,

J. P. Goudonnet, G. Schider, W. Gotchy, A. Leitner, F. R.
Aussenegg, and C. Girard, Phys. Rev. Lett. 82, 2590 (1999).

9. E. Betzig, J. K. Trautman, J. S. Weiner, T. D. Harris, and R. Wolfe,
Appl. Opt. 31, 4563 (1992).

10. D. Van Labeke and D. Barchiesi, J. Opt. Soc. Am. A 9, 732 (1993).
11. D. Barchiesi, C. Girard, D. Van Labeke, and D. Courjon, Phys.

Rev. E 54, 4285 (1996).
12. A. A. Maradudin and D. L. Mills, Phys. Rev. B 11, 1392 (1975).
13. D. Courjon and C. Bainier, Rep. Prog. Phys. 57, 989 (1994).
14. B. Labani, C. Girard, D. Courjon, and D. Van Labeke, J. Opt. Soc.

Am. B 7, 936 (1990).
15. C. Girard and A. Dereux, Rep. Prog. Phys. 59, 657 (1996).
16. M. Born and E. Wolf, “Principles of Optics.” Pergamon Press,

Oxford, 1959.
17. J. D. Jackson, “Classical Electrodynamics.” Wiley, New York,

1983.
18. E. M. Purcell and C. R. Pennypacker, J. Astrophys. 186, 705

(1973).
19. B. T. Draine, J. Astrophys. 333, 848 (1988).
20. G. H. Goedecke and S. G. O’Brien, Applied Optics 27, 2431

(1988).
21. B. T. Draine and P. J. Flatau, J. Opt. Soc. Am. A 11, 1491 (1994).
22. J. C. Ku, J. Opt. Soc. Am. A 10, 336 (1993).
23. C. Bohren and D. Huffman, “Absorption and Scattering of Light

by Small Particles.” John Wiley, New York, 1983.
24. O. J. F. Martin, A. Dereux, and C. Girard, J. Opt. Soc. Am. A 11,

1073 (1994).
25. O. J. F. Martin, C. Girard, and A. Dereux, Phys. Rev. Lett. 74,

526 (1995).
26. C. Girard, J. C. Weeber, A. Dereux, O. J. F. Martin, and J. P.

Goudonnet, Phys. Rev. B 55, 16487 (1997).
27. N. Richard, Eur. Phys. J. B 17, 11 (2000).
28. E. D. Palik, in “Handbook of Optical Constants of Solids.” (E. D.

Palik, Ed.). Academic Press, New York, 1991.
29. R. C. Weast, in “Handbook of Chemistry and Physics.” (R. C.

Weast, M. J. Astle, and W. H. Beyer, Eds.). CRC Press, Boca
Raton, FL, 1985.

30. N. Richard, J. Appl. Phys. 88, 2318 (2000).
31. A. Yaghjian, Proc. IEEE 68, 248 (1980).
32. E. Devaux, A. Dereux, E. Bourillot, J. C. Weeber, Y. Lacroute,

J. P. Goudonnet, and C. Girard, Phys. Rev. B 62, 10504 (2000).
33. U. Schröter and A. Dereux, Phys. Rev. B 64, 125420 (2001).
34. N. Richard, Phys. Rev. E 63, 026602 (2001).
35. T. Verbiest, M. Kauranen, and A. Persoons, Phys. Rev. Lett. 82,

3601 (1999).
36. A. D. Kim and M. Moscoso, Phys. Rev. E 64, 026612 (2001).
37. J. P. Macquart and D. B. Melrose, Phys. Rev. E 62, 4177 (2000).
38. P. Johansson, S. P. Apell, and D. R. Penn, Phys. Rev. B 64, 054411

(2001).
39. E. Anisimovas and P. Johansson, Phys. Rev. B 59, 5126 (1999).
40. S. P. Apell, D. R. Penn, and P. Johansson, Phys. Rev. B 61, 3534

(2000).



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Noble Metal Nanoparticles

Yiwei Tan, Yongfang Li, Daoben Zhu

Chinese Academy of Sciences, Beijing, People’s Republic of China

CONTENTS

1. Introduction
2. Synthesis
3. Spectroscopic Characterization
4. Properties
5. Self-Assembly
6. Applications
7. Summary

Glossary
References

1. INTRODUCTION
During the final decade of the 20th century, nanomaterials
were the focus of research in the field of materials sci-
ence, which is driven by the expectations concerning the
application of nanomaterials as a forthcoming generation of
functional materials for the new century. A large amount
of knowledge about the synthesis and properties of various
nanoparticles and nanocomposites was accumulated within
such a short period, with numerous new insights and tech-
niques emerging with each passing day. The physical and
chemical properties of substances can be significantly altered
when they are exhibited on a nanometer-length scale, and
this phenomenon opens up a completely new perspective
for materials design that benefits from the introduction of
not only particle size, but also particle morphology as new,
powerful parameters.
A brand new concept is arising in material science: to

utilize nanoparticles as the building blocks to displace the
conventional microdevices by nanodevices. This challenging
innovation will give rise to a revolutionary development:
a drastic reduction in the necessary amount of traditional
materials, subsequently of the cost and pollution, and finally
turning the modern manufacturing that is regarded as an
industry of exhausted natural resources and environmental
harm into “smart and green production.”
The substances with one dimension shrinking down to

1–100 nm can be called nanoscale substances. The nano-
materials can display various geometrical morphologies,

which include zero-dimensional nanoparticles with an aspect
ratio approximately equal to 1, one-dimensional nanorods
(aspect ratio > 1), nanowires, nanofibers, nanotubes, and
nanoribbons or nanobelts [1, 2], two-dimensional nanosheets
[3–5] and nanoscale diskettes [6], and three-dimensional
nanocages [7, 8]. Nanoparticles are the most thermodynam-
ically stable form with respect to the other geometrically
morphological nanoscale materials because they have the
least surface energy. Having sizes located between those of
small molecules (<1 nm) and eukaryotic cells (∼1–50 �m),
they bridge the microscopic and macroscopic world, and pro-
vide completely novel dimensions when it comes to physi-
cal and chemical processing. Therefore, immense successes
will be in gestation in this ongoing frontier research field of
nanomaterials. In this chapter, the topic that will be dealt
with in the following is just confined to the highlights in
recent progress of noble metal nanoparticles. Additionally,
copper nanoparticles are also involved since element copper
belongs to Group IB.
Nanoparticles usually refer to approximately spherical

particles with diameters within the range of 1–100 nm. The
term nanocluster or cluster tends to be restricted for the
description of nanoparticles of diameter less than 4 nm [9].
As used interchangeably in the literature, the terms nano-
particle and colloid are not clearly distinguishable. Colloidal
metal nanoparticles have been known since the end of the
middle ages. At that time, gold colloids were uniformly dis-
persed in glass to form the so-called beautiful red-colored
ruby glass. In 1857, Faraday defined the “finely dispersed
metal” as colloidal solutions of metal [10]. He proposed that
the beautiful color of gold colloids is ascribed to metallic
gold in its colloidal form. Later, at the beginning of the last
century, a theory of light absorption by small metal nano-
particles was developed by Mie through solving Maxwell’s
equations for the absorption and scattering of electromag-
netic radiation by spherical metal particles [11]. However,
the research on noble metal nanoparticles is undergoing an
unprecedented boom nowadays. There are a number of rea-
sons for the resurgence of interest in nanoparticles of inor-
ganic solids. On the one hand, new and powerful tools, both
theoretical and experimental, have become available that
permit a deep understanding of those fascinating materials.
On the other hand, the unusual properties arise from the
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10 Noble Metal Nanoparticles

material dimensions that are on the order of the electron
mean-free path, which motivate their diverse application
potentialities unexplored before. Perhaps most important is
the finding that these materials, particularly when capped,
behave almost like molecules in terms of their solubility, and
the manner in which they can be crystallized in superlattices.
In addition, there is the possibility of covalently modifying
nanoparticle surfaces, in very much the same manner as one
might take with a molecule.
It was found that some properties of metal nano-

particles may be comparable to those of semiconductor
particles. There are no basic differences between metal
and semiconductor nanoparticles since many effects, for
example, sensitization of photoreactions of other solutes,
the ability to store excess electrons and positive holes,
changes in electronic properties upon surface modification,
and photoelectron emission, which have been observed for
semiconductor particles, can be showed in the metal nano-
particles [12]. It is known that large noble metal nano-
particles (i.e., Ag, Au, Pd, Pt, Rh, Ir, etc.) with diameters
more than 10 nm have a high chemical stability due to their
chemical inertness, whereas when the size of noble metal
nanoparticles decreases to 2–4 nm, they are much more eas-
ily oxidized than the corresponding bulk metals in air [9].
Other transition metal nanoparticles are generally sensitive
toward oxygen so that all experiments must be carried out
under anaerobic conditions.

2. SYNTHESIS

2.1. Approaches to Noble
Metal Nanoparticles

The accurate synthesis of colloids is never straightfor-
ward since small changes in synthesis procedures can give
completely different results. Furthermore, the chemical
preparation of colloids can produce nanocrystals having
a crystal structure never found in bulk materials. It is
thought that colloid chemistry could produce alloys of ele-
ments well known as nonalloying systems in the bulk. Noble
metal nanoparticles are able to be prepared by physically or
chemically forming noble metal atoms in suitable solvents,
followed by an aggregation process (dispersion and conden-
sation methods) of the noble metal atoms in the presence or
absence of protective agents such as polymers, surfactants,
or strong coordination ligands. The preparation of size- and
shape-selected noble metal nanoparticles is always a great
goal of chemists and physicists pursuing the transformation
of their potential applications into reality.
Control over both the size and the shape of precious

metal nanoparticles is not only of theoretical significance
in the field of nanomaterials, but also an important way to
modulate the catalytic and some other properties of precious
metal nanoparticles. Much research work has been directed
toward the preparation of shape-controlled precious metal
nanoparticles. In the reported chemical preparations, there
are two kinds of methods to control the morphology of pre-
cious metal nanoparticles. One is template-directed prepa-
ration, in which metal ions or complexes are reduced and
the nanoparticles grow within a template, and therefore the
shape of resulting products is controlled by the morphology

of the template. The other is growth-directed preparation,
by which shape-selective precious metal nanoparticles are
prepared using suitable precious metal precursors, protec-
tive agents, reducing agents, and reducing methods. Tables 1
and 2 show a survey of recent research activities concerning
the synthesis of noble metal nanoparticles.

2.1.1. Physical Methods: Condensation
of Atomic Metal Vapor

The principle of physical preparative methods is the metal
vapor cocondensation with organic vapors in aqueous or
nonaqueous media. These methods include metal evapora-
tion [13–18] and laser pyrolysis [19–27], of which the metal
evaporation route has been known since the start of the last
century and was extensively studied in the 1970s. The metal
vapors are commonly generated at reduced pressure of rel-
atively volatile metals from a resistively heated hearth or an
electron-beam furnace, and subsequently condensed on the
walls of the reactor together with the organic solvent vapors
at low temperature. A colloidal dispersion of the metal is
then obtained by warming the frozen metal/organic mixture.
By this means, Klabunde and co-workers prepared various
dispersions of Au and Pd nanoparticles with a wide size
distribution of 5–30 nm [28–33]. The generated zerovalent
nanoparticles can be stable for several months, but the size
distribution is hard to control.
A recent aerosol route developed by Whetten and co-

workers [34–36] gave rather uniform Ag nanoparticles with
a diameter between 4 and 6 nm: elemental silver metal is
evaporated at high temperatures (∼1500 K) into a flow-
ing, preheated atmosphere of ultrahigh-purity inert gas (Ar,
He, N2, etc.). The flow stream is cooled over a short dis-
tance (and flow time) to lower temperatures, stimulating
the growth of nanoparticles in the desired size range, for
example, ca. 4–6 nm. Then, growth is abruptly terminated by
expansion through a conical funnel accompanied by dilution
in a great excess of cool inert gas. Subsequent steps may
include reheating (annealing) of the separated nanocrys-
tals and etching and passivation by molecular vapors such
as long-chain alkylthiols and alkylamines introduced down-
stream.
Laser ablation techniques as a typical example of a dis-

persion method allow one to conveniently and sanitarily
fabricate various noble metal nanoparticles without intro-
ducing a reductant. Here, let us give a simple description
of it: a metal plate immersed in a solution containing a sta-
bilizer was irradiated with a laser beam focused by a lens;
the metal atoms were evaporated, and then condensed at
the action of laser energy. Figure 1 presents a schematic
diagram of laser ablation for the preparation of metal nano-
particles. The size distribution of the nanoparticles tends to
be broadened because the coagulation processes of atoms
are difficult to be controlled.

2.1.2. Sonochemical, Photochemical,
and Thermal Decomposition

High-intensity ultrasound is a powerful tool for the prepa-
ration of nanostructured materials because of ultrasonic
cavitation caused by ultrasonic irradiation of a liquid.
The acoustic cavitation comprises the formation, growth,
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Table 1. Various synthetic routes for noble metal nanoparticles with the
exception of chemical reduction.

Noble metal
(dispersity) Synthetic route Ref.

Cu (5–100 nm) laser ablation [24]
Cu (20–100 nm) �-radiolysis [65, 247, 248]
Cu (7.5 nm) thermal decomposition [224]
Cu (elongated) sonochemical synthesis [254]
Ag (4–40 nm) laser ablation [25]
Ag (4–6 nm) metal evaporation [34–36]
Ag (13–34 nm) sonochemical synthesis [43]
Ag (6.5–12.5 nm) �-radiolysis [68]
Ag (2–120 nm) �-radiolysis (seed mediated) [70, 71]
Ag (5–10 nm) UV irradiation [78]
Ag (10–20 nm) UV irradiation [81]
Ag (∼4 nm) UV irradiation [85]
Ag (nanoprism) fluorescent light irradiation [263]
Au (1–10 nm) laser ablation [26]
Au (1.7–5.5 nm) laser ablation [27]
Au (10–30 nm) metal evaporation [28]
Au (7–15 nm) metal evaporation [30]
Au (∼2 nm) metal evaporation [31]
Au (2–10 nm) metal evaporation [32]
Au (2–9, 60± 30 nm) sonochemical synthesis [44, 268]
Au (15–22 nm) �-radiolysis [74]
Au (7.5–12.5 nm) UV irradiation [77]
Au (10–20 nm) UV irradiation [78]
Au (∼6 nm) UV irradiation [85]
Au (0.2–5 nm) UV irradiation [89]
Au (triangle, hexagon) UV irradiation [76]
Au (platelets) UV irradiation [88]
Pt (1.7–3.5 nm) sonochemical synthesis [50]
Pt (1–10 nm) sonochemical synthesis [56]
Pt (1–3 nm) �-radiolysis [69, 274]
Pt (1.1 nm) UV irradiation [82]
Pt (0–5 nm) UV irradiation [83, 84]
Pt (2–4 nm) microwave irradiation [91]
Pt (0.6–2.2 nm) microwave irradiation [92]
Pt (2.5–5.0 nm) electrochemical reduction [214]
Pd (8 nm) metal evaporation [29]
Pd (6–110 nm) sonochemical synthesis [46]
Pd (1–6 nm) sonochemical synthesis [56]
Pd (0.1–12 nm) sonochemical synthesis [59]
Pd (2.0–40 nm) UV irradiation [84]
Pd (0.6–3.0 nm) microwave irradiation [92]
Pd (1.4–4.8 nm) electrochemical reduction [213, 214]
Pd (8–10 nm) thermal decomposition [235, 236]

of Pd complex
Ru (3.5 nm) electrochemical reduction [214]
Rh (2.5 nm) electrochemical reduction [214]
Os (2.0 nm) electrochemical reduction [214]
AgcoreAushell �-radiolysis [72]
AucoreAgshell (60 nm) UV irradiation [317]
AucorePtshell �-radiolysis [73]
PtcoreAushell �-radiolysis [73]
Ag/Pt alloy �-radiolysis [300]
Ag/Pd alloy (3–11 nm) UV irradiation [309]
Au/Pt alloy �-radiolysis [301]
(1.6–13.6 nm)

Pt/Cu alloy (2.5 nm) electrochemical reduction [214]
Pt/Pd alloy (3.5 nm) electrochemical reduction [214]
Pt/Rh alloy (2.5 nm) electrochemical reduction [214]
Pt/Sn alloy (3.0 nm) electrochemical reduction [214]
Pd/Ni alloy electrochemical reduction [311]
(2.5–3.5 nm)

and implosive collapse of bubbles in a liquid. When the cav-
itation bubbles are violently collapsing, the temperature and
pressure of the bubbles reach several thousands of degrees
and hundreds of atmospheres, respectively, accompanied by
shock-wave generation [37, 38]. The sonochemical synthesis
of novel nanostructured materials is based on such extreme
conditions. The sonochemical reduction of transition salts
usually proceeds in three steps: the generation of the active
species, the reduction of the metal, and the growth of the
colloids. These three steps occur in different compartments:
(1) in the gaseous phase into the cavitation bubbles where
high temperature and pressure allow water pyrolysis to form
•H and •OH, (2) at the interface between the cavitation bub-
bles and the solution, and finally, (3) in the solution. Hen-
glein first revealed that •H and •OH formed in the course of
sonolysis of water [39], and reported the reduction of AuCl−4
and Ag+ in an aqueous solution by ultrasonic irradiation
under Ar–H2 conditions [40]. Subsequently, the synthesis
of stable metal iron colloids by the sonochemical decom-
position of iron-containing complexes such as Fe(CO)5 was
described [41, 42]. In the case of reduction of noble metal
ions, the sonochemical process undergoes the sonolysis of
water and organic additives, which produce •OH and •H, as
well as the following •R and •H, respectively. For instance,
a previous work by Nagata et al. [43] suggested that the
reduction of Ag+ ions to metallic Ag under the protection of
Ar atmosphere proceeded via the formation of H atoms in
the sonolysis of water, and the subsequent secondary reduc-
ing radicals generated from the abstraction reaction between
organic additives and OH radicals and H atoms. Due to
the low vapor pressure of the metallic salts, the reduction
cannot happen in the gaseous phase. The reduction occurs
mainly at the bubble/solution interface and in solution. By
this means, several types of metal nanoparticles have been
synthesized in the presence of protective agents [44–58] or
support substrates [59].
During the past few decades, � radiolysis of solutions

of precious metal salts has been applied to prepare nano-
particles [60–67]. The reduction of the precious metal ions
occurs here by the reducing species such as organic radi-
cals [(CH3�2C •(OH)] which are generated in the radiolysis
of the aqueous solvent (the solvated electrons or •H and
•OH originating from water radiolysis can react with organic
molecules to give new radicals to reduce metal salts). Under
certain conditions, a large number of atoms are homoge-
neously and instantaneously produced in the course of the
irradiation, thus promoting the generation of particles with a
narrow size distribution. For example, by irradiating a solu-
tion of copper perchlorate (Cu(ClO4�2� containing sodium
formate, Cu nanoparticles are formed through the reduc-
tion of Cu2+ by both solvated electrons and CO2− generated
during radiolysis [65]. The irradiation of a solution compris-
ing AgClO4, sodium citrate, 2–propanol, and nitrous oxide
yields rather uniform cuboctahedra and icosahedra nano-
particles [68]. Intriguingly, in an original example of radi-
olytic Pt colloid synthesis [69], both the nanoparticles and
the protective polymer are produced simultaneously by radi-
olysis of a solution containing the monomer (acrylamide)
and the metal salts (H2PtCl6�. In the presence of seeds, radi-
olytic reduction has also been applied to enlarge particles.
Gold nanoparticles with diameters ranging from 2 to 120 nm
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Table 2. Chemical reduction approaches to noble metal nanoparticles with different reducing and stabilizing agents.

Noble metal (dispersity nm) Reducing agent Stabilizer Ref.

Cu (<5 nm) H2 carbon nanotube (template and support) [253]
Cu (4.8–15.0 nm) NaBH4 PVP, PVA, dextrin, amylopectin, cellulose [160–162]
Cu (<1.8 nm) NaBH4 polyamidoamine [167]
Cu (<5 nm) NaBH4 alkylxanthate [245]
Cu (4.5–6.0 nm) N2H4 polyamidoamine [166]
Cu (6.6–22.7, 15.5–30.2 nm) N2H4 ·H2O PVP [197]
Cu (4–7, 6–9, 3–12 nm) N2H4 AOT reverse micelles [215, 217, 249]
Cu (3–30 nm) N2H4 ·H2O methanol [234]
Cu (5–40 nm) NaBH4 glycerol monooleate [181]
Cu (5.5–12.5 nm) NaBH4 AOT reverse micelles [215]
Ag (5–20 nm) methanol poly[(vinyl alcohol)–co–(N–vinylpyrrolidone)] [138]
Ag (3.3 nm) KBH4 polystyrene–b–poly(ethylene oxide) [85]
Ag (1.6–38.6 nm) KBH4 cationic polyelectrolytes [165]
Ag (<5 nm) NaBH4 polyamidoamine [174]
Ag NaBH4, N2H4 polystyrene–b–polyvinylpyridine [201]
Ag (4–12 nm) NaBH4 unsaturated long-chain carboxylate [241]
Ag (4–9 nm) NaBH4 substituted long-chain alkanethiol [259]
Ag (2–20 nm) N2H4 anisic acid [98]
Ag (hexagonal nanoplate) N2H4 aniline [200]
Ag (1–9.4 nm) N2H4 AOT reverse micelles [261, 262]
Ag (1–3 nm) Cu nanocluster polyamidoamine [103]
Ag (10–60 nm) formaldehyde sodium dodecylbenzenesulfonic acid [112]
Ag (25 nm) tannins carboxylated polystyrene latex [112]
Ag (20–30 nm) NaH2PO2–tannins carboxylated polystyrene latex [112]
Ag (nanodisk) aging of triangular CTAB [115]

Ag nanoplate
Ag (polygonal nanoprism) N ,N–dimethyl formamide PVP [264]
Ag (truncated triangular ascorbic acid CATB [266]
nanoplate) (seed-mediated growth)

Ag (3–16, 40–60 nm) citrate citrate [185, 256]
Ag (2.5–25 nm) nonionic surfactant nonionic surfactant [186]
Ag (1.5–5 nm) triethylamine dodecanethiol [228]
Au CO polyvinyl sulfate [210]
Au (2–14 nm) ethylene glycol PVP [143]
Au (1–8 nm) (CH3�2NH ·BH3 polyamidoamine [102]
Au (3 nm) KBH4 polystyrene–b–poly(methacrylic acid) [85]
Au (5 nm) KBH4 polystyrene–b–poly(ethylene oxide) [85]
Au (1.8–3.7 nm) NaBH4 polyamidoamine [169, 174, 176]
Au (1.0–4.2 nm) tetra(hydroxymethyl) tetra(hydroxymethyl) phosphonium [230]

phosphonium chloride chloride
Au (5.1–7.4 nm) NaBH4 polymethylphenylphosphazene [232]
Au (1–3 nm) NaBH4 alkanethiol [238]
Au (5.5 nm) (refluxing NaBH4 alkanethiol [227]
with thiol)

Au (4.5–10.5 nm) NaBH4 tetraalkylammonium halide [118, 384, 404]
Au (0–6 nm) dimethylamineborane hydrophobic polyamidoamine [177]
Au (1–3 nm) Cu, Ag nanocluster polyamidoamine [103]
Au (15–40 nm) N2H4 CTAC, SDS, hexadecylpyridinium chloride [198, 199]
Au (9 nm) N2H4 polystyrene–b–polyvinylpyridine [202]
Au (18, 32, 41, 56, 116 nm) NH2OH (seed-mediated sodium citrate [101]

growth)
Au ascorbic acid sodium citrate [114]

(seed-mediated growth)
Au (10–900 nm) sodium citrate sodium citrate [9, 108–110, 229]
Au (26–36 nm) formamide PVP [111]
Au (20, 50–200 nm) polyaniline N–methyl–2–pyrrolidone, polyaniline [116]
Au (0–3 nm) o–anisidine N–methyl–2–pyrrolidone, (C7H15�4NBr [117]
Au (platelets) potassium bitartrate thiocyanuric acid [118]
Au (∼15 nm) oligothiophene polyelectrolytes [131]
Pt (1–5 nm) methanol PVA, PVP, poly(methyl vinyl ether) [120, 140, 144]
Pt (1.7–2.2 nm) methanol, ethanol polyelectrolytes [127, 130]

continued
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Table 2. Continued.

Noble metal (dispersity nm) Reducing agent Stabilizer Ref.

Pt (2–4 nm) methanol poly[(vinyl alcohol)–co–(N -vinylpyrrolidone)] [138]
Pt (2.2, 2.8 nm) ethanol polystyrene–b–poly(methacrylic acid) [132]
Pt (2.6, 2.8 nm) ethanol polystyrene–b–poly(ethylene oxide) [132]
Pt (0.25–5.5 nm) ethanol poly(N–isopropylacrylamide) [134, 136]
Pt (0.5–4.5 nm) ethanol poly(N–vinylisobutyramide) [135]
Pt (1.9–3.3 nm) alcohol (MeOH, EtOH, PVP [368]

1–PrOH)
Pt (0.4–3.6 nm) H2 PVP [94, 278]
Pt (0–15.0 nm) H2 SDS, dodecyltrimethylammonium chloride [84]
Pt (5–10 nm) H2 sodium citrate, NaOH [96]
Pt (cube, tetrahedron, icosohedron, H2 sodium polyacrylate [93]
cubic octahedron, irregular prism)

Pt (5–8 nm) H2 sodium polyacrylate, polyphosphate [274]
Pt (1–3, 3–5 nm) H2 polyethyleneoxide–polyethyleneimine [205]
Pt (3–10 nm) (cube) H2 oxalate [272]
Pt (cube) H2 poly(N–isopropylacrylamide) [273]
Pt (1.2, 1.5 nm) CO nitrocellulose, cellulose acetate [279]
Pt (0.8–2.0 nm) ethylene glycol ethylene glycol [107]
Pt (0–5.5 nm) ethylene glycol poly(N–sulfonatopropyl–p–benzamide) [137]
Pt (2–12 nm) ethylene glycol PVP [143]
Pt (0.25–3 nm) formaldehyde, benzaldehyde trioctylmethylammonium chloride, TOPO [113]
Pt (1.3–2.2 nm) KBH4 polyelectrolytes [127, 130]
Pt (3.3 nm) KBH4 polystyrene–b–poly(methacrylic acid) [132]
Pt (2.2 nm) KBH4 polystyrene–b–poly(ethylene oxide) [132]
Pt (0.25–4.5 nm) NaBH4 poly[(vinylamine)–co–(N -vinylisobutyramide)] [133]
Pt (0.5–4.0 nm) NaBH4 polyamidoamine [168, 170, 174]
Pt (3–10 nm) (cubic) NaBH4 (0 �C) [269]
Pt (2–5 nm) (highly faceted) LiBH4, LiB(C2H5�3H, LiAlH4 nonionic surfactants [271]
Pt (1.3 nm) dimethylamineborane polyamidoamine [175]
Pt N2H4 ·H2SO4 PVA [146]
Pt (2.5–4.0 nm) N2H4 cetyltrimethylammonium bromide [147, 148]
Pt (2.5–3.5 nm) N2H4 pentaethylene glycol dodecyl ether [147, 148]
Pt (1–5 nm) Li (or Na,K)[B(Et)3H], H2, tetraalkylammonium halide [189–195]

LiH, BEt3
Pt (1–3 nm) Cu, Ag nanocluster polyamidoamine [103]
Pt (2.0–4.0 nm) sodium citrate sodium citrate [208]
Pd (1.0, 3.4, 7.8 nm) ethanol polystyrene–b–poly(methacrylic acid) [85, 132]
Pd (2.1, ∼5, 6.8 nm) ethanol polystyrene–b–poly(ethylene oxide) [85, 132]
Pd (1–4 nm) alcohol (MeOH, EtOH, PVA, PVP, poly(methyl vinyl ether) [106, 120, 139,

1-PrOH) 144, 277]
Pd (7.5 nm) methanol PVP [280]
Pd (1.5–7 nm) ethanol polyacids [128]
Pd (10, 19 nm) ethylene glycol PVP [143]
Pd (1–12 nm) H2 polyethyleneoxide–polyethyleneimine [205]
Pd (1.7–3.7 nm) H2 PVP [206, 277, 280]
Pd (1.0 nm) CO PVP [278]
Pd (3.5 nm) CO nitrocellulose, cellulose acetate [279]
Pd (5–15 nm) N2H4 poly(acrylic acid) [97]
Pd (5 nm) N2H4 pentaethylene glycol dodecyl ether [147]
Pd (2.7–10.7 nm) N2H4 CTAB, SDS, polyoxyethylene isooctyl phenyl ether [180, 275, 276]
Pd (3.3 nm) N2H4 polystyrene–b–polyvinylpyridine [201, 203]
Pd (6.5 nm) N2H4 polystyrene–block–poly–m–vinyltriphenylphosphine [207]
Pd (1.0–3.7 nm) KBH4 polyelectrolytes [130]
Pd (1.3–2.1 nm) KBH4 polystyrene–b–poly(methacrylic acid) [132]
Pd (1.7–3.6 nm) KBH4 polystyrene–b–poly(ethylene oxide) [132]
Pd (1–3 nm) NaBH4 polyamidoamine [168]
Pd (1–2.7 nm) NaBH4, LiB(C2H5�3H polystyrene–b–polyvinylpyridine [201, 203, 204]
Pd (2.7–9.3 nm) NaBH4 CTAB, SDS, polyoxyethylene isooctyl phenyl ether [275, 276]
Pd (1–2 nm) LiB(C2H5�3H polystyrene–block–poly–m–vinyltriphenylphosphine [207]
Pd (1–5 nm) NaBH4 alkanethiolate [231]
Pd (1–6 nm) Li (or Na,K)[B(Et)3H], H2, tetraalkylammonium halide [190–195]

LiH, BEt3

continued
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Table 2. Continued.

Noble metal (dispersity nm) Reducing agent Stabilizer Ref.

Pd (1.8–2.5 nm) NaH2PO2 polystyrene–b–poly(methacrylic acid) [132]
Pd (1.8 nm) NaH2PO2 polystyrene–b–poly(ethylene oxide) [132]
Pd (50–200) polyaniline polyaniline [116]
Pd (0.8–4 nm) sodium formate trioctylmethylammonium chloride [179]
Pd (2.7–20 nm) ascorbate CTAB, SDS, polyoxyethylene isooctyl [276]

phenyl ether
Pd (1–3 nm) Cu, Ag nanocluster polyamidoamine [103]
Ir (0–3 nm) methanol PVA, PVP, poly(methyl vinyl ether) [120]
Ir (3 nm) ethylene glycol PVP [143]
Ir (0.6–2.7 nm) Li (or Na,K)[B(Et)3H], H2, tetraalkylammonium halide [189–195]

LiH, BEt3
Ir (2.5 nm) H2 (in the presence pentaethylene glycol dodecyl ether [147]

of catalyst: Al2O3/Pt(2%))
Ir (1.4–3.0 nm) H2 Bu4N+/P2W15Nb3O

9−
62 [154–157]

Ru (1.0–3.0 nm) H2 nitrocellulose, cellulose acetate [279]
Ru (1.1 nm) H2 PVP, cellulose acetate [280, 281]
Ru (2–3 nm) H2 alkylamines, alkylthiols [281]
Ru (12–35, 80–100 nm) H2 methanol/THF [282]
sponge-like

Ru (0.7–2.2 nm) ethylene glycol ethylene glycol [107]
Ru (2 nm) ethylene glycol PVP [143]
Ru (1–2 nm) Li (or Na,K)[B(Et)3H], H2, LiH, BEt3 tetraalkylammonium halide [189–195]
Rh (0.7–2.2 nm) ethylene glycol ethylene glycol [107]
Rh (0.9–3.4 nm) methanol PVA, PVP, poly(methyl vinyl ether) [119–121]
Rh (2.8 nm) ethanol cyclodextrine [123]
Rh (2–3 nm) H2, NaBH4 trisulfonate surfactant [149, 150, 182, 183]
Rh (3 nm) H2 pentaethylene glycol dodecyl ether [147]
Rh (2–3 nm) H2 trioctylmethylammonium chloride [151–153]
Ru (2.4–6.1 nm) H2 Bu4N+/P2W15Nb3O

9−
62 [158, 159]

Rh (1.3–4 nm) Li (or Na,K)[B(Et)3H], H2, LiH, BEt3 tetraalkylammonium halide [189–195]
Os (<1 nm) methanol PVA, PVP, poly(methyl vinyl ether) [120]
Os Li (or Na,K)[B(Et)3H], H2, LiH, BEt3 tetraalkylammonium halide [189–195]
Cu/Pd alloy (1–4 nm) ethylene glycol PVP [294–296]
Cu/Pd alloy (3.0–5.0 nm) 2–ethoxyethanol PVP [299]
Cu/Pt alloy (1–4.5 nm) ethylene glycol PVP [294]
Cu/Au alloy (3.8 nm) N2H4 AOT reverse micelles [303]
Ag/Pt alloy (1.8–5.2 nm) NaBH4 PVP [310]
Ag/Pd alloy (4–10 nm) ethylene glycol PVP [292]
Au/Pt alloy (3–4.5 nm) N2H4 AOT reverse micelles [304]
Au/Pd alloy (0.5–3.0 nm) ethanol PVP [288]
Au/Pd cluster-in-cluster ethanol PVP [312]
(1.0–4.5 nm)

Pt/Pd alloy (1–4 nm) H2 PVP [287]
Pt/Pd alloy (0.5–3.0 nm) ethanol PVP [284–286, 291]
Pt/Pd alloy (2–5 nm) N2H4 pentaethylene glycol dodecyl ether [302]
Pt/Ru alloy (1–4 nm) Li (or Na,K)[B(Et)3H], H2, LiH, BEt3 tetraalkylammonium halide [189–195]
Pt/Ru alloy (1.1–1.4 nm) H2 PVP [308]
Pt/Ru alloy (0.8–3.0 nm) N(Oct)4[BEt3H] tetraoctylammonium [305, 306]
Pt/Rh alloy (2–7 nm) ethanol PVP [289]
Pt/Fe alloy (6 nm) 1,2 hexadecanediol and thermolysis oleic acid and oleyl amine [320]
Pt3Co alloy (1.5–7.2 nm) 1,2 hexadecanediol and thermolysis 1–adamantanecarboxylic acid [225, 321]
Pt3Co alloy (1.5–2.1 nm) Co2(CO)8 (transmetalation reaction) oleic acid [322]
PtCoFe alloy (3.5 nm) 1,2 hexadecanediol and thermolysis oleic acid and oleyl amine [319]
Pd/Ni alloy (1.2–2.8 nm) ethylene glycol PVP [297, 298]
Pt/Sn alloy (0.4–2.8 nm) N(Oct)4[BEt3H] tetraoctylammonium [307]
Pd/Rh (Ru) alloy methanol PVP [291]
AgcorePtshell (12 nm) Co2(CO)8 (transmetalation reaction) oleic acid and tridodecylamine [313]
AucoreAgshell (27–62 nm) ascorbic acid CTAB [428]
AucorePtshell (1–7 nm) N2H4 ·H2O AOT reverse micelles [100]
AucorePt(Pd)shell (∼35 nm) NH2OH ·HCl P(m–C6H4SO3Na)3, p–H2NC6H4SO3Na [313]
PdcorePtshell (1.5–5.5 nm) H2 PVP [316]
PdcoreAushellAgshell H2 sodium citrate [95]
CocorePtshell (4.0–8.0 nm) Co nanoparticle C12H25NC [322]
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Figure 1. Schematic diagram of the experimental apparatus for laser
ablation. Reprinted with permission from [25], F. Mafuné et al., J. Phys.
Chem. B 104, 9111 (2000). © 2000, American Chemical Society.

have been made by this technique [70, 71]. The amount of
gold that is allowed to deposit onto the seed particles is
any desired. This procedure can also be used to prepare
bimetallic nanoparticles of the core–shell type. For instance,
Au(CN)−2 was reduced on silver [72] and platinum [73] nano-
particles. In addition, the radiolytic preparation of transition
metal nanoparticles is also possible in organized environ-
ments such as micelles or microemulsions [74].
A slow UV-reduction technique is a quite effective class

of generation of nanoparticles with well-defined shapes,
by which long Ag naonrods, beautiful Ag dendrites [75],
and large, but thin, platelet-like Au nanoparticles with a
triangular or hexagonal shape [76] are generated, respec-
tively. Here, it should be mentioned that the concentra-
tion of noble metal ions and the amount of protective
polymers is of paramount importance in the shape con-
trol. Other reports on the photolysis of metal salts include
the UV–visible irradiation of Au [77–80], Ag [78–81], or
Pt [82] salts in reverse microemulsions in the presence of
surfactants or polymers to yield metallic nanoparticles. In
the presence of micelles of a wide range of surfactants,
Toshima et al. synthesized Pt [83, 84] and Pd [84] colloids
by photolysis and hydrogen reduction. They found that the
UV–visible irradiation technique gives smaller and better
dispersed nanoparticles. Mayer and Esumi described the
UV–visible photolytic synthesis of Au nanoparticles stabi-
lized by block copolymers, polyelectrolytes [85–88], or den-
drimers (polyamidoamine: PAMAM) [89]. Another aspect of
utilizing the UV–visible irradiation technique is the encapsu-
lation of Pt nanoparticles into polymerized vesicles [90]. The
vesicle reticulation and the colloid formation occur simul-
taneously during irradiation. More recently, the microwave
irradiation reduction technique has been developed to syn-
thesize noble metal nanoparticles [91, 92]. In principle,
microwave irradiation is alien to UV photolysis and �-ray
radiolysis. The generation of metal nanoparticles originates
from the heating effect rather than the energy of the quan-
tum of a microwave. Polar molecules can be heated quickly
under the microwave irradiation, but nonpolar molecules

cannot couple with microwaves, so that the polar reac-
tion solution can be heated to a high temperature instanta-
neously and homogeneously by microwaving. In comparison
with conventional heating, more uniform nucleation and a
shorter crystallization time will be achieved for the forma-
tion of colloids.

2.1.3. Chemical Reduction
of Noble Metal Salts

From an efficiency point of view, the chemical reduc-
tion of a precious metal salt in an organic or aqueous
medium is preferred and economical, so that it has thus
motivated a vast amount of work. A series of chemical
reduction approaches have been employed to prepare pre-
cious metal nanoparticles, in which the reducing agents
comprise various compounds, such as H2 [93–96], NaBH4,
N2H4 [97–100], NH2OH [101], (CH3�2NH ·BH3 [102], Cu or
Ag (relatively active metals for metathesis reaction) [103],
ethanol [104–106], ethylene glycol [107], citric acid and cit-
rate [108–110], formamide [111], formaldehyde [112, 113],
ascorbic acid [114, 115], polyaniline [116], o–anisidine [117],
and potassium bitartrate [118]. In these preparative pro-
cedures, the formation of metal nanoparticles is strongly
governed by the balance of nucleation rate and particle
growth. The control of the size of nanoparticles can be real-
ized by simply changing the ratio of the nucleation rate
to the growth of particles. If the rate of particle growth is
much smaller than that of nucleation, it will result in the
production of a large number of small embryos, and then
these embryos grow further to form tiny nanoparticles. The
achievement of accurate control of the stability and reac-
tivity of the quantum particles is also required to allow
the attachment to the surface substrates or other particles
without leading to coalescence, and hence losing their size-
induced electronic properties.
The refluxing of alcohol and some noble metal salts

will lead to the formation of nanoparticles in the pres-
ence of stabilizers. In this process, the alcohol acts both
as a solvent and a reducing agent. In general, the alco-
hols contain �–hydrogen. Thus, methanol, ethanol, and iso-
propanol are good candidates as reducing agents, whereas
tert–butyl alcohol is not effective. During the reduction, the
alcohols are oxidized to the corresponding carbonyl com-
pounds. The presence of water is often required to ful-
fill this reaction. Hirai, or more recently Delmas, have
extensively used aqueous alcohols as reducing agents in
the synthesis of colloids such as Rh, Pt, Pd, Os, and
Ir [104, 119–125]. The effective stabilizers can be a series
of polymer materials or oligomers, such as polyvinylic
alcohol (PVA), poly(N–vinylpyrrolidinone) (PVP), poly-
vinylic ether (PVE), or cyclodextrine. Other types of poly-
mers were also used for the stabilization of Au, Pd,
and Pt colloids formed during the metallic salt reduc-
tion, such as various polyacids [126–129], polyelectrolytes
[126, 127, 130, 131], block copolymers [85, 126, 127,
132, 133], poly(N–isopropylacrylamide) (PNIPAAm) [134–
136], poly(N–sulfonatopropyl–p–benzamide) [137], and
PVA/PVP copolymers [138]. The synthetic conditions,
including the variation of stabilizer quantity [139–143], struc-
ture and quantity of alcohol [139–143], metallic precur-
sor [142, 143], as well as the addition of a base [144] have
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an impact on the particle size distribution. Several system-
atical studies revealed that the reduction of H2PdCl4 [139],
H2PtCl6 [140], and RhCl3 [141] leads to smaller particles
when the alcohol used had a higher boiling point. In the
same way, the addition of NaOH in the course of the reduc-
tion of H2PtCl6 or PdCl2 with methanol is accessible to a
decrease in the size of the particles formed [144]. In addi-
tion, heating has an effect on particle size at times. The quick
heating by microwaves of an aqueous alcoholic solution of
H2PtCl6 allows the formation of nearly monodispersed Pt
nanoparticles [91].
The hydrogen reduction method is one of the most pow-

erful tools providing access to a variety of noble metal
nanoparticles. With PVA as the protecting agent, aque-
ous colloidal solutions of Au, Ag, Ir, Pt, Pd, Rh, and
Ru were prepared by H2 reduction of the corresponding
chloride salts [145]. Accordingly, hydrazine polyacrilic acid-
stabilized Pt nanoparticles were fabricated [146]. A hydro-
gen reduction protocol was also applied to synthesize diverse
precious noble metal nanoparticles in microemulsions, by
which the preparation of Rh, Pt, Pd, and Ir colloids was
achieved [147, 148]. In other reports, Rh nanoparticles were
synthesized by hydrogen reduction of an aqueous solu-
tion of RhCl3 in the presence of a trisulfonated surfactant
[149, 150]. The reduction of RhCl3 by hydrogen in water
containing trioctylamine followed by extraction into CH2Cl2
gave a stable dispersion of Rh nanoparticles [151–153].
Thus, surfactant-capped organosols were obtained by the
extraction of the colloidal metal into an immiscible CH2Cl2
phase from a preformed hydrosol. Here, the use of triocty-
lamine introduced both the phase transfer agent and the sta-
bilizer as a single reagent. Finke and co-workers [154–159]
studied the reduction of Ir and Rh organometallic com-
plexes by hydrogen. Zerovalent nanoparticles stabilized by
a couple ammonium (Bu4N+�/polyoxoanion (P2W15Nb3O

9−
62 �

generating electrostatic stabilization are formed. These
nanoparticles have a great stability, and their size dis-
tributions were sufficiently narrow to be qualified as
monodispersions.
The borohydrides (NaBH4 or KBH4� are very strong

reducing agents, and can reduce most transition metal
salts to elemental metal. With the borohydrides reduc-
tion method, extensive polymers (PVP, PVE, and PVA)
and polysaccharides-stabilized Cu nanoparticles [160–162],
PVP-stabilized Pt nanoparticles [163], and stabilizing poly-
mers (cationic polyelectrolytes, polyacids, nonionic poly-
mers, and block polymers)-protected Ag, Au, Pt, and Pd
colloids in aqueous solution [85–88, 129, 130, 132, 164,
165] are widely investigated. Recently, borohydride reduc-
tion was used to obtain nearly monodispersed dendrimers
(polyamidoamine or PAMAM)-protected Au, Ag, Pt, and
Cu colloids [166–176]. The oleo-soluble dimethylaminebo-
rane has also been used to prepare Au organosol in the
presence of hydrophobically modified PAMAM in toluene
or chloroform [177]. Cationic, anionic, and nonionic surfac-
tants are extensively applied to stabilize a noble metal col-
loidal aqueous solution prepared by borohydride reduction.
By this means, the fabrication of Ru, Rh, Pd, Pt, Ag, and
Au nanoparticles stabilized by quaternary ammonium, sul-
fates, or poly(ethylene glycol) is reported [178]. As effective
stabilizers, aliquat 336 (trioctylmethylammonim chloride)

and CTAB (cetyltrimethylammonium bromide) or glycerol
monooleate also show the stabilization for Pd [179, 180]
or Cu [181] nanoparticles in water/oil microemulsions. In
addition, aqueous solutions of colloidal Rh stabilized by a
trisulfonated surfactant were obtained with the borohydride
reduction method [182, 183]. The borohydride-reducing
approach has been proven to be successful in the prepa-
ration of transition metal colloids in organic media. For
instance, after reducing a metallic salt in aqueous phase by
NaBH4 and then evaporating the water, the solid obtained
can be redispersed in an organic solvent [184]. A range of
approaches to the phase transfer of nanoparticles has been
developed, with most studies focusing on the transfer from
aqueous to organic media [185–188]. A valuable trick of the
production of metal organosols involves the utilization of
tetraalkylammonium hydrotriorganoborates (NR4(BEt3H))
in THF solution to reduce a wide range of Group VIB,
VIIB, VIII, and IB metal halide salts [189–195]. The par-
ticle size locates generally between 1 and 10 nm. If appro-
priately substituted tetraalkylammonium salts are used, the
colloidal metal nanoparticles can be solubilized in organic
media. This protocol provides the possibility of large-scale
production of various metal nanoclusters. However, there is
a lack of exact compositional characterization of the resul-
tant colloidal materials. Indeed, it was found that the result-
ing colloids contain boron from the initial BEt3H− reductant
as a 1–2% impurity [195]. The advantage of this preparation
process lies in the coupling of both the stabilizing agent (the
NR−

4 group) and the reducing group in the same reagent.
A high local concentration of the stabilizer is present during
the reduction process, thus limiting the growth of the par-
ticles. The alternative developed by Bönnemann consists of
coupling the reducing agent with the transition metal salts
((NR4�mMXnYm�. The reaction route can be denoted as

NR4�mMXnYm + nRed
THF−→Mcolloid + nRedX + mNR4Y

M = Group VIB, VIIB, VIII, IB metals
X�Y = Cl, Br
R = alkyl, C4–12
Red = H2, LiH, Li (or Na,K)BEt3H, BEt3. (1)

This novel compound is then reduced by hydrides (super-
hydride, lithium hydride) to yield colloidal metal nano-
particles, where the local concentration of the protective
agent is also high, leading to the particle size being 1–10 nm.
Recently, Caruso contributed a promising strategy for pro-
viding the spontaneous phase transfer of nanoparticles from
organic to aqueous media. First, HAuCl4 or Na2PdCl4 were
reduced by NaBH4 in the presence of tetraoctylammonium
bromide in toluene, and then the rapid and complete trans-
fer without signs of degradation or aggregation of the nano-
particles was performed by the addition of aqueous 4–
(dimethylamino)–pyridine solution [196].
Hydrazine and sodium citrate find their unique appli-

cations in the preparation of metal colloids. Hydrazine
can be used in all of its forms to reduce transition met-
als. It allows us to reduce Cu [197] in the presence of
PVA and PVP or Pd [180] in the cationic water-in-oil
microemulsions of water/CTAB/n–butanol/isooctane at
25 �C. Hydrazine hydrochloride [145] or sulfate [146] turned
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out to be efficient in the preparation of colloidal metal.
The results recently reported in the literature also com-
prise the reduction of HAuCl4 by hydrazine in the presence
of cationic or nonionic surfactants (cetyltrimethylammo-
nium chloride (CTAC), sodium dodecyl sulfate (SDS),
hexadecylpyridinium chloride, dodecylpyrridinium chloride)
[198, 199], the production of hexagonal Ag nanoparticles
in the presence of aniline [200], the synthesis of Au, Pd,
Ag, and Rh nanoparticles stabilized by block copolymers
such as polystyrene–b–polyvinylpyridine, polystyrene–b–
poly–m–vinyltriphenylphosphine, or poly(ethylene oxide)–
polyethyleneimine, in which several polymer-stabilized
systems show high thermal stability and can be used in dras-
tic conditions [88, 201–207].
Sodium citrate has been known for half a century as a

frequently used reducing agent in the synthesis of colloidal
noble metal. Turkevich et al. [108] pointed out that the cit-
rate is not only a reductant, but also an ionic stabilizer in the
process of the nucleation and growth of Au nanoparticles
reduced by sodium citrate. The preparation of Pt [208] and
Ir [209] nanoparticles has also been accessible by the citrate
reduction route. However, citrate anion is a noninnocent
ligand, and has one significant disadvantage because of the
simultaneous formation of the intermediate acetone dicar-
boxylic acid, which results in compositionally ill-defined col-
loids in opposition to focused modern nanoparticles. Carbon
monoxide is also a useful reducing agent in the synthesis
of metallic colloids. Kopple et al. reduced HAuCl4 in the
presence of polyvinyl sulfate to obtain Au colloidal parti-
cles [210]. CO can also reduce PtO2 to form Pt nanoparticles
[211].

2.1.4. Electrochemical Reduction
The pioneer work in the electrochemical approach to
noble metal nanoparticles was developed by Reetz and
co-workers [212, 213]. This large-scale synthetic procedure
can offer size-controlled nanoparticles. A sacrificial anode,
which is oxidized in the presence of quaternary ammonium
salt, is used as a metal source. The quaternary ammonium
salt is not only an electrolyte, but also a stabilizing agent.
The ions are then reduced at the cathode to yield the
metallic nanoparticles. In this way, Reetz and co-workers
synthesized Pd nanoparticles with various sizes dispersed in
acetonitrile/THF. The formation mechanism can be divided
into five steps: (1) dissolution of the anode to form metal
ions (oxidation of Pd to Pd2+�, (2) migration of the metal
ions to the cathode, (3) reduction of the metal ions at the
surface of the cathode, (4) aggregation of the particles sta-
bilized by the ammonium ions around the metal cores, and
then (5) precipitation of the Pd nanoparticles. This method
allows us to produce nanoparticles of well-controlled size by
varying the current intensity (higher current intensity gives
smaller particles), and to obtain high yields (>95%) [212].
This synthetic procedure can be applied to easily oxidized
transition metals such as Ni and Cu. The solubility of the
colloids obtained can be modulated from nonpolar solvents
such as pentane to polar solvents such as water by changing
the polarity of the protecting agent (tetraalkylammonium
halide for apolar solvents or sulfobetaine for polar sol-
vents) [214]. For less easily oxidized metals such as Pt, Rh,

and Ru, the anode and the cathode used are made of Pt,
and the metallic precursor is a transition metal salt [214]. In
this new process, the anode is no longer sacrificed, and the
metallic precursor is reduced by electrolysis in the presence
of a quaternary ammonium salt which is both the electrolyte
and the stabilizing agent.

2.1.5. Size Control of Noble
Metal Nanoparticles

The size of noble metal nanoparticles is greatly influenced by
the kind and concentration of the reducing agent. An appro-
priate choice of the kind and concentration of the reducing
agent is important in controlling the particle size because the
reducing rate of noble metal salts to noble metal is greatly
affected by those of the reducing agent. In general, an
increase in the concentration of the reducing agent increases
the reduction rate of noble metal ions, leading to the forma-
tion of smaller noble metal nanoparticles. In other words,
the protective agents (i.e., capping agents or stabilizers),
besides apparently stabilizing the noble metal nanoparticles
by protecting them from aggregating, can remarkably per-
turb the growth of particles through the coordination of
active atoms of protective agents to surface metal atoms of
noble metal nanoparticles. Accordingly, the amount of pro-
tective agents added to the colloidal solutions is expected to
affect the growth process for the noble metal nanoparticles.
An increase in the ratio of protective agents to noble metal
ions can intensively suppress the growth of noble metal par-
ticles within a shorter time, leading to smaller noble metal
nanoparticles.
Alternatively, one design strategy that shows tremendous

potential as a viable route by which to produce metal nano-
particles with improved size control and colloidal stabil-
ity is to vary the particle growth medium. Examples of
such a growth medium include a solvent, template (i.e.,
using micelles as the microreactor), and a specialized poly-
mer matrix. Founded on this fact, a judicious choice of
the reaction media to control the size and/or polydisper-
sity of the particles opens new ways to such production,
which is carried out using various colloidal systems such
as reverse micelles [i.e., water-in-oil droplets (W/O) sta-
bilized by a monolayer of surfactant (e.g., sodium bis(2–
ethylhexyl)sulfosuccinate, usually called Na(AOT))] [99,
215–221], Langmuir–Blodgett films [222, 223], organometal-
lic techniques [224–226], and simple single-phase or two-
phase liquid–liquid systems [227–232].
One typical preparation of colloidal metals relying on

reaction media is to utilize micelles or liposomes as a sta-
bilizer containing either metal salts or a reductant, thereby
acting as microreactors to control the size distribution of the
noble metal particles produced. A series of morphologies
that can be produced by this method have been described as
“cherries” (one central metal particle), “raspberries” (multi-
ple internal particles), “strawberries” (a layer of metal par-
ticles outside the micelle boundary), and “red currant” or
“ginger root” (a dendritic type with strings of metal particles
radiating away from the central micelle) [233].
The conventional strategies for the preparation of small

precious metal nanoparticles in the presence of a protec-
tive agent have been greatly promoting the development
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of metal colloid or nanoparticle chemistry. However stable,
“unprotected” small precious metal nanoparticles in organic
media with a reasonable metal concentration should be of
great help for research in the active and prospective field
of metal nanoparticle chemistry. “Unprotected” metal col-
loids do not mean that the metal nanoparticles are truly
bare. In fact, they are stabilized by solvents or simple anions
adsorbed on them, or by both. In the presence of protec-
tive agents, not only are the formed metal nanoparticles sta-
bilized, but also the clustering processes are influenced by
the protective agents. In the absence of protective agents,
however, to effectively prepare stable “unprotected” metal
nanoparticles with small size and narrow size distribution in
organic media, a suitable solvent and an effective method
for controlling the precious metal nanoparticle size have to
be used. Up to now, some results of the preparation of
nanoscopic metal colloids in organic media without tradi-
tional protective agents have been described [29, 234–238];
the products can be called “unprotected” metal colloids. The
“unprotected” copper colloid in methanol was prepared by
the reduction of copper (II) salts with hydrazine hydrate.
The produced colloidal particles have a mean diameter of
13.3 nm [234]. The stable Pd colloids with average diame-
ters of 6–8 nm in acetone or propanol are synthesized by
using the atom clustering process [29]. These Pd colloidal
particles are “living” in the sense that they can be used to
produce metal film. Stable palladium colloids with average
particles sizes of 8–10 nm were also prepared from thermal
decomposition of palladium complexes in methyl isobutyl
ketone [235, 236]. By the chemical reduction method, using
polyol as the reductant as well as the protective solvent, fine
powders of Cu, Ni, Co [237], and tiny noble metal nano-
particles (Pt, Rh, and Ru) with particle sizes less than 3 nm
were prepared [107], respectively. In general, the species
adsorbed on the “unprotected” metal nanoparticles, that
is, solvent molecules and the simple anion, can easily be
removed or replaced by various coordination ligands or pro-
tective agents. This characteristic makes the “unprotected”
metal nanoparticles very attractive as a building block mate-
rial to prepare various nanoscopic metal clusters with the
same core size and demanding different modifying or pro-
tecting shells, as well as matrix materials.

2.2. Au Nanoparticles

Au nanoparticles are the most intensive and comprehen-
sive research subject in metal nanoparticles. It is necessary
to elucidate exclusively in detail. Gold sols are easily pre-
pared, and are identified by the attractive color which can
vary from ruby red through purple to blue. Although the
history of the preparation of colloidal gold can be traced
back to Faraday’s times, the past several decades have wit-
nessed the great development of the production of gold
nanoparticles. Among these, two highlighted advances are
the aqueous Turkevich method [108–110] and the “phase
transfer catalyst” method [238], which yield uniform and
very stable Au nanoparticles in an aqueous solution and an
organic solvent, respectively. By the Turkevich method, gold
nanoparticles are prepared quite easily by refluxing the dilute
aqueous solution of HAuCl4 with citric acid or trisodium

citrate. They are larger in size (∼12 nm) than the typi-
cal alkanethiol-stabilized nanoparticles (<4 nm) obtained by
the “phase-transfer catalyst” method, but a very narrow size
distribution can be obtained with standard deviation of 10%
in the presence of trisodium citrate. The nanoparticles uti-
lize ionic interactions on the nanoparticle surface to obtain
solubility. The stabilizers stem from the corresponding oxi-
dation/decarboxylation products of citrate (such as acetone
dicarboxylic and itaconic acids) and the unreacted citrate.
They agglomerate irreversibly on removal of the solvent. In
combination with hydroxylamine [101] or ascorbic acid [114]
reduction of gold salts, a seed-mediated step growth method
can produce larger nanoparticles of the desired size. The
initially produced Au nanoparticles are used as seeds, and
simultaneously, the metal salts are reduced on the surfaces of
seed Au particles for producing large particles. Afterwards, if
this route is repeated step by step, larger and larger particles
will be synthesized. Au nanoparticles of 20–100 nm in diam-
eter that have relatively narrow size distributions (<20% rel-
ative standard deviation) are available. In this procedure,
there is, however, some drawback that seeds catalyze addi-
tional nucleation to cause the polydispersity of particle size,
although not dramatically.
When long-chain thiols were used both for stabiliza-

tion and for derivatization during biphasic syntheses of
small gold colloids, such Au colloids behave as “molecules”
solution, and have several great advantages. The resultant
colloidal materials are obtained not only as stable concen-
trated solutions, but also as powders that can be easily redis-
persed after the addition of organic solvents, where they
still give stable solutions, even at the highest concentration.
Meanwhile, the modified nanoparticles can be stored for
quite long periods in both solution and the dry state. Fur-
thermore, the alkanethiol-stabilized nanoparticles are read-
ily synthesized in a variety of core and shell sizes, and are
able to undergo thiol substitution reactions that facilitate
their self-assembly in ordered nanostructures. Despite these
advantages, the solubility of such nanoparticles is limited to
organic solvents. Complementarily, Ph2P(m–C6H4SO3Na)
and better P(m–C6H4SO3Na)3-stabilized Au colloids behave
as an aqueous solution of “molecules” [239, 240]. They can
be isolated as solid materials, and then be redissolved in
water in any concentration forming blood-red solutions.
An alternative simple procedure has also been devel-

oped to obtain thiol-derivatized particles in an organosol,
where, in the presence of an agent for inducing phase trans-
fer, metal nanoparticles of desired shape and size distri-
bution preformed in a hydrosol are easily transferred to
a nonpolar medium containing an alkanethiol [230]. These
inducing phase-transfer agents include concentrated HCl,
orthorphosphoric acid, NaH2PO4, NaCl, and so forth [187,
230, 241]. To a biphasic mixture, the addition of phase-
transfer agents will result in a rapid movement of metal
nanoparticles from a hydrosol to a hydrocarbon layer con-
taining thoils. By employing such a procedure, what has been
achieved is not only the preparation of thiol-derivatized Au
nanoparticles in organic solvents, but also the preparation
of spherical, thiol-derivatized nanoparticles of silver as well
as platinum in organic solvents. This is particularly advanta-
geous since many of the water-soluble reagents may be eas-
ily washed away. Besides, this method may provide a rather



Noble Metal Nanoparticles 19

unique way of replacing polymeric or ligand shells surround-
ing metal nanoparticles by thiol molecules.
Intriguingly, it has been shown that the size distribution

of tholate-encapsulated Au nanocrystals can be greatly nar-
rowed when refluxed with excess long-chain thoils ligand
[227]. Further size fraction occurs by the slow lowering of
the colloidal temperature, during which the excellent homo-
geneity in particle size of the top layer of Au nanoparticles
is given. By adopting this digestive ripening process, the rel-
ative standard deviation can decrease to ∼5%. Other exper-
imental evidence illustrates the evolution of both size and
shape of Au nanoparticles following heating treatment [242].
After an Au nanoparticle solution is subjected to reflux at
110 �C under reduced pressure, an increase in core size from
1.5–2.5 nm (80% populations) to 4.5–5.5 nm (>90% pop-
ulations) is observed. The other striking feature is that the
particle shapes evolve from irregular to a “hexagon” outline.
In view of the molecular and crystal natures of such core–
shell systems, the size and shape are inherently a dynamic
process, and an evolution may occur as result of changes in
the chemical potentials of the particles. The size and shape
evolution of the encapsulated nanoparticles in the solution
may involve a balance of chemical potentials via desorption
and redesorption of the shell components and coalescence of
the cores as the driving force for the eventual size and shape.
Besides the well-known citrate-stabilized gold nano-

particles, many studies also handle aqueous solution of gold
nanoparticles. When the nanoparticles are stabilized by an
alkanethiol terminating in either an ionic species or a car-
boxylic acid group, it can lead to water-soluble thiolate-
coated gold nanoparticles. The aqueous solubility of these
nanoparticles is often coupled to the pH of the solution,
and the presence of functional groups that can participate in
hydrogen bonding between nanoparticles will lead to parti-
cle agglomeration. Additionally, the presence of ions in the
system enhances the interference during conductivity mea-
surements and electron transport studies. Ionic effects are
of particular concern in nanoelectronics applications, where
they can accentuate threshold nonuniformities associated
with background charges.
However, so far, few synthetic approaches adapted to

directly preparing both water- and oil-soluble gold nano-
particles are available. The reduction of gold salts with o–
anisidine as the reductant offers convenient access to gold
nanoparticles in both aqueous and organic systems [117].
The suitable reducing environment such as in micelles and
liposomes permits reduction at more moderate conditions,
and results in higher colloid uniformity than usual meth-
ods. In the organic medium, polymer production (poly(o–
anisidine) in its doping state) simultaneously occurs.

2.3. Cu and Ag Nanoparticles

Metallic Cu has shown the catalytic ability in the forma-
tion of aldehydes from the conversion of methanol and
ethanol [243, 244]. For the nanoscale Cu entities, colloidal
preparations have been the essential aspect. The prepara-
tion is generally performed under an inert atmosphere since
copper nanoparticles comparatively suffer from oxidation
relative to noble metal nanoparticles. A wide range of tech-
niques, such as chemical reduction (strong reductants includ-
ing hydrazine (N2H4� and sodium borohydride (NaBH4�

can reduce copper salts to metal instantly) [197, 245], �-
radiolytic reduction [246–248], and the reduction of copper
ions in supercritical fluids [249, 250], have been developed
to synthesize spherical nanoparticles. Especially, Cu nano-
particles with rather narrow size distribution can be prepared
by the clustering of acetone-solvated Cu atoms generated
via metal vapor synthesis [251]. In addition, other than the
Cu nanoparticles, the morphologies with the rod and fiber
shapes, which were, respectively, achieved in the presence
of soft template–Cu(AOT)2–isooctane–salt–water colloidal
assemblies and hard template–carbon nanotubes [reduction
of copper salts with H2 at high temperature (500 �C)], have
been described [252, 253]. In the presence of soft template-
surfactant (cetyltrimethylammonium p–toluene sulfonate),
elongated copper nanoparticles of 500 nm length and 50 nm
width were prepared by a pulse sonochemical method [254].
Ag nanoparticles are easily prepared by conven-

tional chemical reduction methods. The citrate (Turkevich
method) [229, 255, 256] and NaBH4 [255, 257–259] reduc-
tion method are the two standard chemical preparation
routes. The synthesis of silver nanoparticles in AOT reverse
micelles by mixing AOT reverse micellar solutions at the
same water content containing Ag(AOT) and N2H4 or
NaBH4 offers a stable Ag colloidal solution and facile con-
trol of particle size [260]. Following the treatment by a
size-selected precipitation process, nearly monodispersed Ag
nanoparticles are accessible [261, 262]. Shape-controllable
synthesis is always a challenging subject in nanoparticle
preparation. This is, without exception, for the synthesis of
silver nanoparticles. An amazing result of the shape control
of Ag nanoparticles was reported by Mirkin and co-workers
recently [263]. In the presence of bis(p–sulfonatophenyl)
phenyl–phosphine dihydrate dipotassium salt (BSPP) (as a
stabilizing agent), they observed that large quantities of
silver nanoprisms evolve from the initial spherical nano-
particles through the fluorescent light irradiation. The
production of Ag nanoprisms lies in the light-induced ripen-
ing process in which the small nanoprisms act as seeds, and
then grow as the small spherical nanocrystals are digested, as
shown in Figure 2. Most recently, one arresting experiment
shows that triangular Ag nanoprisms are obtained by boiling
AgNO3 in N ,N–dimethyl formamide (a powerful reducing
agent against Ag+ ions) in the presence of PVP [264]. The
optimal experimental conditions are chosen ([AgNO3� =
0�022 M, [PVP� = 0�06 mM) so that a large population of
(mainly) triangular, and in general polygonal, nanoprisms
are formed in solution. Another attractive experiment shows
that truncated triangular Ag nanoplates can be synthesized

hv hv

Figure 2. Fluorescent light-induced shape transformation of Ag
nanospheres into triangular nanoprisms. Reprinted with permission
from [263], R. Jin et al., Science 294, 1901 (2001). © 2001, American
Association for the Advancement of Science.
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in large quantities through a seed-mediated growth (by
reduction of Ag+ ions with ascorbic acid on silver seeds
in a basic solution) in the presence of highly concentrated
micelles of CTAB [115, 265]. It is noticeable that, in these
cases, the optical properties of Ag nanoprisms or triangular
nanoplates varied in contrast to that of spheroidal Ag nano-
particles. An intensive in-plane dipole resonance absorption
peaks at 550–675 nm, which gives a red- or blue-colored
colloidal solution. Another breakthrough in the shape con-
trol of Ag nanoparticles was achieved by Xia and co-workers
[266]. They fabricated monodisperse Ag nanocubes in large
quantities by reducing silver nitrate with ethylene glycol in
the presence of PVP. Here, the concentration of AgNO3
was high enough (0.25 M), and the molar ratio between the
repeating unit of PVP and AgNO3 was kept at 1.5. Mean-
while, the presence of PVP and its molar ratio (in terms
of repeating unit) relative to silver nitrate both played key
roles in the determination of the geometric shape and size of
the product. The generated single-crystalline Ag nanocubes
were characterized by a slightly trunctated shape bounded by
{100}, {110}, and {111} facets. Other techniques, including
pulsed laser irradiation [21, 267], � irradiation [68], pulsed
sonoelectrochemistry [58, 268], and ultraviolet irradiation
[117], have proven to be efficient methods to control the
shapes of Ag nanoparticles.

2.4. Other Noble Metal Nanoparticles

Pt colloids are characterized by their brown color. An inim-
itable characteristic possessed by Pt nanoparticles is a force-
ful tendency for particles to form with highly faceted and
irregular surfaces [93, 269–271]. Moreover, these nonspher-
ical particles are generally single crystals. Pt colloids pre-
pared by the reduction of Pt (II) and Pt (IV) compounds
with hydrogen were described as early as 1941. This method
is now experiencing a renaissance, especially in the prepara-
tion of shape-selective Pt nanoparticles. One of the elegant
experiments was accomplished by changing the ratio of the
concentration of the capping polymer material (sodium poly-
acrylate) to that of the platinum cations used in the reduc-
tive synthesis (with H2 as the reducing agent) of Pt colloidal
nanoparticles in solution at room temperature, where cubic
(80%), tetrahedral (60%), and truncated octahedral (TO)
nanoparticles have been prepared in high percentages, thus
making it possible to study the catalytic activities of nano-
particles with different shapes and crystal facets [93].
Here, the shape distribution of platinum nanoparticles

at different stages of their growth is a function of time.
The small nanoparticles formed during the early stages of
growth or at high polymer concentration displayed distribu-
tions with a dominance of shapes having stable {111} faces.
As the growth continues or at a low polymer-to-Pt-complex
concentration ratio, the tetrahedral nanoparticles are trans-
formed into TO, and eventually into cubic shapes. The ini-
tially rapid reduction of Pt2+ produces an initial growth that
gives very small nanoparticles having the expected stable
{111} faces present in tetrahedral and TO. The competi-
tion between polymer capping and H2 reduction of the Pt2+

complex occurring on the most catalytically active {111} sur-
face determines the fate of these tetrahedral nanoparticles.
If capping dominates, tetrahedral nanoparticles of small size

are formed. Otherwise, the rapid reduction of Pt2+ on the
most active {111} surface leads to its disappearance and the
formation of a {100} face due to the deposition of Pt atoms
on it to give larger TO nanoparticles having both {100} and
{111} faces. The TO nanoparticles continue to grow until
transformed into cubic nanoparticles, which have all of their
six faces of the {100} type. It also has been noticed that
the polymer, acting both as a capping molecule and as a
buffering agent, plays an important role in this competition.
Alternatively, a higher selectivity of cubic oxalate-

stabilized Pt nanoparticles (>90%) are obtained through
reducing K2[Pt(C2O4�2] with hydrogen [272]. Using ther-
mosensitive poly(N–isopropylacryamide) as a capping poly-
mer, it was found that the morphology of resultant Pt
nanoparticles was affected by temperature, and the Pt
nanoparticles prepared at temperatures above the critical
solution temperature of the thermosensitive polymer had
sharper size and shape distributions (68% of cubic nano-
particles) [273]. Besides organic polymers, polyphosphate
[274], sodium citrate, and a mixture of sodium citrate and
sodium hydroxide [96] were also adopted to stabilize Pt col-
loids prepared by reducing Pt (II) complexes with hydrogen.
In all of these preparation examples, the resulting col-
loidal solutions usually contain Pt nanoparticles of different
shapes, albeit one shape has a dominant distribution. How-
ever, up to now, few methods could really be applied to
realize the production of nanoparticles with a single shape.
Palladium and ruthenium are the two key metals of cat-

alytic activity. In principle, the synthetic routes are the
same as for gold and platinum nanoparticles. For instance,
the reduction of H2PdCl4 and RuCl3, respectively, with cit-
rate leads to characteristic brown-colored colloidal solutions.
Many reports regarding the preparation of Pd nanoparticles
have emerged in our line of vision [230, 237, 270]. More
recently, Pal and co-workers [275, 276] described the syn-
thesis of palladium particles produced in aqueous surfactant
media. Their catalytic properties toward the reduction of a
number of dyes in the presence of different reducing agents,
such as NaBH4, N2H4, and ascorbic acid, were investigated.
The dyes used were methylene blue, phenosafranin, fluores-
cein, 2,7–dichlorofluorescein, eosin, and rose bengal. In fact,
some zerovalent organometallic complexes can be converted
into colloidal metal by reduction or ligands displacement.
For example, Pd(dba)2 [277] (dba = dibenzylidene acetone)
and Pd2(dba)3 [278] dimer can be reduced by hydrogen at
atmospheric pressure to obtain 2.5 nm Pd nanoparticles.
The use of carbon monoxide also allows obtaining smaller
particles of 2 nm diameter. Similarly, with this reducing
agent, Pt(dba)2 and Pd(dba)2 can be reduced to generate
nanoparticle organosols in the presence of PVP, cellulose
acetate, or cellulose nitrate in THF [279, 280]. Nevertheless,
the reports on the preparation of ruthenium nanoparticles
are relatively scarce. Notable exceptions are outlined as
follows: Ru nanoparticles of various sizes and shapes
generated from the decomposition organometallic precur-
sor of Ru (Ru(COD)(COT) COD = 1,5–cyclooctadiene;
COT = 1,3,5–cyclooctatriene) at room temperature in the
presence of polymer (PVP or cellulose acetate) or lig-
ands (alkylthiols or alkylamines) [281]. Particularly, in the
case of amine ligands, the particles display an elongated
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morphology, and have a tendency to form worm- or rod-
like structures at high amine concentration. Sponge-like Ru
nanoparticles with a porous structure were prepared by the
reaction of [Ru(C8H10�(C8H12�] with H2 in methanol or
THF/methanol [282]. The particle size can be controlled in
the range 15–100 nm by varying the MeOH/THF ratio. The
particles catalyze benzene hydrogenation without modifica-
tion of their size or structure. Their formation mechanism is
proposed to occur in the droplets of a nanosized emulsion,
which act as nanoreactors.

2.5. Bimetallic Nanoparticles

The interest in the synthesis of bimetallic and even trimetal-
lic nanoparticles originates from the unique properties com-
pared to monometallic colloids. These new properties can
be ascribed to a synergy between the two metals forming
particles. The synthesis of bimetallic colloids can be imple-
mented either by simultaneous or successive reduction of
two metallic precursors. Most of the synthetic procedures
used to prepare monometallic particles can be suitable for
the bimetallic particle synthesis.

2.5.1. Coreduction of Metallic Precursors
A wide range of synthetic protocols used for the monometal-
lic particle preparation was tested to be efficient in the
production of bimetallic colloids because the principles of
these protocols are identical to those applied for bimetal-
lic nanoparticles. Polymer-stabilized bimetallic nanoparticles
in hydro alcoholic media can be prepared by the simulta-
neous reduction of two noble metal salts in refluxing alco-
hol. PVP-stabilized Pd/Pt bimetallic particles were produced
by refluxing an aqueous/alcohol mixture containing PdCl2
and H2PtCl6 [283–287]. Following the same procedure, col-
loidal Au/Pd [288], Pt/Rh [289], Pt/Ru [290], Pd/Ru [291],
and Ag/Pd [292] stabilized by PVP were synthesized by
coreduction in refluxing alcohol of the corresponding metal
salts. Other polymer-protecting agents such as PNIPAAm
[293] were also used. Easily oxidized metal colloids such
as Cu or Ni are difficult to prepare in comparison with
noble metal nanoparticles made of Rh, Pt, or Rh. How-
ever, Cu/Pd [294–296], Cu/Pt [294], or Pd/Ni [297, 298]
bimetallic nanoparticles stabilized by PVP were obtained
by coreduction of the corresponding metallic hydroxides in
refluxing glycol. The thermal decomposition of palladium
acetate and copper acetate in a reducing alcohol solvent with
a high boiling point (2–ethoxyethanol) has also been used
to prepare PVP-stabilized Pd/Cu bimetallic colloids [299].
Gamma irradiation can be efficient in the production of
bimetallic particles. Delcourt and co-workers demonstrated
the synthesis of PVA or polyacrilic acid (PAA)-stabilized
Ag/Pt [300] colloids by irradiation of a solution containing
Ag2SO4 and K2PtCl4. Nonionic surfactants-stabilized Au/Pt
nanoparticles were fabricated with � irradiation of a mix-
ture of NaAuCl4 and NaPtCl6 [301]. The preparation of
Pt/Pd, Cu/Au, and Au/Pt bimetallic nanoparticles has been
conducted in water-in-oil microemulsions [302–304]. The
application of tetraalkylammonium hydrotriorganoborates
(NR4(BEt3H)) as a reducing agent was reported by Bönne-
mann and co-workers for the synthesis of a series of bimetal-
lic colloidal particles [190, 191, 305–307]. Organometallic

complexes can also be used as precursors of bimetallic col-
loids. Pt(dba)2 and Ru(COD)(COT) in various proportions
were reduced with hydrogen to obtain PVP-stabilized Pt/Ru
nanoparticles [308]. Esumi and co-workers [309, 310] devel-
oped a procedure to synthesize Ag/Pd and Ag/Pt by photo
or NaBH4 reduction of silverbis(oxalato)palladate or silver-
bis(oxalato)platinate complexes. The electrochemical tech-
nique developed by Reetz also allows the preparation of
bimetallic nanoparticles. To do so, two different sacrificial
metallic anodes and a Pt cathode were immersed in an elec-
trolyte in the presence of a stabilizing agent (tetraalkylam-
monium salt) [311]. The metallic ions were generated by
current, and reduced at the cathode to give tetraalkylammo-
nium stabilized bimetallic colloids.

2.5.2. Successive Reduction
of Metallic Precursors

Core/shell structured bimetallic colloids are generally syn-
thesized by the deposition of a second metal on a preformed
metallic particle through successive reduction of metallic
precursors. The second metal has to be deposited on the
whole surface of the performed monometallic nanoparticles.
A preliminary synthesis was achieved by Toshima and co-
workers [312] to generate core/shell Au/Pd nanoparticles,
conducted, in fact, to randomly distributed Au/Pd bimetallic
nanoparticles. On the other hand, the fabrication of Au/Pd
and Au/Pt nanoparticles stabilized by such water-soluble lig-
ands as P(m–C6H4SO3Na)3 or p–H2NC6H4SO3Na has been
described by Schmid et al. [313, 314]. Henglein achieved
the synthesis of bimetallic gold and platinum particles of
the Pt/Au, Au/Pt core–shell type and bimetallic PdcoreAushell
nanoparticles with hydrogen reduction and radiolysis tech-
niques, respectively [73]. Likewise, he synthesized citrate-
stabilized trimetallic PdcoreAushellAgshell particles in aqueous
solution by radiolytic methods [95, 315]. Toshima designed
an original synthetic route to core/shell bimetallic colloids,
by which PVP-stabilized Pd/Pt bimetallic colloids with a Pd
core were generated [316]. The principle of this method
is that hydrogen can easily be adsorbed on a Pd surface
to form a metal-H bond. This H atom is a good reduc-
ing agent, and the Pt ions added to the preformed Pd col-
loids are easily reduced by the adsorbed hydrogen atoms.
The zerovalent Pt formed will deposit onto the Pd surface
to generate a perfect core/shell structure. Additionally, Pal
prepared bimetallic Au/Ag particles with a core–shell type
structure by a UV-photoactivation technique [317].
The synthesis of magnetic bimetallic and even trimetal-

lic nanoparticles [318, 319] has been addressed in many
publications. Well-known ferromagnetic alloys consist of
3d ferromagnetic metals and noble metal elements of the
platinum group. The synthesis of ordinary bimetallic nano-
particles can be considered from two aspects: the coreduc-
tion of two metal salts in solution for alloy nanoparticles,
and covering the “seed” with a second metal during a second
reduction step for core–shell metallic nanoparticles. Never-
theless, for the preparation of magnetic alloy nanocrystals,
the cases are different. The key point in the synthesis is the
simultaneous reduction of noble metal salts and thermoly-
sis of organometallic precursors. According to this principle,
monodispersed FePt [320] and CoPt3 [321] nanoparticles
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are, respectively, prepared by the concurrent reduction of
Pt(acac)2 (acac = acetylacetonate, CH3COCHCOCH3� with
1,2–diol and decomposition of Fe(CO)5 or Co(CO)8. Simi-
larly, FexCoyPt100−x−y alloy nanoparticles with size focusing
are prepared by the simultaneous reduction of Co(acac)2
and Pt(acac)2 and thermal decomposition of Fe(CO)5 [319].
Recently, Cheon and co-workers [322] showed the first uti-
lization of redox transmetalation reactions for the synthesis
of two different types, solid solution and core–shell, of CoPt
nanoalloys under 10 nm without the need for additional
reducing reagents. Stoichiometry tuned solid-solution-type
CoPt nanoalloys are synthesized by the reaction between
Co2(CO)8 and Pt(hfac)2 (hfac = hexafluoroacetylacetonate).
Core–shell type nanoalloys in which Pt resides as a shell
around a cobalt nanoparticle core are achieved by the reac-
tion of Pt(hfac)2 with cobalt nanoparticles. The obtained
nanoalloys are moderately monodispersed (<10%) without
any further size selection process. These two distinct reac-
tion routes can be, respectively, elucidated as

Co2CO�8

−−−→ Co nanoparticles

Pthfac�2−−−−→



CocorePtshell + Cohfac�2 (2)

Co2CO�8
Pthfac�2−−−−→



CoxPty + Cohfac�2 + 8CO (3)

An AgcoreCoshell structure of bimetallic particles has been
prepared using standard Schlenck techniques [323]. This
method is based on the thermal decomposition of dicobalt
octacarbonyl in combination with a transmetalation [322]
reaction with water-free AgClO4 using oleic acid and trido-
decylamine as surfactants, following the overall reaction

Co2CO�8

−−−→ Co nanoparticles

2AgClO4−−−−→



2Ag�coreCoshell + 8CO+ CoClO4�2 (4)

As a result, bimetallic Ag/Co nanoparticles were formed.

3. SPECTROSCOPIC
CHARACTERIZATION

It appears that the skillful application of a wide range
of different synthetic methods has catalyzed a fruitful
and still growing interest in nanomaterials such as nano-
particles, nanotubes, nanorods, and nanowires. Neverthe-
less, one might have not imagined what the situation is in
nanoscience without the coinage of various advanced physi-
cal methods to characterize these materials. We would even
know little about the substance in this mesoscopic world
up to now. The optimization of the analytical tools and
their wide availability will contribute to a better understand-
ing of these materials. As far as the characterization of
nanoparticles is concerned, a series of spectroscopic mea-
surement approaches have been established. Among these,
transmission electron microscopy (TEM), X-ray diffraction
(XRD), and dynamic light scattering (DLS) are the most
efficient and extensively utilized characterization techniques.

3.1. TEM

Transmission electron microscopy is an indispensable tool
in the identification of nanoparticle size and shape, par-
ticularly, when particle shape is more important. Although
scanning tunneling microscopy (STM) and atomic force
microscopy (AFM) can provide atomic-scale resolution
images of large crystal surfaces, they are unable to clearly
resolve the atomic lattices of nanoparticles as done by high
resolution TEM (HRTEM) because of the surface coating
and the wobbling of the nanocrystals under the scanning
tip. Figure 3 presents a comparison of a TEM image of Ag
nanodisks with their corresponding AFM image. It can be
seen that, from the TEM image, the outlines of round cir-
cles can be unambiguously defined, while the AFM image
shows vague outlines of Ag nanodisks. However, the advan-
tage of using AFM as a tool for the characterization of
nanoparticles is that it can provide a three-dimensional out-
line of an object rather than a two-dimensional projection
of a three-dimensional object as given by TEM. HRTEM
is very powerful in revealing the atom distributions on the
nanocrystal surfaces, even if they are capped with a layer
of stabilizing polymers and allow the determination of indi-
vidual crystallite morphology with lattice contrast. Figure 4
shows the typical particle shapes observed by HRTEM,

a

b

100 nm

100 nm

(a)

Figure 3. Comparison of TEM images of Ag nanodisks with their AFM
images. (a) TEM images of the silver nanodisks obtained after 4 h aging
at 40 �C. The particles in a lie flat on the substrates, while those in
b stack together. The arrows in b show the partially stacked particles,
giving an ellipsoidal shape in projection. (b) Three-dimensional AFM
images of several silver nanodisks stacked together in a. Horizontal and
vertical line analyses of the nanodisks as shown in b and c, respectively.
Reprinted with permission from [115], S. Chen et al., J. Phys. Chem. B
106, 10777 (2002). © 2002, American Chemical Society.
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Figure 3. Continued.

in which atom rows or lattice fringes can be resolved clearly.
The function of today’s TEM is versatile, which offers not
only the atomic-resolution lattice images, but also chemical
information at a spatial resolution of 1 nm or better, and
allows direct identification the chemical composition of a
single nanocrystal [324–327]. With a finely focused electron
probe, the structural characteristics of a single nanoparticle
can be fully characterized. Moreover, TEM is unique for
characterizing the in-situ structural evolution of nanocrystals
resulting from annealing, electric field, or mechanical stress,
such as imaging a single carbon nanotube when a mechan-
ical or electrical measurement is being carried out in-situ
[328].
A modern HRTEM is composed of an illumination sys-

tem, a specimen stage, an objective lens system, the magnifi-
cation system, the data recording systems, and the chemical
analysis system. The electron gun is the heart of the illu-
mination system, which typically uses an LaB6 thermionic
emission source or a field emission source. The LaB6 gun
gives a high illumination current, but the current density
and the beam coherence are not as high as those of a
field emission source. The field emission source is greatly

a b c

100

d e

1 nm

2 nm

225

79

Figure 4. Typical particle shapes observed by HRTEM. (a) Truncated
octahedral particle. (b) Particle with a single twin. (c) Decahedral par-
ticle. Small size (d) truncated octahedral and (e) truncated tetrahedral
clusters (as one indicated by an arrow) observed by HRTEM, where
79 and 225 indicate the likely number of atoms in the corresponding
nanocrystals. Reprinted with permission from [443], Z. L. Wang, Adv.
Mater. 10, 13 (1998). © 1998, Wiley-VCH.

advantageous for performing high coherence lattice imaging,
electron holography, and high spatial resolution microanal-
ysis. The objective lens is like the human eye, and is the
core device of a TEM which determines the limit of image
resolution. The magnification system consists of intermedi-
ate lenses and projection lenses, and it gives a magnifica-
tion up to 1.5 million. The chemical analysis system includes
energy-dispersive X-ray spectroscopy (EDS) and electron
energy loss spectroscopy (EELS); both can be used com-
plementarily to quantify the chemical composition of the
specimen. EDS relies on the counting of X-rays emitted
from the beam-illuminated specimen region as a function
of the photon energy, and it is probably the most precise
microanalysis technique in TEM. EELS analyzes the inten-
sity distribution of the transmitted electrons as a function
of their energy loss. It provides not only the chemical infor-
mation on the specimen, but also its electronic structure.
A complementary application of the diffraction, imaging,
the spectroscopy techniques available in a TEM, is likely to
give a more precise and reliable determination of the crystal
structure.
In theory, the image formation is a complex process. The

entrance surface of a thin foil specimen is illuminated by a
parallel or nearly parallel electron beam. The electron beam
is diffracted by the lattices of the crystal, forming the Bragg
beams which are propagating along different directions. The
electron–specimen interaction results in phase and ampli-
tude changes in the electron wave. For a thin specimen
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and high-energy electrons, the transmitted wave function
�x� y� at the exit face of the specimen can be assumed
to be composed of a forward-scattered wave. The exit wave
�x� y� contains the full structural information on the spec-
imen. The diffracted beams are focused in the back focal
plane, where an objective aperture can be applied. Electron
waves leaving the specimen in the same direction (or angle
� with the optical axis) are brought together at a point on
the back focal plane, forming a diffraction pattern.

3.2. X-Ray Diffraction

Similar to the corresponding bulk material, nanocrystal
structures can be determined by X-ray diffraction. As judged
from the diffraction peaks, the structure of the nano-
crystallites can have characteristic features either of match-
ing the bulk material or of a unique structure. A powder
X-ray diffraction pattern of a sample of nanocrystals, unlike
TEM, probes a large number of crystallites that are sta-
tistically oriented. The XRD peaks of the nanocrystallites
are considerably broadened compared to those of the cor-
responding bulk material because of the finite size of the
crystallites. The average size of the nanocrystallites can be
determined from the width of the reflection according to the
Debye–Scherrer equation [329]:

D = 0�9�
� cos �

(5)

where � is the full width at half maximum (FWHM) of
the peak, � is the angle of diffraction, and � is the wave-
length of the X-ray radiation. For very broad diffraction
lines, a previous deconvolution of the signals in two compo-
nents of strongest reflections is essential to obtain a more
accurate FWHM measurement. It can be concluded that
the diffraction peaks become wider gradually with a contin-
ual decrease in nanoparticle size (estimated by the Debye–
Scherrer equation). Figure 5 records the wide-angle X-ray
diffraction patterns of the PVP-protected Pt nanoclusters
with different size. It can be found that, for the smaller noble
metal nanoparticles, only a broad (111) peak is discernible.
A study reported by Leff et al. shows a similar result for
the long-chain alkylthiol-passivated gold nanoparticles [330].
A dispersed peak is the particularity of the metal colloidal
cluster for the very small size of the particles [188, 331,
332].
X-ray diffraction is powerful in refining the structure of

nanoclusters, particularly those smaller than 2 nm in diam-
eter. If the particles are oriented randomly so that the
entire assembly can be treated as a “polycrystalline” speci-
men composed of nanocrystals with identical structure but
random orientation, so that the scattering from each can
be treated independently, the structure of the nanocrystals
can be refined by a quantitative comparison of the theoreti-
cally calculated diffraction spectra for different nanocrystals
models with the experimentally observed ones. This was
recently performed by Cleveland et al. in the determination
of decahedral Au nanocluster structures with 1.7–1.9 nm size
[333, 334].
X-ray diffraction is also a unique tool in the study

of the self-assembled nanocrystal superlattice structures.
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Figure 5. X-ray diffraction patterns of PVP–Pt nanoparticles obtained
at various initial concentration ratios of PVP/Pt. PVP (wt%)/Pt
(mM)=(a) 0.5%/1.0, (b) 1.0%/1.0, (c) 2.0%/1.0, and (d) 4.0%/1.0.

The diffraction spectrum in the high-angle range is directly
related to the atomic structure of the nanocrystals, while
the spectrum in the small-angle region is directly associated
with the ordered assembly of the nanocrystals [335, 336].
By examining the diffraction peaks that are missing from
the spectrum, one may identify the crystallographic packing.
This analysis is based on the assumption that each parti-
cle is identical in size, shape, and even orientation (i.e., the
same X-ray scattering factor), so that the extinction rules
derived from diffraction physics apply. In practice, however,
a fluctuation in either the size, orientation, or shape can
easily make this assumption untenable. This is the reason
why a quantitative analysis of the low-angle diffraction spec-
trum is rather difficult. Therefore, caution must be exer-
cised in the interpretation of the 3-D assembly using X-ray
diffraction data. However, X-ray diffraction is still the most
powerful technique for evaluating the average interparticle
distance DXRD, and is a unique technique for studying the
in-situ pressure- and/or temperature-induced phase transfor-
mations in nanocrystals [337].
Sometimes, ordered packing is only in short range. More-

over, in the region where two layers overlap, the short-
range order in each layer is overshadowed by the disordered
component of the other layer. It appears that an ordered
structure does not exist as the number of stacked layers is
increased. This is owing to complications from the 2-D pro-
jection effect in TEM imaging. In this case, X-ray diffraction
might show reasonably well-ordered structures. Although
X-ray diffraction may indicate ordered packing in the assem-
bled nanocrystals, the range of ordering is still unknown.
This is similar to the X-ray diffraction spectrum of a poly-
crystalline specimen, in which analysis of the grain size from
the diffraction spectrum is rather difficult because there are
many factors, such as defects, dislocations, and structural
imperfections at surfaces/interfaces, which can give rise to
line broadening. In this case, TEM is effective for imaging
particle packing.
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3.3. Dynamic Light Scattering

Dynamic light scattering (DLS), also known as photon cor-
relation spectroscopy (PCS), is an effective method to study
the size of colloids (hydrodynamic radius), the kinetics of
aggregation of colloids, and the structure of the aggregates
formed. DLS measures the autocorrelation function Ct� of
the intensity of the scattering light [338]. Ct� is defined as

Ct� = �I0�It�� (6)

where It� is the scattering intensity at time t. �· · · � indi-
cates averaging over the measuring time. For monodispersed
particles, Ct� is an exponential decay function:

Ct� = B + Ae−t/&c (7)

where B = �I�2 is the background or noise level, A = �I 2�−
�I�2 is the signal magnitude, and &c is the correlation time.
Assuming spherical particles, the correlation time is related
to the size of particles by

&c = 3'(d/2kBTq2 (8)

where ( is the viscosity of the solvent, d is the average diam-
eter of the particles, kB is the Boltzmann constant, T is
the temperature of the colloid, and q is the magnitude of
the scattering wavevector. By measuring the autocorrelation
function Ct� and fitting it with (7), the correlation time, and
consequently, the particle size, can be found. However, the
measurements of a colloidal system can sometimes be com-
plicated by several other factors. First, the single exponential
decay function for the correlation only applies to colloids
with monodispersed particles. For colloids containing binary
or tertiary structures with different sizes, extra exponential
terms must be the following fitting function:

Ct� = B + A1e
−t/&c1 + A2e

−t/&c2 + A3e
−t/&c3 (9)

where each exponential term corresponds to one component
of tertiary structures. The scattering of light from colloidal
particles scales as the sixth power of their size if their size
is much smaller than the wavelength �. Therefore, the coef-
ficients Ai (i = 1� 2� 3) in (9) rely heavily on the size and
concentration of each component. In some cases, one or two
terms in Eq. (9) might be dominant, and the contribution
from others can be neglected. Secondly, strong absorption
of some highly concentrated colloids induces local heating
in the path of the laser beam, which in turn causes a change
of the optical index of reflection of the medium and a diver-
gence of the beam. This phenomenon, normally called ther-
mal blooming or the thermal lensing effect [339–341], results
in a faster decay of the correlation function than the expo-
nential decay. A second cumulant term must be introduced
in order to obtain the correct particle size from &c [342]. The
correlation function for a strongly absorbing monodispersed
colloid therefore is

Ct� = B + Ae−t/&c−t2/&f 2 (10)

where the second cumulant &f depends on the intensity
of the incident beam and the properties of the absorbing
medium. As a representative example, shown in Figure 6
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Figure 6. Plots of the hydrodynamic radius distribution of Ag colloids
protected by 2–mercaptobenzimidazole in 50% aqueous solution at
25 �C, which were obtained by DLS after the sample being left for
(a) 0 h, (b) 2 h, (c) 4 h, and (d) 6 h. Reprinted with permission from
[452], Y. Tan et al., J. Phys. Chem. B 106, 3131 (2002). © 2002, Ameri-
can Chemical Society.
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are the hydrodynamic radii of Ag colloids measured by DLS
after the sample was left for different periods. The distri-
bution of the hydrodynamic radius of the scattering entity
was calculated by the CONTIN method according to the
autocorrelation function of the intensity of the scattering
light.

4. PROPERTIES

4.1. Size- and Shape-Dependent Properties

The physical and chemical properties of nanoparticles have
been addressed in many publications, which depend on sev-
eral structural features of nanoparticles themselves, such as
(1) the particle size and the size dispersity, (2) the structure
of the particles, (3) the surface of the particles, (4) the shape
of the particles, and (5) the organization of the particles
into a nanomaterial and their dispensability. Monodispersed
metal or semiconductor nanoparticles, which means unifor-
mity in both size (the standard deviation is less than 10%)
and shape, are paramount both for theoretical and practical
reasons. Owing to their extremely small size, the characteris-
tic of nanoparticles which makes them different from macro-
scopic solids or single atoms is mainly that the surface atoms
have a very large percentage. A characteristic high surface-
to-volume ratio provides sites for the efficient adsorption
of reacting substrates, leading to unusual size-dependent
chemical reactivity. Here, the role played by particle size is
comparable, in some cases, to the particle chemical compo-
sition, thus adding another flexible parameter to the design
and control of their behavior. Because of this characteris-
tic, nanoparticles hold many novel physical and chemical
properties that are size dependent, as described in many
documents [11, 343–359]. Size-dependent physical proper-
ties were surveyed in a recent review article [360]. Size-
dependent chemical properties of nanocrystals have been
extensively discussed by Rao et al. in the other latest review
[361]. These properties highlight several important aspects
as follows: (1) electronic structure and properties (quan-
tum size effects), (2) chemical reactivity, (3) self-assembly of
nanocrystals, and (4) size-dependent structural and thermo-
dynamic properties such as bond lengths, melting point, and
specific heat.
Recent numerous findings added new dimensions to

this subject. One representative example is that the nano-
particles with diameters usually smaller than 10 nm in size
can be self-assembled. Moreover, it is in this range that
many exciting and unusual physical properties are enhanced.
Particularly, a decrease in the size of nanoparticles means
an increase in reactivity, for example, for oxidation and a
decrease of the Curie temperature of ferromagnetic mate-
rials [362]. A gigantic extensibility (elongation exceeds 50
times) without a stain-hardening effect was obtained after
cold rolling of nanocrystalline copper at room temperature
[363]. A size-induced transition from a positive to a negative
temperature coefficient of electrical conductivity is observed
by thin films of a series of (six) dodecanethiol-stabilized
gold nanoparticle complexes with the Au core diameter pro-
gressively increasing from 1.7 to 7.2 nm [364]. The size of
the Au core may influence both its intrinsic conductivity

and the charging energy barrier for tunneling to an adja-
cent monolayer-encapsulated cluster. The melting temper-
ature of nanocrystals strongly depends on the crystal size,
and is substantially lower than the bulk melting tempera-
ture. The melting points of sodium clusters consisting of
70–200 atoms are on the average 33% (120 K) lower than
the sodium bulk value (371 K) [365]. A recent study shows
that the electrooxidation rates of formic acid, formaldehyde,
and methanol in acidic electrolyte on carbon-supported plat-
inum nanoparticle films are changeable by varying the parti-
cle diameters [366]. The methanol electrooxidation rates on
larger nanoparticles (d > 4 nm) are larger than those on Pt
particles with diameters below 4 nm; formic acid electroox-
idation shows a reverse behavior, while formaldehyde elec-
trooxidation displays little sensitivity to Pt nanoparticle size.
Otherwise, the shift of electron energy levels as a function
of particle size causes the emission of photons with unique
wavelengths, potentially useful for optoelectronics.
The shape of nanoparticles is another important variant

to be considered in the design of nanomaterials. The parti-
cle shape determines the crystallographic structures of the
particle surface since the different geometric nanoparticles
are enveloped by different oriented planes in a different
number. The {111}, {100}, and possibly {110} surfaces of
face-centered cubic structured metal particles are different
not only in surface atom densities, but also in the electronic
structure, bonding, adsorption, and possibly chemical reac-
tivity (catalysis properties). For instance, surface energies
associated with different crystallographic planes are differ-
ent, and a general sequence may hold: �.111/ < �.100/ < �.110/.
Thus, the tetrahedral Pt nanoparticles enclosed mainly by
{111} facets are more stable than the {100} faces enclosed
cubic Pt nanocrystals [367]. For a spherical single-crystalline
particle, its surface must contain high-index crystallographic
planes, which probably result in a high surface energy.
Therefore, facets tend to form on the particle surface to
increase the portion of the low-index planes. For particles
smaller than 10 nm, they usually have a faceted shape like
a truncated octahedron [139, 368]. The sublimation activa-
tion energy of Au {110} faces has been found to be signif-
icantly lower than that of {100} and {111}, giving rise to
the sublimation of Au atoms from the surface at tempera-
tures as low as 220 �C, which is much lower than the melting
point of bulk gold of 1063 �C [369]. A recent molecular
dynamics calculation revealed that the melting process of
Au clusters is punctuated by solid-to-solid structural trans-
formations from low-temperature optimal structures, such
as a truncated octahedral and a truncated decahedron, to
icosahedral structures, which are believed to be the intrinsic
thermodynamic precursors to the melting transition [370].
Well-known and studiously explored is the catalytic activ-
ity of nanoparticles with different morphology. Catalytic
reactions take place on the surface of metal nanoparticles.
Thus, it can, of course, be concluded that the different sur-
faces hardly exhibit the same reactivity due to the differ-
ences among different crystallographic planes, as mentioned
above. Additionally, the strongly adsorbed species act as a
poison to the reaction, thereby decreasing the rate of the
reaction; therefore, the low-coordination-number vertex and
edge atoms on the particle surfaces, whose numbers vary
with the particle shape, have high catalytic activity.
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4.2. Aggregation Stability

A large number of studies have been directed toward
understanding the mechanisms of colloids aggregation and
their relationship to the structure of the aggregates formed
[371]. Generally, two limiting cases have been identified
[372–374]. The first, termed slow or reaction-limited aggre-
gation, refers to the case where only a small fraction of
the collisions result in the two colloidal particles involved
adhering to each other [372]. It has been found that
the growth kinetics of reaction-limited aggregation are
described by

Rht� = Rht0� expct� (11)

where Rht0� is the initial hydrodynamic radius of the aggre-
gate, typically determined by dynamic light scattering, and
c is a parameter characteristic of the experimental condi-
tions. Related static light scattering experiments have estab-
lished that the fractal dimension of such aggregates is
2.05.
The second case, termed fast or diffusion-limited aggre-

gation, refers to the situation where each collision results in
the two colloidal particles involved adhering to each other
[373, 374]. It has been found that the growth kinetics of dif-
fusion aggregation are described by

Rht� ∝ t1/df (12)

where Rht� is the hydrodynamic radius of the aggregate at
some time t, determined by dynamic light scattering, and df

is the fractal dimension which has a value of 1.75. The asso-
ciated physical picture can be summarized as follows. In the
reaction-limited regime, the particles have a low probability
of adhering upon contact, sample many possible configura-
tions, and form aggregates which are relatively dense, pos-
sibly local ordered, and have a fractal dimension of 2.05. In
the diffusion-limited regime, the particles have a high prob-
ability of adhering upon contact, sample few possible con-
figurations, and form relatively diffuse aggregates, probably
locally branch-like, and so the particles which have a fractal
dimension of 1.75.
The above description of particle aggregation assumes

that nanoparticle motion is diffusive, and that particle–
particle aggregation is homogeneous. Furthermore, it
assumes that particle aggregation is irreversible with lit-
tle subsequent reorganization of the aggregate structure.
In practice, there are cases in which two particles have a
high probability of adhering upon contact, and in which
the kinetics of aggregation growth are diffusion limited, but
the strength of the interaction between aggregated particles
is sufficiently small that significant restructuring leads to a
larger fractal dimension [375, 376].
The stability against aggregation of the noble metal nano-

particles is an important prerequisite for many potential
applications. The general stabilization mechanisms of col-
loidal materials have been explained by the Derjaguin–
Landau–Verwey–Overbeek (DLVO) theory [377]. Colloid
stabilization is usually discussed in terms of two general
categories: (1) charge stabilization, and (2) steric stabi-
lization. Chemical functionalization of noble metal col-
loids performed in an aqueous or organic medium has

often resulted in stability problems. In general, noble metal
colloid aggregation is indicated by a red shift of the
plasmon band. This problem is traditionally overcome by
adding certain amounts of stabilizers that exhibit a high
and specific affinity for the particle surface. Numerous
stabilizers such as linear polymers (i.e., poly(N–vinyl–2–
pyrrolidone [PVP]), cellulose acetate, and so on), macro-
molecules (highly branched dendrimer molecules [378, 379],
'-conjugated poly(dithiafulvene) [380], and cyclodextrin
[381]), ligands (alkanethiols [382–387], bi- and tri-functional
thiols [118, 388, 389], acryldithiols and diisonitrile [390],
dialkyl disulfides (RSSR′) [391], dialkyl sulfides (RSR′)
[392–394], trioctylphosphine oxide (TOPO) [395, 396], and
alkylamines [281, 397–400], surfactants [330, 401–403],
tetraalkylammonium salts [404, 405], and heterogeneous
supports [406–409] have been employed to prevent the
nanoparticles from aggregation and allow one to isolate the
nanoparticles. Based on these stabilizers, four types of stabi-
lization mechanisms can be summarized: (1) the electrostatic
stabilization by the surface adsorbed anions, (2) the steric
stabilization by the presence of bulky groups, (3) the com-
bination of these two kinds of stabilization with the elec-
trosteric stabilization such as surfactants, and finally, (4) the
stabilization with a ligand. The most common tools used
for stabilizing nanoparticles so far have been polymers since
the polymer-stabilized nanoparticles are able to be exten-
sively used as catalysts in catalytic reactions, but they may
not be useful in selected chemical or physical applications.
For this reason, the use of ligands coordinated at the sur-
face of the particles has been developed considerably in the
past few years. Appropriate stabilizers play an overwhelming
role in not only controlling the particle size and morphology,
but also an aid to the functionalizing of the nanoparticles.
For example, the incorporation of metal nanoparticles can
enhance the conductivity of the '-conjugated polymers
[410]. Nanocomposites consisting of conducting polymers
and noble metal nanoparticles show the significance for cat-
alytic applications [411].
However, stabilities at a large concentration can severely

interfere with a subsequent surface functionalization due to
the firm binding between stabilizer molecules and the sur-
faces of nanoparticles. One approach to the simultaneous
solving of both the issues of colloidal stability and colloid
derivatization consists of using functionalizable stabilizers
such as hydrophilic polymers that are covalently grafted
on the nanoparticle surfaces. For example, when biologi-
cal molecules or environments are involved, the stabiliz-
ers should be compatible with biomedical requirements. As
steric hindrance hampers the access to the colloid surface,
the maximal amount of functional molecules that can be
fixed is severely limited. Alternatively, a suitable solvent
itself, such as methanol, acetone, propanol, ethylene glycol,
and such, as the stabilizer has been applied to fabricate sta-
ble, “unprotected” metal nanoparticles with narrow size dis-
tribution [29, 106, 233–236]. By this means, the produced
metal nanoparticles can be freely functionalized because the
species adsorbed on the “unprotected” metal nanoparticles,
that is, solvent molecules and the simple anions, will be eas-
ily removed or replaced by various coordination ligands or
protective agents.
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4.3. Electronic Properties

If a metal particle with bulk properties is reduced to a size
of a few dozen or a few hundred atoms, the density of states
in the valence band and the conduction band, respectively,
decreases to such an extent that electronic properties change
dramatically. In a metal, electrons are highly delocalized
over a large space (i.e., least confined). This is a result of the
fact that the separation between the valence and conduc-
tion bands vanishes, as shown in Figure 7(a), rendering the
metal its conducting properties. As we decrease the size of
the metal and confine its electronic motion, how do the elec-
tronic properties of a metal cluster have to be? The separa-
tion between the valence and the conduction bands becomes
comparable to or larger than kT , and the metal becomes

Metal/Colloid
(a)

bandgap

Cluster

(b)

(c)

Molecule

Figure 7. Illustration of the electronic states in (a) a metal particle with
bulk properties and its typical band structure, (b) a large cluster of cubic
close-packed atoms with a small bandgap, and (c) a simple triatomic
cluster with completely separated bonding and antibonding molecular
orbitals. Reprinted with permission from [9], G. Schmid, Chem. Rev. 92,
1709 (1992). © 1992, American Chemical Society.

a semiconductor, as illustrated in Figure 7(b). When more
confinement increases the energy separation further, for
example, as demonstrated in a cluster containing three metal
atoms, energetically well-defined bonding and antibonding
molecular orbitals are formed [see Fig. 7(c)]. The material
becomes an insulator. In the size domain at which the metal–
insulator transition occurs, new properties are expected to
be observed which are possessed neither by the metal nor by
the molecules or atoms forming the metal. Here, the quan-
tum size effect dominates. In other words, if the number
of electronic dimensions in a bulk system is decreased from
three to two, a so-called quantum well is formed. While
the one dimensionality of electrons induces a quantum wire,
dimension zero effects result in a quantum dot which has a
dimension of a particle consisting of hundreds or thousands
of atoms.
An interesting aspect of clusters (metal clusters) is the

coordinatively great unsaturation of the surface atoms. They
interact only with atoms inside the particle, and have free
valences outside. Therefore, their electronic contribution to
the behavior of the particle is different from that of the
inner atoms which are fully coordinated. Surface atoms will
be even more distinguishable from inner ones if they are
ligated. The smaller a metal particle becomes, the larger
its fraction of surface atoms is. The distinction between the
total number of metal atoms forming the complete cluster
and the inner atoms (i.e., exclusively with other metal atoms
as neighbors) is more significant the smaller a cluster is.
For example, a close-packed cluster of 13 atoms has 12 sur-
face atoms. A two-shell cluster containing 55 atoms has a
“metallic” nucleus of 13 atoms, whereas the outer shell con-
tains 42 atoms. In general, the nth shell includes 10n2 + 2
atoms. By increasing the size to a certain extent, a tran-
sition to bulk behavior will occur so that the inner metal
atoms and not the total number of metal atoms should be
considered.
In noble metals, the decrease in size below the electron

mean-free path (the distance the electron travels between
scattering collisions with the lattice centers) gives rise to
intensive absorbance in the near UV–visible light. This
results from the coherent oscillation of the free electrons
from one surface of the particle to the other, and is called
the surface plasmon absorption, which will be discussed in
detail below. Noble metal nanoparticles are well known to
have very efficient catalytic properties because of the large
fraction of their atoms present on the surface. At this point,
researchers in the high-vacuum surface science and electro-
chemistry fields have observed different catalytic efficiencies
for the different metallic surfaces [412]. Atoms on different
types of faces of a single metallic nanocrystal have differ-
ent electronic structures, and thus promote different cat-
alytic properties. The shift of the Fermi level manifests itself
as a drastically increased sensitivity of the metal particles
toward oxidation.

4.4. Optical Properties

Silver, gold, and copper colloids have been the major
focus of interest because of their unique optical properties
determined by the collective oscillations of electron den-
sity termed plasmons, which give rise to an intense absorp-
tion in the near UV–visible. Such strong absorption induces



Noble Metal Nanoparticles 29

the brilliant color of these metal nanoparticles in colloidal
dispersion. It is produced by the strong coupling of nano-
particles to the electromagnetic radiation of incident light,
leading to a collective excitation of all of the free electrons
in the particles. As illustrated in Figure 8, the movement
of the electrons under the influence of the electronic field
vector of the incoming light leads to a dipole excitation
across the particle sphere, the positive polarization charge
acting as a restoring force, which makes the electrons oscil-
late. Thus, the electron density within a surface layer, the
thickness of which is about equal to the screening length
of a few angstroms, oscillates, whereas the density in the
interior of the particle remains constant [“surface plasmon”
(SP)]. From one up to three SP bands may be observed,
corresponding to three polarizability axes of the metallic
nanoparticles. A prerequisite for the formation of an intense
plasmon absorption band is that 12 (the imaginary part of the
dielectric constant of the metal) is not too large [11]. Silver
particles have the unique property that the excitation of the
collective oscillation (plasmon absorption, � = 380 nm) and
of the interband transitions (� = 320 nm) occur in separate
wavelength regimes. The plasmon resonances possessed by
gold and copper are in the visible (Au 520 nm; Cu 570 nm),
however, these resonances are superimposed by interband
transitions.
In theory, the absorption spectra of metal particles

smaller than the wavelength of incident light can be cal-
culated on the basis of the Mie equation for nanoparticles
whose metallic dielectric function is known and which
are embedded in a medium of known dielectric constant
[413–416]. The position and magnitude of the surface plas-
mon absorption band are intensively dependent on the
size of the particles, the refractive index of the solvent,
and the degree of aggregation. The surface plasmon res-
onance should shift slightly to high energy, and broaden
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Figure 8. Polarization of a spherical metal nanoparticle by the electric
field vector of the incoming light.

somewhat as the particle size is decreased; meanwhile, the
intensity of absorption decreases remarkably until it is essen-
tially unidentifiable for crystallites of less than 2 nm effec-
tive diameter [417, 418]. For example, a symmetric and
comparatively narrow absorption peak at a shorter wave-
length is usually indicative of relatively small, monodisperse,
and spherical metal nanoparticles. However, it has been
demonstrated both theoretically [419–422] and experimen-
tally [423, 424] that the SP resonances of the coinage metal
nanoparticles depend much more sensitively on the parti-
cle shapes than on the sizes. Typically, in the case of gold
nanorods, the absorption spectra are characterized by the
dominant SPl band (at longer wavelength, ca. 620–900 nm),
corresponding to longitudinal resonance and a much weaker
transverse resonance than the SPt band (at shorter wave-
length, ca. 520 nm).
In general, for bimetallic Ag/Au nanoparticles, the

absorption bands of alloys fall between the maxima of the
respective constituent surface plasmon absorption bands,
and core–shell structures manifest themselves in two dis-
tinct bands [413, 425]. Morphologies and absorption spec-
tra of composite Ag/Au nanoparticles were, however, found
to depend on the deposited metal atoms/surface ratio in a
less than straightforward manner [426]. In contrast, several
experimental results show that what is observed in the core–
shell structured nanoparticles is only the plasmon absorption
of pure metal of the core or shell constituent, probably
due to particles deviating from the perfect core–shell model
[427, 428]. The wavelength of the plasmon resonance of
the nanoshells that are the other kind of colloidal parti-
cles, consisting of a small dielectric core covered by a thin
metallic shell, can be tunable in the visible and near-infrared
regions by varying the core/shell radii. This allows for the
design of nanoshells with plasmon resonance across a spec-
tral range from about 600 to 2500 nm [429]. The scatter-
ing from nanoshells adheres to the Mie scattering theory
[429–431].
The efficiency for the absorption and scattering of light

by metal nanoparticles can surpass that of any molecu-
lar chromophore. In addition, both absorption and scat-
tering properties can be considerably altered by surface
modification or by electronic coupling between individ-
ual nanoparticles. Together with an expectional resistance
to photodegeneration, such favorable optical features are
stimulating the development of new applications in analyt-
ical chemistry and in photophysics, making metal colloids
attractive components for diagnostic, electronic, and pho-
tonic devices.

4.5. Magnetic Properties

Nanoscale magnetic materials show novel properties that are
markedly different from those of the bulk due to their very
small size and fundamental change in the coordination, sym-
metry, and confinement [432]. For magnetic nanoparticles,
the intrinsic magnetic properties are strongly influenced by
the particle size; meanwhile, they exhibit specific proper-
ties such as superparamagnetism and quantum tunneling of
magnetization [433, 434], which are regarded as unique fea-
tures of magnetic nanoparticles. When reducing the size of
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magnetic particles, a transition from poly-domain to single-
domain systems occurs. If the particles of ferro- or ferri-
magnetic materials are smaller than the dimensions of a
single domain (which for Fe and Co is ca. 20 nm), ther-
mal fluctuations will supersede the Weiss anisotropy above
the blocking temperature. Such particles are called super-
paramagnetic [435]. Naturally, magnetic particles smaller
than 10 nm are usually superparamagnetic, and they do not
aggregate because each particle is a single magnetic domain.
A permanent magnetic moment has been observed in a self-
assembled array of Co particles with sizes <8 nm by aligning
them in a magnetic field during assembly.
The modification of the electronic band structure of nano-

size magnetic particles, at the border of molecular and
metallic states, induces unusual magnetic properties. As a
consequence, an enhanced magnetic moment is predicted
for nanoparticles of 3d ferromagnetic metals [436]. By
applying molecular beam deflection measurements in high
vacuum, such effects have been first demonstrated in the
case of Fe, Co, and Ni metal nanoparticles containing fewer
than 1000 atoms [437]. Bulk 4d metals do not display any
ferromagnetic behavior; however, a spin polarization can be
induced by a very small perturbation of the lattice param-
eter, by elaborating layered structures with a ferromagnetic
material [438], and more efficiently by alloying with a 3d
ferromagnetic metal [439, 440]. All of these fantastic phe-
nomena motivate the preparation and characterization of
magnetic nanoparticles.
Bimetallic nanoparticles in particular have raised a wide

range of scientific interests because they may exhibit unique,
synergistic properties, or combinations of properties, which
go beyond those of single components. The investigation in
the formation of alloy nanoparticles containing ferromag-
netic 3d and noble metal elements of the platinum group
becomes rather active with respect to the magnetic behav-
ior of large magnetic moments and high magnetocrystalline
anisotropy (i.e., FePt: Ku ∼ 6�6–10 × 107 erg/cm3� of these
particles [441].

5. SELF-ASSEMBLY
Nonlithographic approaches based on thermodynamically
driven self-organization processes are especially appealing
because of their potential for low overhead in large-scale
production. The spontaneous organization of monolayer-
protected metal nanoparticles in periodic two-dimensional
(2-D) arrays is archetypal of this approach, with many of
these arrays demonstrating novel optical or electronic prop-
erties as a function of particle size or interparticle spac-
ing. Hydrophobic compounds such as alkanethiols [34–36,
227, 238, 270] and alkylamines [224, 281, 399, 400] or
cationic surfactants [404, 405] are often used to drive the
nanoparticles toward self-organization at the air–aqueous
interface (see Fig. 9). However, 2-D array formation by
this method has mainly been successful only for small
metal nanoparticles with diameters less than 10 nm, while
a breakthrough, to some degree, has been achieved by the
improvement of the largest unit size for a close-packed 2-D
gold nanoparticle array from 18.5 to 170 nm [442]. Stabi-
lized metal particles beyond this threshold of 10 nm become

(a)

(b)

Figure 9. Schematics showing self-assembled passivated nanocrystal
superlattices of spherical (a) and faceted (b) particles. Apparently,
long-chain thiol capping layers on the surfaces of nanoparticles are
interdigitated.

increasingly prone to multilayer or three-dimensional aggre-
gate formation, which can be attributed to the rapid increase
in van der Waals attraction and the loss of surfactant chain
mobility on the planer facets of the nanoparticles as a func-
tion of size.
Previously, Wang summarized that periodic arrays of

nanocrystals are different from the 3-D packing of atoms
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in several aspects [443]. First, to an excellent approxima-
tion, atoms or ions are spherical, while nanoparticles are
faceted polyhedra; thus, the arrays of particles can be crit-
ically affected by their shape and size. Second, the atom
or ion size is fixed, but the size of nanoparticles can vary
slightly because their size distribution usually is within a cer-
tain range, even after size selection process. The degree of
order within the close-packed domains suggests that the uni-
formity of arrays is determined largely by the size and shape
dispersity [444] of the nanoparticles themselves. It should be
noted that low size dispersity (5–10% relative standard devi-
ation from the mean) is an important factor in the prepara-
tion of sterically stabilized colloidal crystals. Finally, atomic
bonding occurs between outer shell (valence) electrons to
form ionic, covalent, or metallic bonds, or mixtures of these.
In most cases, the interatomic distance is fixed, while the
bonding between nanoparticles is generated by a passivating
surfactant whose length is variable; thus, the ratio of particle
size to interparticle distance is adjustable. This is a parame-
ter likely to determine the 3-D packing of the nanoparticles.
The tunable internanocrystal spacing permits control over
interparticle interactions, giving rise to novel tunable struc-
tural, optical, and transport properties.
Alternatively, a molecular recognition strategy for the

self-assembly of nanoparticles has been systematically devel-
oped within the past few years. One recognition principle
is to make possible the synthesis of receptor molecules,
incorporating appropriately designed binding sites that are
capable of recognizing and selectively binding molecular
substrates in solution [259, 445, 446]. For example, the
diaminopyridine moiety recognizes and selectively binds the
uracil moiety in chloroform through the formation of three
complementary hydrogen bonds in a way similar to the inter-
actions between base pairs in DNA. Therefore, by incorpo-
rating a diaminopyridine moiety into a fraction of alkane
molecules used as capping agents at the surface of a sil-
ver nanoparticle, the resultant assembly is expected to rec-
ognize and selectively bind another nanoparticle capped
using alkane molecules modified by the incorporation of the
uracil moiety. Generally, it is hoped that, by programming
nanocrystals, the self-assembly of complex nanostructures in
solution will prove possible. The other is the recognition-
directed assembly of silver nanocrystals in solution via pseu-
dorotaxane formation [446]. Specifically, a thiol modified
dibenzo[24]crown-8 recognition motif was covalently linked
to the surface of 7 nm diameter silver nanocrystals. Upon
addition of bis–dibenzylammonium dication, an aggregation
of nanocrystals was observed. The inhibition of the aggre-
gation phenomenon by the addition of either an excess of
dibeno[24]crown-8 or dibenzylammonium cation recognition
motifs was further demonstrated.
To maintain a wetting layer on the surface so that

nanocrystals can have a chance to self-assemble into large
periodical structures, the evaporation rate of the solvent
must be slowed. In analogy to molecular crystallization, it is
quite reasonable to propose that better superlattices, larger
and with fewer defects, are obtained when they form slowly.
Once formed, these superlattices may be tough enough not
to be perturbed when dewetting finally occurs. Excess low-
volatile long-chain alkanethiol ligands turn out to be the
ideal additive to slow the liquid droplet evaporation without

introducing other impurities. With a dependence on parti-
cle concentration, the size of the domain with a remark-
able degree of ordering is routinely greater than several
microns in size by maintaining a long-lasting wetting layer.
A sharp transition between the ordered monolayer regime
and the bare substrate regime (such as amorphous carbon
film) suggests that lateral diffusion in the wetting-liquid layer
is mainly driven by the interaction between particles. A slight
increase in size distribution near the edge of the monolayer
domain occasionally takes place, indicating the size-selective
process occurring simultaneously with the assembly process.
The formation of well-ordered bilayers can be achieved by
increasing the nanocrystal concentration while maintaining
the concentration of the solvent mixture.
The formation of regular hexagonal close-packed 2-D

supperlattices is frequently met in the precious metal
nanoparticles with a narrow monomodal size distribution.
However, what about the particles with bimodal size dis-
tributions? Two investigations give the intriguing answers
[447, 448]. For alkanethiol-coated Au nanocrystals of two
different well-defined size focusing, three types of ordered
2-D arrays that are primarily dependent on the local num-
ber and radius ratios of two components are observed,
as shown in Figure 10 [447]: first, different-sized parti-
cles intimately mixed, forming an ordered bimodal self-
organization [Fig. 10(a)], second, size-segregated regions,
each containing hexagonal-close-packed monodispersed par-
ticles [Fig. 10(b)], and third, a structure in which parti-
cles of several different sizes occupy random positions in
a pseudohexagonal lattice [Fig. 10c]. These different types
of organization are closely related to the radius ratio of
small particles to large particles. For two chemically dif-
ferent building blocks, such as thiol-passivated Ag and Au
nanoparticles with bimodal particle sizes, they can sponta-
neously self-organize to true nanoscale colloidal alloy super-
lattices [448].
One (1-D)- and three-dimensional (3-D) arrays of nano-

particles are appealing. For the generation of low-dimension
arrays, the use of templates supporting the arrangement
of the particles is favorable. One-dimensional chains of
Au nanoparticles linked with polypyrrole formed in porous
anode oxidized alumina membranes [449]. As shown by Fitz-
maurice and co-workers multiwalled carbon nanotubes can
be used for supporting the 1-D arrays of Au nanoparticles
up to 10 �m [450]. In particular, long-range 1-D chains of
size-controlled Au nanoparticles in planar structured sub-
strates (nanoscale ridge- and valley-structured carbon layers)
are fabricated [451], where the Au nanoparticles are pre-
dominantly immobilized in valleys and partly on ridges. The
other strategy is to utilize bifunctional linkers to form 1-D
arrays. A representative example is demonstrated by dithiols
with which nanoparticles are bridged to fabricate 1-D arrays
of Au nanoparticles [449]. Another interesting experiment
shows that the self-assembly of 2–mercaptobenzimidazole
(MBMZ) molecules on Ag nanoparticles results in the for-
mation of 1-D aggregates [452]. The length of the wire-like
configurations ranges from 200 to 450 nm. Here, the hydro-
gen bonding (i.e., N–H· · ·N interactions) between MBMZ
molecules on the surfaces of different Ag nanoparticles is
believed to be the driving force for the formation of wire-
like aggregates.
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(a)

50 nm

b

(b)

50 nm

(c)

25 nm

Figure 10. (a) Au nanocrystal superlattices comprising Au nano-
particles of two distinct sizes with RB /RA ≈ 0�58 (AB2 structure, in anal-
ogy to AlB2�. (b) Organization of an approximately bimodal ensemble
of particles for which RB /RA ≈ 0�47 (RA = 9�6 ± 1�5 nm and RA =
4�5 ± 0�7 nm), where phase separation of A + B mixture of Au nano-
particles in the superlattices takes place. (c) “Random alloy” of Au
nanoparticles obtained for an RB /RA ratio greater than 0.85 (AB struc-
ture, in analogy to NaCl). Reprinted with permission from [447], C. J.
Kiely et al., Nature 396, 444 (1998). © 1998, Macmillan Magazines Ltd.

6. APPLICATIONS
Nanoscale metal particles hold great promise for use as
advanced materials with new electronic, magnetic, optic,
and thermal properties, as well as new catalytic properties.
Recent and novel applications, such as building single-
electron devices [453, 454], chemical sensors [455], lumi-
nescent probes [456, 457], drug delivery [458], medical
diagnostics [459], and in high-density magnetic storage
devices [319], are being found. For noble metal nano-
particles, the catalytic activities that they embody are ubiq-
uitous as a side branch of this ongoing research in the field
of nanotechnology. The noble metal nanoparticles provide
new opportunities for catalysis for as much as they can serve
as a bridge between homogeneous and heterogeneous cat-
alysts. For instance, the colloidal metal particles of 1–3 nm
mean diameter with narrow size distributions show high
activity and selectivity for the hydrogenation of olefins and
dienes [104, 343–345], the hydration of acrylonitrile [346],
and light-induced hydrogen generation from water [347].
Furthermore, colloidal palladium nanoparticles serve as a
good catalyst for Suzuki-, Heck-, and Stille-type coupling
reactions for carbon–carbon bond formation [105, 460–462].
Platinum and gold nanoparticles catalyze the oxidation of
l–sorbose and carbon monoxide, respectively [463–465].
Apart from the catalytic activity of silver [466–468], for

example, poly(sodium acrylate)-protected Ag nanoclusters
show high activity in catalyzing the oxidation of ethylene to
ethylene oxide [468], the Ag nanoparticles play an impor-
tant role in photographic processes [469–471] and in the
substrate for surface-enhanced Raman spectroscopy (SERS)
[472, 473]. In addition, due to their large effective scattering
cross section and their nonbleaching properties, Ag nano-
particles hold great promise in the field of single molecule
labeling-based biological assays [474] and as output sig-
nal enhancers in near-field optical microscopy applications
[475]. Noble metal particles have also found application in
protein–colloid conjugates, where they are used as markers
and tracers in optical and electron microscopy to help locate
and quantitate antibody–antigen binding sites in cells and
tissues [476, 477].
Bimetallic particles find increasing interest not only in

catalysis, but also as models for the study of the forma-
tion of alloys. Catalysts made of bimetallic nanoparticles
are superior compared with those made of pure metals,
in terms of activity, selectivity, stability, and resistance to
poisoning [478]. The magic of bimetallic nanoparticles usu-
ally originates from their structures. Many investigations
have shown that the structure–function relationship involv-
ing these nanoparticles holds the key to the understanding
of catalytic processes. For instance, the catalytic mechanisms
of monometallic nanoparticles and bimetallic nanoparticles
in petroleum refining processes and multiwalled nanotube
production are understood only after the structures of these
catalysts have been examined [479, 480]. With extended
X-ray absorption fine-structure (EXAFS) techniques, it has
been found that Cu atoms concentrate in the surface of
Cu/Ru bimetallic nanoparticles [479]. Such segregation helps
reduce the rate of hydrogenolysis, which requires large
patches of Ru atoms to function. Pd–Pt bimetallic nano-
particles are known to be more resistive to sulfur poison-
ing due to the special surface arrangement [478, 481, 482].
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These results clearly demonstrate that special structures
of bimetallic nanoparticles can lead to novel properties
and enhancement of activities such as the catalytic func-
tion. In addition, bimetallic nanoparticles are preferred
heterogeneous catalysts in petroleum reforming processes
[479]. Large-diameter bimetallic nanoparticles have been
used to catalyze the growth of carbon filaments [483].
Nanoscopic magnetic FePt, CoPt, and FexCoyPt100−x−y alloy
particles received intensive attention due to their perpendic-
ular magnetic anisotropy [484], high chemical stability [485],
and potential applications for high-density magnetooptical
recording media [486–490].

7. SUMMARY
This frontier of nanomaterial research follows great achieve-
ments, one after another, in the laboratory, so that it
becomes more and more difficult to keep up to date with all
new successes, and to derive the general trends that would
be the main pathways to nanotechnology. So what would
be the next logical step to take to envision the prospective
functional materials? The development in nanosciences will
motivate the advancement in future technology. Recently,
large-scale production of monodispersed thiol-derivatized
Au nanoparticles in gram scale have been successfully devel-
oped by Klabunde and co-workers using the solvated metal
atom dispersion method [491]. Thus, it seems that this
method lays the groundwork for the scaling up of known
laboratory-scale syntheses into reliable, standard manufac-
turing procedures for nanomaterials with uniform size and
monodispersed morphologies. Nevertheless, this alone is not
enough since a nanoscale substance must have superior
performance. Once available at low cost, the nanoparticles
should have added functionality to a great extent by means
of surface modification. If all of these problems have been
tackled, the probable last step left that should be considered
to make technological applications possible is the alignment
and addressing of nanoparticles. This is necessary in nano-
devices such as nanotransistors and nanocircuits.
The immense advancement in the synthetic ability of

nanoparticles is partly attributed to the diverse analytic tools
and characterization methods available, which contribute to
a close examination of the morphologies and a profound
understanding of the structures of the nanomaterials. For
example, without the high-resolution transmission electron
microscope and energy dispersive X-ray spectroscopy, we
would know nothing about the structures and constituents
of nanomaterials.
Although nanoparticles have numerous available proper-

ties for future applications as summarized in this chapter,
nothing is ever omnipotent in the world. Therefore, the role
of nanoparticles as well as other nanomaterials in future
nanotechnology should hardly be overstated. We are looking
forward to the day when we can abandon the old-fashioned
manufacturing techniques and shrink them down to an eco-
nomically and actually preferable nanoscale.

GLOSSARY
Colloid System in which finely divided particles, which are
approximately 1–1000 nm in size, are dispersed within a

continuous medium in a manner that prevents them from
being filtered easily or settled rapidly.
Dynamic light scattering (DLS) Also known as photon
correlation spectroscopy (PCS). DLS measures the autocor-
relation function of the intensity of the scattering light. It
is an effective method to study the size of colloids (hydro-
dynamic radius), the kinetics of aggregation of the colloids,
and the structure of the aggregates formed.
Energy-dispersive X-ray spectroscopy (EDS) A precise
microanalysis technique. It shows the counting of X-rays
emitted from the beam-illuminated specimen region as a
function of photon energy.
Noble metal Metal or alloy, such as gold, that is highly
resistant to oxidation and corrosion.
Plasmon absorption Plasmons are the collective oscilla-
tions of the electron density in the metal nanoparticles of
a colloid, which give rise to an intense absorption in the
near UV–visible region. Plasmon absorption is produced by
the strong coupling of nanoparticles to the electromagnetic
radiation of incident light, leading to a collective excitation
of all of the free electrons in the particles.
Poly(N–vinyl–2–pyrrolidone) (PVP) A widely used stabi-
lizer in the preparation of nanoparticles.
Stabilizer Substance that renders or maintains a solution,
mixture, suspension, or state resistant to chemical or phys-
ical change. In the field of nanoscience, a stabilizer is used
to keep nanoparticles stable against aggregation.
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1. INTRODUCTION
Much attention has been paid to nanosized metal colloids,
for their specific properties are different from those of
bulk metal compounds. Nanosized metal colloids are usually
synthesized by a in-situ reduction method from a suitable
metal precursor, such as chemical reduction, photoreduc-
tion, electrochemical reduction, or thermal decomposition.
Many small molecular ligands, surfactants, and polymers
have been used to stabilize metal colloids. Some metal col-
loids exist stably for a long time without coagulation in
a solvent. The methods for suppressing coagulation are
needed to maintain the stability of metal colloids in a sol
state. Additives that do not cause coagulation are steric sta-
bilizers. Polymers such as polyvinyl alcohol and polyvinyl
pyrrolidone and surfactants have frequently been used. The
mechanism of the steric stabilization or suppression of the
coagulation is illustrated in Figure 1, in which large adsorbed
molecules that prevent coagulation can be seen. Recently
many polymer-stabilized noble metal nanocolloids have been
studied intensively. Stable noble metal colloids have also
been obtained by a unique preparation method without a
stabilizer. In this case the ionic groups on the surface of
this metal colloid suppress the coagulation of metal parti-
cles by electric repulsion. The colloidal particles prepared
by reduction with citrate, for example, are surrounded by
an electrical double layer arising from adsorbed citrate and
chloride ions and the cations that are attracted to them.
This results in a Columbic repulsion decay with the inter-
particle distance; the net result is shown in Figure 2. Thus
the metal particles are stabilized in the dispersing medium.

A counteraction can be achieved by the above two meth-
ods, electrostatic stabilization and steric stabilization. For
historical details and an extensive survey of the properties of
noble metal nanocolloids, the reader is referred to previous
reviews [1–3].

2. PREPARATION AND
CHARACTERIZATION OF NOBLE
METAL NANOCOLLOIDS

Metal colloids can be prepared in two different ways: by
dispersion of larger particles or by condensation of smaller
units. Sols prepared by the dispersion method are rather
unstable and consist of particles with a wide size distribution.
To generate uniform particles it is necessary to use chemical
methods such as the reduction of metal salts in solution.

2.1. Platinum Nanocolloid

Application of platinum colloid in catalysis is regarded as
an active research field. Many colloidal nanocatalysts have
been studied intensively, and nanosized platinum metal col-
loids exhibit special catalytic properties different from those
of conventional heterogeneous and homogeneous platinum
metal catalysts. Typical platinum nanocolloids are listed in
Table 1. Particle size can be kept between 1.0 to 40 nm
through control of the preparation conditions. Though most
platinum colloids in the table are stabilized with polymers,
platinum nanoparticles without stabilizer are also prepared.
The platinum colloid with electrostatic stabilization is pre-
pared by the reduction of chloroplatinic acid with sodium
citrate [20]. The platinum colloid obtained by this method is
very stable and does not coagulate for several months if kept
in a refrigerator. The following three points are important
in the preparation of the platinum colloid:

1. The flask must be carefully washed, preferably with
aqua regia.

2. Attention must be paid to the water used. Double-
distilled water is recommended.

3. The flask should always be sufficiently heated, and the
solution must be kept boiling.
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Figure 1. Steric stabilization of metal colloid particles by polymers
or surfactant molecules. (a) In the interparticle space the configura-
tional freedom of the polymer chains of two approaching particles is
restricted, causing a lowering of entropy. (b) The local concentration
of polymer chains between the approaching particles is raised and the
resulting higher local activity is osmotically counteracted by solvation.
Reprinted with permission from [1], G. Schmmid, “Clusters and Col-
loids.” VCH, Weinheim, 1994, © 1994, Wiley-VCH.

Figure 2. Electrostatic stabilization of metal colloid particles. Attractive
van der Waals forces are outweighed by repulsive electrostatic forces
between adsorbed ions and associated counterions at moderate inter-
particle separation. Reprinted with permission from [1], G. Schmmid,
“Clusters and Colloids.” VCH, Weinheim, 1994, © 1994, Wiley-VCH.

Unreacted chloroplatinic acid and excess sodium citrate
can be removed by passing the solution through a column
with the ion exchange resin Amberlite MB-1.
Figure 3 shows the relationship between the particle size

of the platinum colloid prepared by the above-mentioned
method and the reflux time. The diameter of the platinum
particles increases gradually with time and becomes constant
at 32 Å. By this method, the particle size of the platinum
colloid can be controlled just through control of the reflux
time. The deviations in particle sizes are very small, and the
particle size is homogeneous and almost uniform. From the
results it seems that the number of colloid particles does
not change during the growth process of the platinum col-
loid and that the particle size increases because of a gradual
reduction in the amount of chloroplatinic acid adsorbed on
the surface of the colloid.

2.2. Gold Nanocolloid

Gold nanocolloid is a typical historical particle. The gold
colloids, ranging from 2 to 150 nm in diameter, are available
and are typical hydrophobic particles (Table 2). The proper-
ties and applications of gold nanoparticles are summarized
in [3] with historical details. The major objective in using
colloidal gold is the in-situ localization of cellular macro-
molecules. This information is used to elucidate biochemical
properties and functions of cellular compartments and com-
ponents. The silver-enhanced colloidal gold method can be
used for both light and electron microscopy. Colloidal gold
as a marker meets many requirements necessary for precise
ultrastructural localization, distribution, and quantitation of
macromolecules in living or fixed cells and tissues. During
the last decade, scientific literature involving the use of col-
loidal gold as an immunocytochemical marker has increased,
and this trend is expected to continue. The different meth-
ods for the synthesis of colloidal gold are based on con-
trolled reduction of an aqueous solution of tetrachloroauric
acid, with different reducing agents under various condi-
tions.

2.3. Other Noble Metal Nanocolloids

Other noble metal nanocolloids are also prepared as plat-
inum and gold nanocolloids with electrostatic stabilization
and steric stabilization. Nanocolloids of Rh, Pd, Ru, Ir, and
Ag are shown in Tables 3–7.

2.4. Preparation and Characterization
of Noble Bimetallic Nanocolloids

Bimetallic particles have been a focus of increasing interest
not only in catalysis in the fuel industry, but also as models
for the study of the formation of alloys. They can be divided
into two classes: alloy-like colloids consist of a homogeneous
mixture of two metals with colloidal distribution and col-
loids with an inner nucleus of one metal, which is covered
by a layer of the second metal. In the metal evaporation
method, two types of preparation procedures are used [62],
for example:
(1) Half SMAD: A conventional catalyst was prepared,

such as Pt/Al2O3, and this catalyst was treated with solvated
Re atoms (in toluene). In this way the preformed Pt particles
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Table 1. Platinum nanocolloids.

Particle size/nm Stabilizer Method Ref.

2.7 PVA Refluxing MeOH [4]
2.7–4.1 PVP Refluxing MeOH [5]
1.55–1.78 PVP Refluxing MeOH [6]
1.1–2.7 PVP Refluxing MeOH [7]
1.02–2.20 PVPAA Refluxing MeOH [8]

PNIPAAm Refluxing EtOH [9]
1.47–2.67 PNIPAAm, PVP Refluxing EtOH [10]
1.5 PNIPAAm Refluxing EtOH [11]
2.7 PVP Refluxing EtOH [12]
2.6 Poly(2-ethyl-2-oxazoline) Refluxing EtOH [12]
2.2 Poly(1-vinylpyrrolidone-co-vinylacetate) Refluxing EtOH [12]
∼30 Poly(2-hydroxypropyl-methacrylate) Refluxing EtOH [12]
∼40 Poly(methylvinylether-co-maleic anhydride) Refluxing EtOH [12]
1.5 Poly(methacrylic acid) Refluxing EtOH [12]
2.4 Poly(1-vinylpyrrolidone-co-acylic acid) Refluxing EtOH [12]
2.3 Poly(styrene sulfonic acid) Refluxing EtOH [12]
2.0 Poly(2-acrylamido-2-methyl-1-propane sulfonic acid) Refluxing EtOH [12]
1.6 Poly(vinyl phosphenic acid) Refluxing EtOH [12]
∼2 PS-b-PMAA Refluxing EtOH [13]
2.1 PS-b-PED Refluxing EtOH [13]
27 PVP Refluxing EtOH [5]
∼1�5 Polystyrene Refluxing EtOH [14]
1.9–2.81 PNVF, PNVA, PNVIBA Refluxing EtOH [15]
3.9 PVP Refluxing EtOH [16]
2.0 PVP Refluxing EtOH [17]
1.12 PVPAA Refluxing EtOH [8]
2.09–2.53 PNVF Refluxing EtOH [18]
2.15–2.61 PNVA Refluxing EtOH [18]
2.81 PVP Refluxing EtOH [18]
1.9 PNVIBA Refluxing EtOH [18]
2.38 PNIPAAm Refluxing EtOH [18]
22 PVP Refluxing PrOH [5]
1.02–1.10 PVPAA Refluxing PrOH [8]
5 Citrate [19]
2.5 Citrate [20]
3.0 Citrate [21]
3.0–3.5 Carbowax Citrate [22]
∼3 Octadecanthiol LiBH(Et)3 [23]
15 PMP, PTFE Versatile method in supercritical CO2 [29]
3.2 PS-b-PMAA KBH4 [13]
2.9 PS-b-PED KBH4 [13]
7–11 Polyacrylate H2 gas [25]
80 Cyclodextrin H2 gas [26]
∼3 1,10-Phenanthroline UV irradiation [27]
1.1–3.8 Microwave-dielectric heating [28]
15 PMP, PTFE Versatile method in supercritical CO2 [29]

Note: PVP, Polyvinyl pyrrolidone; PNIPAAm, poly(N -isopropylacrylamide); PVA, polyvinyl alcohol; PMP, poly(4-methyl-1-pentene);
PTFE, poly(tetrafluoroethylene); PS-b-PMAA, polystyrene-b-poly(methacrylic acid); PS-b-PED, polystyrene-b-poly(ethyleneoxide); PNVF,
poly(N -vinylformamide); PNVA, poly(N -vinylacetamide); PNVIBA, poly(N -vinylisobutylamide); PVPAA, poly(1-vinylpyrrolidone-co-
acrylic acid).

would receive Re on their surface as a surface coating, but
a homogeneous Pt-Re alloy should not form.
(2) Full SMAD: The two metals were evaporated simul-

taneously, and layered structures or homogeneous alloy par-
ticles could form. Some bimetallic nanocolloids are listed in
Table 8. Platinum-gold alloy colloids can be prepared by a
method similar to the above-described method for prepar-
ing a platinum colloid [61]. For the alloy colloid, a mixture
of the gold chloride acid solution and the chloroplatinic
acid solution (1 g Pt+Au/liter) at an arbitrary ratio is used.

The composition of the prepared alloy colloid corresponds
to the composition of the starting material metal. Reduc-
tion with sodium citrate is completed within 4 h. This can
be confirmed from a visible spectrum. Figure 4 shows a vis-
ible spectra of platinum, gold, and platinum-gold alloy col-
loids with various compositions. As the gold colloid has a
characteristic absorption peak at 520 nm, the gold colloid
does not appear to be included in the alloy colloid. The col-
loid thus prepared is an alloy, because the spectrum of the
alloy colloid is not a summary of spectra of the pure metal



44 Noble Metal Nanocolloids

Figure 3. Relationship between the particle size of the platinum col-
loid and reflux time. Reprinted with permission from [76], Namba and
Okura, Hyomen 21, 450 (1983). ©1983, Koshinsha Co.

Table 2. Gold nanocolloids.

Particle size (nm) Color Reducing agent Ref.

0.82 NaBH4 [30, 31]
2.6 Yellowish NaSCN [32]
3 Red-orange White phosphorus [33]
3–17 Red Citrate [34]
4.2 Light brown NaBH4 [35, 36]
5.2 Purple-brown White phosphorus [37]
5.7 Red Citrate [38]
8.5 Red Citrate [39]
5–12 Brown-red White phosphorus [40, 41]
10 EtOH [42–44]
12 Ascorbic acid [45–47]
12–64 Red Citrate [48]

Stabilizer Method

∼3 PS-b-PMAA KBH4 [13]
∼6 PS-b-PMAA UV irradiation [13]
5 PS-b-PEO KBH4 [13]
∼6 PS-b-PEO UV irradiation [13]
2.5 DOAC, ACT Gas flow-cold trap method [49]

Table 3. Rhodium nanocolloids.

Particle size (nm) Stabilizer Method Ref.

3.5 PVP Refluxing MeOH [51]
0.8–4 PVP Refluxing MeOH [52]
3–7 PVP Refluxing MeOH [53]
4 PVA Refluxing MeOH [4]
4.3 Poly(methyl vinyl- ) Refluxing MeOH [4]
3–3.5 PVP Refluxing MeOH [4]
2.24–5.7 PVP Refluxing MeOH [54]

PVP Refluxing alcohol [50]
3–20 Ion exchange resin NaBH4 [24]
∼2 Surfactant [55]

Table 4. Palladium nanocolloids.

Particle size (nm) Stabilizer Method Ref.

PVP Refluxing MeOH [53]
5.3 PVA Refluxing MeOH [4]
1.9–2.7 PVP Refluxing MeOH [7]
3.4–7.8 PS-b-PMAA Refluxing EtOH [13]
5–6.8 PS-b-PEO Refluxing EtOH [13]
1.3–2.1 PS-b-PMAA KBH4 [13]
3.4–5 PS-b-PEO KBH4 [13]
3–10 Ion exchange resin NaBH4 [24]
4.8 Tetraalkylammonium Electrochemical [56]

Table 5. Ruthenium nanocolloids.

Particle size (nm) Stabilizer Method Ref.

1.3–1.8 PVP NaBH4 [57]
1.28–1.76 PVP NaBH4 [58]
3–20 Ion exchange resin NaBH4 [24]

Table 6. Iridium nanocolloids.

Particle size (nm) Stabilizer Method Ref.

14 PVA Refluxing MeOH [4]
1.1–1.4 PVP Refluxing alcohol [59]

Table 7. Silver nanocolloids.

Particle size (nm) Stabilizer Method Ref.

5.0, 5.5 Sodiamoleate NaBH4 [60]
3.3 PS-b-PEO KBH4 [13]
∼4 PS-b-PEO UV irradiation [13]

Table 8. Bimetallic nanocolloids.

Metals Particle size (nm) Stabilizer Method Ref.

Pd/Pt 1.5–2.5 PVP Refluxing EtOH [63]
Pt/Rv 2.0 PVP Refluxing EtOH [66]
Ag/Pt 3.2–11.3 UV irradiation [64]
Pt/Re Metal evaporation [65]

Figure 4. Visible spectra of platinum-gold alloy colloids with various
compositions. Reprinted with permission from [76], Namba and Okura,
Hyomen 21, 450 (1983). ©1983, Koshinsha Co.
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colloids. The color of the alloy colloid is brownish black,
whereas the color of the gold colloid is red. Platinum-
palladium alloy colloids are prepared by a method similar to
the above-described method [67]. In the case of palladium,
15 h is needed to complete the reduction with sodium cit-
rate. The visible spectra of platinum, palladium, and these
alloy colloids show alloy formation by the higher absorbance.
The color of the alloy colloid is brownish black. A platinum-
palladium alloy colloid with arbitrary metallic composition
can be prepared.

3. CATALYSES WITH NOBLE
METAL NANOCOLLOIDS

The noble metal nanocolloids and alloy nanocolloids have
been used in a sol state, in which the colloid is dispersed
in the solvent, and in a gel state, in which the colloid is
supported on the solid surface. Some examples of catalytic
reactions in the sol state and the preparation and characteri-
zation of the noble metal nanocatalyst are described. Typical
catalytic reactions with noble metal nanocolloids are listed
in Table 9.

3.1. Hydrogenation

Hydrogenation reactions have been the most extensively
studied for measuring the activity of colloids. The six plat-
inum group metals (Ru, Os, Rh, Ir, Pd, and Pt) have
been investigated as unsupported catalysts. Alcohol solu-
tions of these metals are active catalysts with varying
degrees of selectivity for the deuteration of 1,2- and 1,6-
dimethylcyclohexenes. Both unsupported Pd and Pt colloids
are active for selective hydrogenation of alkynes to alkenes.

3.2. Hydrogen Peroxide Decomposition

Ionic platinum is not active for hydrogen peroxide decompo-
sition. It is known that the metallic state of platinum is active
for hydrogen peroxide decomposition, though the platinum
ion is inert. When the platinum colloid shows a metallic
character, the reaction proceeds [75]. Thus, the hydrogen
peroxide decomposition reaction is a suitable model reac-
tion. Hydrogen peroxide decomposition was carried out with
platinum colloids with different particle sizes. The decompo-
sition is easily carried out as follows by kinetic measurement:

2H2O2 −→ 2H2O+O2

As oxygen is generated in this reaction by the following
equation, kinetic study is possible by measurement of either
oxygen formation or hydrogen peroxide consumption by
titration with potassium permanganate. The reaction obeys
a first-order kinetics and is expressed by the following equa-
tion:

lnC0/C = kt

where C0 and C are the hydrogen peroxide concentrations
at times 0 and t, respectively, and k is a rate constant.
Figure 5 shows the relationship between the rate constant

k and the particle size of the platinum colloid. Although
decomposition activity of hydrogen peroxide is not observed

Table 9. Catalysis with noble metal nanocolloids.

Metals Catalytic reactions Ref.

Ru Hydrogenation of
Cyclooctene [57]
n-Heptene [57]
Citronellal [57]
o-Chloronitrobenzene [58]
Cyclohexene [24]
1-Hexene
Benzene [68]
Other alkenes [24]
Oxidation of alkane [69]

Rh Hydrogenation of
1-Hexene [51, 53, 24]
Cyclohexene [51, 52, 24]
Styrene [53, 24]
Cyclooctene [53]
1-Octene [70]
Other alkenes [53, 24, 55]
Hydroformylation [50]
Methanol carbonylation [54]
Hydrosilylation [71]

Pt Hydrogenation of
Cinnamaldehyde [72, 73, 74]
Allyl alcohol [9, 10, 11, 14]
Cyclohexene [12, 13, 24]
1-Hexene [27, 24]
	−Ketoester [16, 17]
Styrene [24]
Other alkenes [6, 7, 27, 72, 74]
Photoinduced hydrogen evolution [22, 27, 26]
Hydrogen peroxide decomposition [75]

Pd Hydrogenation of
Cyclopentadiene [53]
Cyclohexene [13]
Dodecene [7]
Cyclooctene [7]
1-Hexene [24]
Other alkenes and dienes [24, 53]

Ir Hydrogenation of methyl pyruvate [59]

Pd/Pt Hydrogenation of cycloocta-1,3-diene [63]

Pt/Ru Photoinduced hydrogen evolution [66]

Note: PVP, Polyvinyl pyrrolidene; PNIPAAm, poly(N -isopropylacrylamide);
PVA, polyvinyl alcohol; PMP, poly(4methyl-1-pentene); PTFE, poly(tetrafluoro-
ethylene); PS-b-PMAA, polystyrene-b-poly(methacrylic acid); PS-b-PED, poly-
styrene-b-poly(ethyleneoxide); PNVF, poly(N -vinylformamide); PNVA, poly
(N -vinylacetamide); PNVIBA, poly(N -vinylisobutylamide); PVPAA, poly(1-vinyl-
pyrrolidene-co-acrylic acid).

when a colloid with a small particle size is used, the activity
increases with increasing particle size. The activity increases
remarkably at a particle size of about 16 Å. A platinum col-
loid with a particle size of 16 Å consists of crystalline parti-
cles that each contain 108 platinum atoms, and the platinum
particles may be an amorphous cluster in a platinum colloid
with a particle size of less than 16 Å, which is a precursor of
the crystal. The number of active sites of platinum colloids
can be determined by the poisoning method in which mer-
curic chloride (HgCl2
 is used as an inhibitor. The addition
of HgCl2 causes a remarkable decrease in activity. If one
active site is inhibited by one HgCl2 molecule, the amount
of HgCl2 obtained by the extrapolation corresponds to the
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Figure 5. Relationship between catalytic activity for hydrogen peroxide
decomposition and particle size. Reprinted with permission from [76],
Namba and Okura, Hyomen 21, 450 (1983). © 1983, Koshinsha Co.

total active sites. For instance, in the case of platinum colloid
prepared by reflex for 300 min, the number of active sites
exposed on the surface is 4.2 × 1016, and 37% of the plat-
inum atoms are surface atoms. On the other hand, the activ-
ities of the hydrogen peroxide decomposition of platinum-
gold and platinum-palladium alloys are strongly dependent
on the alloy composition.
Gold colloid shows almost no activity. Even if up to 25%

gold is added to platinum, the activity is almost the same as
that of platinum alone. When 66% or more gold is added,
the activity is almost lost. On the other hand, the activity
decreases monotonously with the addition of palladium.

3.3. Photoinduced Hydrogen Evolution

Recently, hydrogen evolution by photolysis of water has
been used to convert solar energy into chemical energy. The
photoinduced hydrogen generation reaction and a homoge-
neous system can be outlined as follows:

where D is an electron donor, S is a photosensitizer, and V
is an electron carrier.
In this reaction, the sensitizer is first photoexcited and

reduces the electron carrier, and then the sensitizer is oxi-
dized. The oxidized photosensitizer is reduced with the elec-
tron donor and returns to its former state. On the other
hand, the reduced electron carrier gives an electron to the
proton of water by the catalyst, resulting in the hydrogen
evolution. The catalyst for the hydrogen evolution should be

highly active and should be soluble or able to be highly dis-
persed in the solvent. If a dispersed solid catalyst is used, the
catalyst may prevent the light from reaching the photosensi-
tizer, and the inefficient use of irradiation light would result
in a lowering of the reaction efficiency. Widely used cata-
lysts in this reaction are platinum colloid and the enzyme
hydrogenase. These are highly active for the hydrogen evo-
lution reaction and have little effect on irradiation light.
The platinum colloid receives an electron from the electron
carrier, serves as an electron pool, and gives the electron
to the proton. The reaction pathway is shown in Figure 6.
A comparison of the hydrogen evolution efficiencies for the
platinum colloid and for other platinum catalysts shows that
the hydrogen evolution efficiency is much higher for plat-
inum colloid. This is an example of photoinduced hydrogen
evolution when methyl viologen (electron carrier), ethylene-
diamine-teraacetic acid (electron donor), and Ru(bpy)2+3
(photosensitizer) are used. When a semiconductor such as
titania is used as the photosensitizer, water is completely
decomposed. The following RuO2/TiO2/Pt colloid has been
synthesized for efficient photolysis of water (see Fig. 7), in
which the charge separation proceeds and hydrogen and
oxygen are obtained. The ruthenium oxide (catalyst for oxy-
gen evolution) and the platinum (catalyst for hydrogen evo-
lution) are supported on a colloidal semiconductor powder.

3.4. Immunochromatography with
Au Colloid and Pt Colloid

Immunochromatography is a method for detecting an
antigen by an antigen-antibody reaction as illustrated in
Figure 8. A complex (conjugate) is used in this method.
The conjugate is a compound that binds with the antibody
and metallic colloid, and the bare surface (the antibody
not being adsorbed) is coated by bovine serum albumin. In
this method, the conjugate and the antigen in the sample
are reacted in advance, and a conjugate-antigen complex
is formed. The conjugate-antigen complex is developed on
a supported nitrocellulose film. Since the conjugate-antigen
complex binds metallic colloid particles through the antigen,
metallic colloid particles accumulate. When a gold colloid
is used, a purple gold colloid color is observed. The detec-
tion sensitivity is ∼100 pg/ml. Sensitivity can be improved
by platinum catalysis. For instance, a blue color appears
when 3,3′,5,5′-tetramethylbenzidine is oxidized with a plat-
inum catalyst. The detection sensitivity in this case is 8 pg/ml.

Figure 6. Role of platinum colloid as an electron pool.
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Figure 7. Mechanism of photodecomposition of water with RuO2/
TiO2/Pt colloid.

3.5. Preparation and Characterization of
Supported Platinum and Alloy Catalysts

The metallic particles in a colloid are generally nega-
tively charged. Therefore, the metallic particles are easily
adsorbed to the carrier surface when the carrier contains
polyvalent cations. Platinum and alloy colloids can be sup-
ported on an alumina plate as follows [20]. The hydrosol
of the alumina plate is prepared as follows. Colloidal alu-
mina is dispersed to aqueous acetic acid, and the hydrother-
mal reaction is allowed to proceed for 2.5 h at 200 �C. The
obtained sol is deionized with the use of an ion-exchange
resin (Amberlite MB-1). When the metal colloid is added
to the alumina plate sol thus prepared, the metallic parti-
cles are immediately adsorbed to the alumina surface. The
supported metal catalyst is obtained as a precipitate. As the
adsorption of the metallic particles to the alumina surface
is very fast, the metallic particles that adsorb to the sur-
face are heterogeneous. To avoid this, the alumina plate sol
is diluted 10 times and the metal colloid is dropped with
vigorous stirring. The alumina plate with adsorbed metallic
particles is obtained as a precipitate. This precipitate is sep-
arated by decantation and centrifugation. The precipitate is
washed with clear water and dried at 105 �C.
Figure 9 shows an electron micrograph of a supported

platinum catalyst prepared by the above-described method.
The size of the platinum particles is the same as that of
the sol, and the platinum particles are supported homo-
geneously on the alumina plate. The figure shows that
0.48 wt% platinum is supported on the alumina plate. The
loading of the metal can easily be changed by changing the
amount of metal colloid.
The platinum colloid supported on the alumina plate is

active for hydrogenation of olefins and benzene and the
H2-D2 exchange reaction, as is a platinum catalyst prepared
by the usual method. The thus-prepared catalyst has plat-
inum particles of uniform sizes that are homogeneously dis-
persed on the surface. Such a platinum catalyst is suitable
for studying the turnover numbers and selectivity change,
depending on particle size. An alloy catalyst prepared by the

Figure 8. Mechanism of immunochromatography with gold colloid.

Figure 9. Electron microscopic picture of colloidal platinum on alu-
mina. Reprinted with permission from [76], Namba and Okura, Hyomen
21, 450 (1983). © 1983, Koshinsha Co.

usual method may be different from an alloy catalyst pre-
pared from a colloid. In the case of a platinum-gold alloy
catalyst, it is known that only an extreme alloy (0–17% Pt,
98–100% Pt) is prepared because an immiscibility area exists
in a catalyst prepared by the usual method. In a platinum-
gold alloy colloid, however, the metal composition in the
bulk and that of the surface are almost the same. This has
been confirmed by examination of visible spectra and by
hydrogen peroxide decomposition reaction. When ethylene
hydrogenation was carried out with the alloy colloid, the
highest activity was observed when Pt/Au = 2 in the case of
platinum-gold and at Pt/Pd = 1/2 in the case of platinum-
palladium. The high activity is caused by an increase in the
turnover number, not by the exposed metal atoms or the
number of active sites. Colloidal alloy catalysts are expected
to have excellent activity or selectivity because various metal
combinations are possible.

4. CONCLUSION
The nanotechnology of noble metal colloids has been
making rapid progress in recent decades, and tailor-made
nanocolloids of specific particle sizes have now become
available. Such advances are most evident with the nanocol-
loids of platinum and gold as mentioned. Gold nanocol-
loids have been used particularly as labeling compounds of
various biological materials. Catalytic reactions with plat-
inum nanocolloids such as hydrogenation, decomposition,
and hydrogen evolution have been the most extensively stud-
ied in a sol state and in a gel state. For example, platinum
nanocolloids with specific sizes and Stabilizers are avail-
able for various degrees of selectivity in hydrogenation of
alkenes and alkynes. Very recently, the interest in bimetallic
nanocolloids has increased remarkably because of their pos-
sible use as a multifunctional catalyst, such as a fuel cell cat-
alyst. Tailor-made multifunctional nanocolloids are strongly
desired.

GLOSSARY
Alloy A metal made by combining two or more metallic
elements, especially to give greater strength or resistance to
corrosion.
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Coagulation A flocculate or cause of flocculate by the
addition of an electrolyte to an electrostatic colloid.
Hydrogenase An enzyme that promotes the reduction of
protonation or the oxidation of hydrogen.
Immunochromatography A kind of chromatography that
uses the affinity of an antibody for an antigen.
Stabilizer Substance added to chemical compounds to pre-
vent deterioration or the loss of desirable properties.
Turnover number The number of times that a catalyst or
enzyme catalyzes during a given period of time.
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1. INTRODUCTION
Current developments in optical telecommunications are
leading to the demand in the near future for devices capa-
ble of ultrafast signal switching and routing. These functions
are presently carried out mainly by electro-optical circuits
and will be performed by a photonic technique, an emerg-
ing technology in which photos, instead of electrons, are
used to acquire, store, transmit, and process information
[1]. All-optical integrated devices, such as optical switch-
ing devices, are to be developed to achieve fast response
times. In order to realize such devices, new optical materials,
exhibiting strong nonlinear properties, need be developed.

Sol–gel optics has emerged over last 20 years, along
with many other applications of sol–gel technology [2, 3].
Research has been moving along several directions, rang-
ing from semiconductors and metals to polymers, from inor-
ganic to organic materials, and from single phase materials
to composites. In this chapter, a brief survey is provided for
the sol–gel synthesis of the nanocomposites with nonlinear
optical properties.

1.1. Optical Nonlinear Effect

This section describes general concepts of nonlinear optical
effects [4, 5]. When an electron is pulled from an atom, the
restoring force F , to a first approximation, is proportional

to the displacement of the electron from its equilibrium
position,

F = −kx (1)

where k is the proportional constant, and this equation
shows a linear effect.

When the force is related to the potential energy, V ,

F = −�V (2)

where � denotes the gradient (� = �/�x for the one-
dimensional case), from Eqs. (1) and (2)

V = 1
2
kx2 (3)

This corresponds to a harmonic potential, and the potential
energy is chosen to be zero at x = 0.

When an electric field (e.g., light) interacts with electrons
in a material, the electron density can be provoked to be
displaced. When the optical effect is linear, this leads to
an induced dipole, or polarization, which is linearly propor-
tional to the electric field,

p = 	E (4)

where 	 is the linear polarizability.
So in a linear material the charges oscillate at the same

frequency as the incident light. The oscillating charges either
radiate light at that frequency or the energy is transferred
into nonradiative modes, such as thermal or other energy
form.

In most cases, the harmonic model is a good approxi-
mation, but closer examination indicates the importance of
other terms in the potential. If the restoring force can be
written as

F = −kx − 1
2
k′x2 (5)
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this leads to the following potential energy:

V = 1
2
kx2 + 1

6
k′x3 (6)

As we can see, there is an additional anharmonic term,
and it will give a V value which depends on the sign (or
direction) of x. Similarly, the magnitude of polarization will
depend on the direction of the electric field of the light. An
example of such a material is one of an anisotropic charge
distribution in the absence of an electric field, such as a
noncentrosymmetric polar crystal. In this case, the electric
field of light can displace the charge differently in different
directions, resulting in nonlinear polarization. In a nonlinear
optical material, or when the electric field is strong enough,
the polarization can be written as a Taylor series expansion

p = 	E + �EE + �EEE + · · · (7)

where 	 is the linear polarizability, while � and � are
referred to as the first and second hyperpolarizabilities,
respectively. In a nonlinear optical material, the induced
polarization is not a pure sine wave at the frequency of light.
It can be composed of the frequency ��, and its harmonics
2�� 3�� � � � �, as well as an offset, which is a dc component
given by the static polarization. The hyperpolarizabilities
give rise to the harmonics. The displacement of charge from
its equilibrium value is a nonlinear function.

The macroscopic polarization P (i.e., the dipole moment
density) can be described by

P = �1�E + �2�EE + �3�EEE + · · · (8)

where �n� describes tensors of nth order, and �2� and �3�

are the second- and third-order nonlinear optical suscep-
tibilities. To have second-order nonlinear properties, there
must be a preferred direction in the system, instead of
an equivalent system. Most easily polar ordered dipole
molecules fulfill this requirement. However, third-order
nonlinear properties are nonzero for all materials, although
they induced a weaker optical response.

1.2. Sol–Gel for Nonlinear Materials

The sol–gel method is suitable for the preparation of many
nonlinear optical (NLO) materials, in the form of thin film,
fibers, and even monoliths. Silica glass and other oxide
glasses do not normally have high nonlinear optical param-
eters, but with their low optical losses and good mechanical
properties, they serve as ideal matrix for nonlinear materials.
Nanosized semiconductors, metal nanoclusters, and optically
active organics can be introduced into the sol–gel derived
transparent oxide glass and ceramic to form nanocomposites
with nonlinear properties. A number of methods can be used
to prepare NLO nanocomposites, which include the mixing
of optically active organics into the sol–gel liquid solution,
the impregnation of organics into the interconnecting pores
of a stabilized oxide gel, and the direct chemical bonding of
optically active organics and inorganics, metals, and semi-
conductors, to form NLO nanocomposites [6].

We will mainly introduce three types of NLO nano-
structures made by the sol–gel process: semiconductor–glass,

metal cluster–glass, and organics–glass nanocomposites.
Metal or semiconductor nanoclusters dispersed in a glass
matrix have high resonant-type �3� [7–14]. Metal nano-
clusters in glass matrix also exhibit picosecond switch-
ing and relaxation times, thermal and chemical stability,
high laser damage threshold, low photon absorption, and
optical tunability [15–18]. Organic polymer, such as para-
nitroaniline, diethylaminonitrostyrene, N -(4-nitrophenyl)-
(l)-prolinol, and N -(3-hydroxy-4-nitrophenyl)-(l)-prolinol
possess high second-order optical nonlinearity, after they
have been oriented by electric field poling. Conjugated poly-
mer, like polyphenylenevinylene has emerged as a class of
important third-order nonlinear optical material [1]. The
composites of sol–gel processed oxide/polymer offer promis-
ing nonlinear applications.

2. SEMICONDUCTOR–GLASS
NANOCOMPOSITES

In 1983, Jain and Lind reported that some commercially
available silicate glasses containing ultrafine crystals of CdS
and CdSe had high values of third-order nonlinearities and
fast switching times [19]. This so-called quantum confine-
ment effect is now well known for a variety of semicon-
ductors and semiconductor nanocrystal-doped glasses. These
materials have emerged as potential candidates for non-
linear optical devices [13, 20–27]. If the dimension of the
semiconductor clusters is of the order of or smaller than
the Bohr exciton radius (about 20 Å for CdS), which indi-
cates the effective separation of hole and electron in the
first excited state of the semiconductor [28], the quantiza-
tion of the energy levels due to size quantization can lead
to a strong improvement of the nonlinear characteristics of
the material itself [29, 30].

Research has initially concentrated on commercially avail-
able SDGs (semiconductor-doped glasses), commonly used
as sharp-cut optical filters [31]. Though this first approach
has been important for the understanding of some basic
mechanisms of the nonlinear properties enhancement, these
materials were not optimized either for integrated optical
applications or for optimal performance in terms of nonlin-
ear response [32, 33].

There are two problems associated with these materi-
als. First was the size distribution of the clusters. The size
range of early samples which were obtained by usual melt-
ing processes was too broad to obtain a sharp and strong
enhancement of the nonlinearity [33]. The second prob-
lem was constituted by the darkening of the glasses when
exposed to light beams (photodarkening). This phenomenon
was probably due to photochemical reactions which take
place at the boundary between the semiconductor and the
glass matrix, caused by impurity at those locations. Photo-
darkening increases optical absorption and thus can harm
light propagation.

To optimize the properties of SDGs, other processes have
been explored, such as radio frequency sputtering deposition
[34, 35] and sol–gel deposition, which offer better prospects
especially for the control of size of the nanocrystals and the
impurity in the material.

The easy control of the material composition in a sol–gel
system also allows an increase in the dopant concentration,
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which can further improve the special characteristics of such
glasses.

Various semiconductors, such as CdS, CdSe, CdTe, PbTe,
and ZnTe doped glasses with nonlinear properties, have
been successfully developed by the sol–gel technique [20, 22,
36–41]. A few results are summarized in Table 1.

2.1. CdS-Doped Films

The semiconductor particles most studied were cadmium
sulfide [28, 42]. The nonlinear properties of CdS incorpo-
rated in thin film prepared by the sol–gel method and in
organically modified ceramics have been studied by Reisfeld
[28, 43], Mackenzie [6], Nogami et al. [21, 44, 45], and many
others. Most of the earlier work was based on SiO2 matrix
[44, 46, 47]. More recently, Takada et al. developed Na2O–
B2O3–SiO2 glasses from gels and used it as the matrix mate-
rial, since dense glasses could be obtained at temperature
lower than 600 �C [36, 37]. CdS crystallites were prepared
in glass matrix with diameters of 40 to 60 Å and concen-
trations up to 8 wt%. These glass nanocomposites exhibited
excellent optical quality and on-resonance �3� values up to
6 × 10−7 esu [48].

Besides inorganic glass systems, organically modified sil-
icates (Ormosils) have also been evaluated as the matrix
material for semiconductor nanocrystals, as they are less
brittle than pure oxide gels [49]. A simple approach was
to add cadmium salt, in the form of acetate or nitrate,
to a TEOS (tetraethoxysilane)–PDMS (polydimethyl silox-
ane) liquid solution and allow an Ormosil to form. The
cadmium salt was then converted to the oxide and then
to the sulfide via H2S treatment of the porous Ormosil.
The resulting Ormosil was then densified to get transparent
nanocomposite. The composite is then polished to achieve
an excellent optical surface. Up to 20 wt% CdS nanocrystals
of 30–60 Å can be dispersed in such a matrix. The off-
resonance �3� were of the order of 10−11 esu, and the
on-resonance values around 10−8 esu. In these Ormosil-
based NLO materials, photodarkening, a deleterious process
due to prolonged radiation observed in traditional matrix
made by fusion and “striking” process [19], was practically
unobservable.

Different techniques can be applied to the process in
order to effectively control the size of the clusters, obtaining
narrower size distributions of the crystallites. For instance,
particle size can be controlled by applying appropriate heat-
treatment schedules [41, 50]. Thermal treatments for drying
and densification, at temperatures usually lower than 500 �C,
do not induce unwanted effects of growth of the nanocrystals
and broadening of the size distribution. In contrast, it can
be used to control the particle size distribution.

Two main processes are being investigated in order to effi-
ciently control the size of the semiconductor clusters: the
first one takes the advantage of the porosity of the sol–gel
matrix to put an upper limit to the growth of the crystallites
(pore doping), while the second one uses chemical agents to
control the cluster surface and to terminate it by capping
groups which prevent further aggregation and growth of the
nanoclusters (surface capping) [51].

2.1.1. Pore Doping
Using pore size to control the particle growth inside the pore
requires a well-controlled pore size in the matrix material.
Wang and Herron studied the size dependence of nonreso-
nant third-order nonlinear susceptibility in CdS clusters and
found that, in their system, the value of �3� reached max-
imum at a particle size of 60 Å [52]. It is to be noted that
average size of the pores can be controlled by the pH of
the starting solution [53]. They prepared porous silica glass
starting from TEOS and introduced semiconductors into the
pores. For the CdS system, Cd precursor can be added to
the starting solution, and then the sol–gel product can be
annealed in H2S atmosphere to form CdS in the porous
glass. In this case, the size of CdS cluster is also influenced
by the annealing time; otherwise, Cd could be introduced
into the porous glass by impregnation, soaking the substrate
in a cadmium nitrate solution, and then obtaining CdS by
carrying out a similar annealing process. The latter tech-
nique has the advantage of possible high density of semicon-
ductor clusters in the glass pores but also poses difficulty in
achieving a uniform dispersion throughout a large substrate.
The impregnation approach was also followed by Choi and
Shea [54], where Na2S was used instead of H2S for the sul-
phidation step.

Yeatman et al. [55] investigated thoroughly the influ-
ence of the sol–gel process on the pore size distribution
and obtained CdS crystals with an average size of 4 nm
by annealing a silica gel in an H2S atmosphere where
Cd had already been dispersed in the gel by adding cad-
mium acetate to the starting solution. They found that the
higher the annealing temperature, the smaller the crystal
obtained. Nonlinear m-line measurements using low and
high intensities (0.76 and 8.41 �J/pulse, respectively) were
performed. The nonlinear refractive index at the wavelength
of 0.532 �m was estimated to be n2 = −5�5×10−9 cm2 kW−1

[56]. However, the higher n2 obtained for thinner films
(e.g., 3�2 × 10−8 cm2 kW−1 in [57]) suggests that substantial
improvements are possible. Such values of nonlinear refrac-
tive index n2 can be transformed into values of third-order
nonlinear susceptibility [58], and the corresponding values
of �3� are 3�2 × 10−10 and 1�8 × 10−9 esu, respectively.

Using a similar technique, Minti et al. [59] obtained CdS
clusters with sizes mostly in the range of 2–5 nm, and they
can be as high as 20 nm. Despite the rather broad size dis-
tribution, third-harmonic generation signals were observed
when the sample was laser irradiated at 1.06 �m and
observed at 0.355 �m: the corresponding �3� was evaluated
to be 10−12 esu.

2.1.2. Surface Capping
While the pore doping method uses pore size as a physical
limit of particle growth, surface capping introduces a ter-
minating chemical agent to control the particle size. It is a
molecule which attaches to the growing cluster surface and
thus controls the size to which it can grow. Research efforts
have been focused on the selection of the agent and the opti-
mization of the process developing a synthetic methodology
to prepare monodisperse nanoclusters is important not only
for optical devices, but also for catalysis, chemical sensing,
and novel magnetic devices [60].
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Table 1. NLO and other related properties of some sol–gel semiconductor–glass nanocomposites.

S. Particle Dope Optical
No. Matrix size concentration nonlinearity Precursors Ref.

CdS-doped Films

1 SiO2 2–5 nm Cd/Si = 0.0077 to TMOS(TEOS) + H2O + [28]
0.12 (mol) EtOH + H2S + CdAc

2 SiO2 3.5–4.5 nm CdO/SiO2 4�5 × 10−11 esu [78]
= 1, 2, 5, (CW laser) and
10 wt% 2�3 × 10−11 esu
before (pulse laser)
reacting
with H2S

3 Na2O– 4–6 nm 8 wt% 6 × 10−7 esu TMOS + HCl + H2O + [6, 48]
B2O3– B(OEt)3 + NaOAc +
SiO2 Cd(OAc)2

4 ormosils 3–6 nm 20 wt% 10−11 esu (off-resonance) CdAc or Cd(NO3)2 + [49]
10−8 esu (on-resonance) TEOS + PDMS + H2S

5 ZrO2 4 × 10−1 esu [79]
6 SiO2– 3.5 nm (heated at 300 �C) n2 = −2�9 × 10−7 cm2/kW, TEOS/methyltri- [80, 81]

TiO2 5 nm (heat at 500 �C) (resonant) ethoxysilane (MTES)
surface capping agent: corresponding to CdAc + methnoal +
acetylacetone �3� 1�6 × 10−8 esu acetylacetone

7 SiO2–TiO2 6% (molar) −4�67 × 10−7 esu TEOS + Ti(OBu)4 + [82]
CdAc + H2O + HCl
ethanol + AcAcH +
SC(NH2)2 or CH3CSNH2

8 SiO2– 2–20 nm n2 = −3 × 10−9 cm2/kW CdAc + thioacetamide [83]
TiO2 surface capping agents: (CH3CSNH2),

acetylacetone, TEOS + MTOS + EtOH +
3-aminopropyltriethoxysilane, H2O + HCl +
3-aminopropyltrimethoxysilane, Ti(OBu)4
3-mercaptopropyltrimethoxy-

silane
9 SiO2 4 nm n2 = −5�5 × 10−9 cm2/kW, silica gel + CdAc + H2S [55]

(�3� 3�2 × 10−10 esu)
for very thin film,
n2 = 3�2 × 10−8 cm2/kW,

(�3� 1�8 × 10−9 esu)
10 SiO2 2–5 nm, up to 20 nm 10−12 esu CdS prepared in glass [59]

obtained from
TMOS or TEOS

11 SiO2 2�8 ± 0�9 nm 10−6 esu Silica gel + CdO + H2S [61]
surface capping agent:
3-aminopropyltriethoxysilane

CdSe-doped Films

1 SiO2 4–20 nm TMOS + PrOH + H2O + [28, 73]
SeO2 + CdAc +
glycerol +
methoxyethanol

2 ormosil 3–5 nm 2% (wt) CdSe was prepared inside [74, 75]
reverse micelles in
AOT/H2O/ heptane
ormosil was derived from
3-aminopropyl(trime-
thoxy)silane

CdTe-doped Films

1 ZrO2 6–20 nm — ZrO2 sol + CdAc + TeO2 + HCl + [28, 77]
glycerol + methoxyethanol +
SnCl2 (or hydrazine)

2 Na2O– 2.4–8.5 nm (a) immersing CdO doped gels [84]
B2O3– in NaTe/MeOH (b) Cd(NO3)2 +
SiO2 H6TeO6, then reducing in H2/N2

continued
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Table 1. Continued

S. Particle Dope Optical
No. Matrix size concentration nonlinearity Precursors Ref.

PbS-doped Films

ZrO2 4.5 nm 5% to 30% — Zr(OPr)4 + propanol [28, 85]
PbAc + methoxymethanol

zirconia– 4�8 ± 0�8 nm the nonlinear refractive 3-(trimethoxysilil)propylmetha- [86]
ormosil surface capping agent: index n2 = 10−15 crylate + methacrylic acid +

3-mercaptopropyltrime- to 10−16 m2/W Zr(OPr)4, PbAc in methanol +
thoxysilane thioacetamide

SiO2 4.5–5.0 nm 5% (molar) TEOS + MEES + H2O + HCl + [87]
EtOH
PbAc + SC(NH2)2 +
acetylacetone
(acacH) + MeOH

SiO2–TiO2 1.6–3.0 nm 5% (molar) TEOS + MEES + H2O + [87]
HCl + EtOH
Ti(OBu)4 + acacH
PbAc + SC(NH2)2 +
acacH + MeOH

SiO2–TiO2 2.3–3.5 nm PbS/oxide n2 = 10−7–10−8 cm2/kW MTES/TEOS + H2O + [80, 88, 89]
surface capping agent: molar ratio: nanosecond excitation HCl + EtOH
3-mercaptopropyltrime- 5% to 25% n2 = 10−9–10−10 cm2/kW PbAc + Ch3CSNH2

thoxysilane picosecond excitations

Takada and co-workers [61] developed CdS-doped glass
samples by combining both techniques to control the cluster
growth. They started producing a porous organically mod-
ified silica gel containing CdO clusters and carried out an
annealing under H2S atmosphere to obtain CdS clusters. By
introducing 3-aminopropyltriethoxysilane as a ligand func-
tional to the solution, a narrow distribution of the clus-
ter size (2.8 ± 0.9 nm) was obtained. The ligand anchors
the Cd to the gel–glass matrix, avoiding precipitation dur-
ing the drying step, thus improving the homogeneity of the
film. A huge nonlinearity, with �3� of about 10−6 esu, was
observed.

Another approach is to produce colloidal particles sep-
arately using a surface capping agent to control their size
and then incorporate them in the sol–gel media [54, 59, 62,
63]. For example, Gacoin et al. [60] produced semiconduc-
tor nanoclusters capped with phenylthiol and then dispersed
them in a sol–gel precursor solution.

Herron and Wang [53] also obtained CdS clusters of size
up to 40 Å by using thiophenolate as a capping agent. In
this case, the clusters were dispersed in acetonitrile solution
and showed a �3� of around 10−14 esu. Since the clusters
are easily soluble in a wide range of solvents, the authors
suggest either to produce pure CdS films by spray pyrolysis
or to incorporate them in polymeric films like polymethyl-
methacrylate (PMMA).

2.2. CdSe-Doped Films

CdSe nanoclusters are known to exhibit different colors at
various particle sizes, from deep red to orange to yellow,
due to the “blueshift” of the optical threshold, one of the
quantum confinements.

Nanoparticles of CdSe have been prepared in colloidal
solutions [64, 65] or embedded in solid and transparent

media, such as zeolites [66], glasses [67, 68], and poly-
mers [69]. Several studies showed an attempt to passivize
the surface of colloidal nanoparticles by disordered organic
capping [64, 70]. However, this leaves unsaturated bonds
and sensitivity to photo-oxidation [65]. Other recent reports
described the development of colloidal composite nano-
particles, containing a CdSe core, surrounded with another
semiconductor shell [71, 72]. These can be viewed as epitax-
ial heterostructures of nanoparticles, enabling crystal match-
ing and construction of electronically passivated surfaces.
The solid media diminish the particles’ surface reactivity,
supply a stable chemical environment, and induce dielectric
confinement [67].

CdSe nanoparticles films were prepared by chemical solu-
tion deposition and formation in a silica sol–gel matrix
by Reisfeld. The silica film-dipped CdSe nanocrystals
were obtained by adding the precursor solution of trimetho-
xyoxiorthosilane to a solution of selenium dioxide in mono-
methoxyethanol and cadmium nitrate [28].

Microscopic slides dipped into the solution allowed one
to obtain homogeneous films which were then thermally
treated [73]. X-ray powder diffraction and transmission elec-
tron microscope measurements confirmed a cubic crystalline
structure of the nanoparticles, with mean diameter varying
from 4 to 20 nm. The absorption and photoluminescence
spectra of the smaller crystals were strongly blueshifted due
to size quantization. The results indicate that the emission
band involves the recombination between trapped electrons
and holes presumably located on the surface states.

Nanosized, phenyl-capped CdSe quantum dots were pre-
pared inside reversed micelles in AOT/H2O/heptane [75,
76], and then isolated and redispersed in the amino-silicate
ormosil (i.e., organically modified silicate) which was derived
from 3-aminopropyl-(trimethoxy)silane by Ou and Seddon
[74]. Doped ormosils were formed into films of a few
micrometer thickness or small bulk samples. The ormosils
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were structurally characterized by means of absorption spec-
troscopy in the visible and near-infrared ranges, and by
29Si solid state nuclear magnetic resonance spectroscopy.
The siloxane matrix of the amino-silicate ormosil was found
to be 84% condensed and polymeric water molecules are
hydrogen bonded into the matrix, presumably at silanol and
amine sites. CdSe dots of apparently good monodispersity
and radius 1.5 to 2.4 nm (going from yellow to red in visual
appearance) were redispersed in the amino-silicate ormosil.
Attempts to prepare larger dots resulted in flocculation of
the CdSe. The maximum loading of CdSe dots in the amino-
silicate matrix was measured to be 2.05 wt% CdSe0�72, where
the density of the amino-silicate host was around 0.5 to 0.7
of the density of a typical, melt-derived silicate glass.

2.3. CdTe-Doped Films

Cadmium telluride nanocrystallites were obtained by two
synthetic methods in zirconia sol–gel films [77]. The nano-
particles were obtained by either chemical reduction of
Te(IV) using a reducing agent (hydrazine) or tin chloride.
Particle sizes ranging from 6 to 20 nm in diameter could
be prepared by varying the experimental parameters. The
size and crystalline structure of the particles were charac-
terized by optical absorption, X-ray diffraction, transmis-
sion electron microscopy (TEM), and X-ray photoelectron
spectroscopy. The film morphology was characterized by
scanning force microscopy. The film obtained by the SnCl
method is smooth and homogenous. A dense structure of
CdTe nanoparticles of a few nanometers in diameter is
revealed. The films prepared with hydrazine are porous as
a result of evolution of the decomposition gaseous products
during the reduction [77].

2.4. PbS-Doped Films

Lead sulfide (PbS) nanocrystals, embedded in amorphous
zirconia sol–gel film with different PbS mol concentrations
(5–30%), were prepared at temperatures ranging from 200
to 350 �C [28].

First, a zirconia solution is prepared. A 70% zirconium
n-propoxide solution in 1-propanol was diluted to about
18% by n-propanol and stirred for 15 min. Then, glacial
acetic acid was added and stirred for an additional 15 min.
The solution was hydrolyzed with an acetic acid–water solu-
tion (1:1) under stirring for another 30 min, filtered, and
stored in a refrigerator for 3–4 days. The solution was trans-
parent, and its color was pale yellow. Then, to prepare
the component solution, lead acetate trihydrate and ammo-
nium thiocyanate were dissolved in 2-methoxymethanol at
the boiling temperature of the solvent, 124.5 �C. An excess
of sulfur, up to 50% was needed in order to bring the reac-
tion to completion. Subsequently, the solution was stirred
for 15 min, filtered, and cooled to room temperature. The
solution was transparent and colorless. Finally, zirconia solu-
tion was diluted in n-propanol and component solution was
added drop by drop. After an additional 30 min of stirring
for homogenization, the final solution was transparent and
pale yellow.

The films were prepared by dipping microscope glass
slides or indium–tin oxide coated glass substrate into the

final solution, followed by an annealing process, which com-
pletes the chemical reaction between lead and sulfur. The
mol concentrations of the PbS nanocrystals within the zirco-
nia films were 5, 15, 20, and 30%.

The size of PbS nanocrystals was determined by TEM and
by blueshift of the absorption edge. The size increased with
an increase in synthesis temperature and PbS mol concen-
tration. The PbS nanocrystals have a nearly spherical shape,
have an average size of 4.5 nm, and are homogeneously dis-
persed in an amorphous ZrO2 thin film matrix.

3. METAL CLUSTER
NANOCOMPOSITES

Optical properties of composites consisting of nanometer-
sized metal particles dispersed in solid dielectric materials,
such as glass, have been of increasing interest because of
their optical applications. Colloidal gold and silver has been
used in stain glass techniques since the medieval age, as their
absorption spectrum exhibits an extinction band in the vis-
ible region and brings beautiful colors to the glasses [90].
Photochromic glasses containing silver and copper halides
were developed by Corning in the early 1960s [91]. In the
last two decades, noble metal nanoparticles embedded in
a dielectric medium have been reported to exhibit some
attractive optical properties, such as very high third nonlin-
ear susceptibility �3� of 10−9 to 10−8 esu [7, 92], ultrafast
third nonlinear optical response [93–95], and surface plasma
resonance absorption occurring in the near-ultraviolet (UV)
or visible region [96, 97], which would have potential appli-
cations in nonlinear optics [92, 98, 99].

Noble metal clusters can be introduced into a glass matrix
through different methods such as traditional melt quench-
ing methods, ion implantation [100, 101], ion exchange [102,
103], and the sol–gel technique [92, 104, 105]. In recent
years, sol–gel synthesis of nanocomposites containing ultra-
fine particles of noble metals in oxide matrices has been
rapidly developed. Sol–gel technology is becoming one of
the most useful and versatile methods of oxide film fabri-
cation, due to the following advantages: the low processing
temperature, homogeneity of coatings, easy control of metal
concentration and coating thickness, as well as the possibility
to add reducing and oxidizing agents in small concentrations
[106, 107]. For preparing coating films containing dispersed
fine metal particles, the sol–gel technique has advantages
over the melt-quenching method. It gives much higher metal
particle contents, which is important for obtaining a nonlin-
ear optical material with high �3� [93, 130].

Different metal particles were prepared in glassy matri-
ces by the sol–gel method, such as gold [60, 108–115], silver,
[104, 107, 108, 111, 112, 116–120], platinum [112, 114, 121],
and copper [122, 123]. The matrices for dispersing metals
include oxides, such as SiO2 [124, 125], TiO2 [126], ZrO2
[127], AlOOH, and organic–inorganic hybrids [128]. Barium
titanate thin film, with high dielectric constant and refrac-
tive indices, incorporated with noble metal nanoparticles,
has also been studied as a potential nonlinear optical mate-
rial [129–131].

Metal particles have been incorporated by dissolving
metal salts in the precursor sols (including alkoxide, water,
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and alcohol in most the cases) and reduction of the ions to
metallic particles by thermal treatment in air or in a reduc-
ing atmosphere, or by irradiation with UV light or gamma
rays [128]. The nonlinearities of some systems have been
measured and many important results are summarized in
Table 2.

Table 2. NLO and other related properties of some sol–gel derived metal–cluster nanocomposites.

S. Particle Dope Optical Precursors
No. Matrix size concentration nonlinearity (comments∗) Ref.

Au-doped Films

1 SiO2 0.7 and 3 nm Au/Si = 0.01 (mole) 7�7 × 10−9 esu NaAuCl2 + TEOS + EtOH [133]
2 SiO2 10 nm Au/Si = 0.028 (mole) (0.4–2.3) × 10−8 esu NaAuCl2 + TEOS + EtOH + [142]

H2O + HCl
3 SiO2 27–28 nm 0.5 wt% 2.2 × 10−9 esu (a) HAuCl4 + partially hydrolyzed [143]

tetrakis-(hydroxymethyl)
phosphonium chloride +
TMOS

(b) silica coated Au nanoparticles +
TMOS + methanol∗
∗particle size control by ormosil

3 Al2O3 0.1–0.2 mol% (3–9) × 10−8 esu AlCl3 + NH3; + HAc (peptizing) + [144]
HAuCl4 + H2

4 Al2O3 0.2–0.4 mole per alumina 10−8 to 10−7 esu AlCl3 + NH3; + HAc (peptizing) [145]
DR1 + cetyl-trimethylammonium
bromide HAuCl4 + H2

∗both Au and Disperse Red 1
(DR1) are doped in the film

5 Al2O3 4.6–12.7 nm 0.1 mol% 9�2 × 10−6 to AlCl3 + NH3; + HAc (peptizing) + [108]
4 × 1�0−5 esu HAuCl4 + H2

6 BaTiO3 20 nm Au/Ba = 2:5 10−9 to 10−8 esu HAuCl4 + Ba(CH3COO)2 + [131]
Ti(OBu)4 + ethanol

7 BaTiO3 20 nm 10−9 to 10−8 esu HAuCl4 + Ba(CH3COO)2 + [146]
Ti[O(CH2)3CH3]4 + ethanol

8 BaTiO3 10–100 nm 1.09 × 10−6 esu particle size grows with increasing [129]
heat-treatment temperature;
narrow distribution can be
reached until 16 nm

9 BaTiO3 5 vol% 1.4 × 10−6 esu Ba(CH3COO)2 + C2H5OH + [147]
CH3COOH + glycerol +
Ti[O(CH2)3CH3]4 + HAuCl4 +
ethanol

10 PGO (Pb5Ge3O11) 5 vol% 3.5 × 10−7 esu Pb(CH3COO)2 + 2-(2-ethoxy [147]
ethoxy) ethanol + Ge(OC4H9)4
HAuCl4 + 2-(2-ethoxy
ethoxy) ethanol

11 PLT (Pb1–1�5xLaxTiO3) 11 nm 5 vol% 1.0 × 10−7 esu La(CH3COO)3 + Pb(CH3COO)2 + [147]
Ti[O(CH2)3CH3]4 + HAc +
2-ethoxy ethanol

Ag-doped Films

1 Al2O3 0.3–0.5 mol% (1.9–5.3) × 10−8 esu AlCl3 + NH3; + HAc (peptizing) + [144]
AgNO3 + H2

Cu-doped Films

1 SiO2 Cu/Si = 0.05 5.0 × 10−8 esu [12]
2 SiO2 5–15 nm 1.25 × 10−10 esu [148]
3 SiO2 Cu/Si = 0.11 n2 =10−13 m2/W TEOS + AgNO3 + Cu(NO3)2 + [149]

(10−8 esu) H2O + HNO3 + solvent
Ag/Cu-doped Films

1 SiO2 4–5 nm (Ag + Cu)/Si = 0.175 1.15 × 10−9 esu (AgCu) [150]
2.21 × 10−9 esu (AgCu3)
2.66 × 10−9 esu (AgCu5)

2 SiO2 5 nm (Ag + Cu)/Si = 0.175 n2 = 10−13 m2/W TEOS + AgNO3 + Cu(NO3)2 + [149]
50 nm (10−8 esu) H2O + HNO3 + solvent

3.1. Coating Films Containing
Gold Colloids

During the last two decades, clusters of gold particles
embedded in oxide glasses have been shown to exhibit very
high values of �3� of 10−9 to 10−8 esu [7, 92]. The sol–gel
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method has also been used to prepare such NLO nano-
composites in thin film forms [124, 132]. Sodium tetra-
chloraurate (NaAuCl2 · 2H2O) was reacted with TEOS in
EtOH solution. The dip-formed films on SiO2 substrates
were heated in air up to 1000 �C. Micrographs of gold with
radii of about 7 and 30 Å coexist in the glass film. The
Au/Si atomic ratio was 0.01 and the �3� was found to be
7�7 × 10−9 esu [133].

Matsuoka et al. [132, 133] showed that silica coating
films that contain dispersed fine gold particles, from 7 to
about 40 Å in size, were prepared by the sol–gel method
using NaAuCl4 · 2H2O and TEOS as starting materials. Fine
Au particles are precipitated when the film is heated at
300–400 �C in air. No special procedure for reducing Au3+

ions proved necessary. The glass film with an Au/Si atomic
ratio of 0.01 to 0.04 was successfully prepared. The nonlin-
ear susceptibility �3� of the film was 7�7 × 10−9 esu. Sub-
sequent heat treatment of the films at 1000 �C changed the
absorption spectra and decreased the �3� by a factor of two.

Kozuka and Sakka [124] obtained silica films that con-
tained dispersed fine Au particles using Si(OC2H5�4 and
HAuCl4 as precursors; films were formed through dip coat-
ing. The Au content was 2.8 mol%. In as-coated films,
gold is present as AuCl−4 ions. After heating at 200 �C in
air, Au particles are precipitated. They are stabilized when
the film is heated to 500 �C in air. It is found that some
gold particles are present on the surface of the film and
can be easily removed with tissue paper. The loss of gold
is minimized when as-prepared coating films are exposed
to monoethanolamine vapor before heating. It is assumed
that the amine treatment promotes the formation of gel
networks.

Partial substitution of CH3Si(OC2H5�3 (MTES) for
Si(OC2H5�4 (TEOS) in the solution for the silica film con-
taining 4 mol% Au results in the reduction of the average
size of Au particles [134]. The shape of particles is round at
higher MTES contents and elongated at lower MTES con-
tents. In addition, larger coating thickness (up to 0.5–0.7 �m
in one coating step) can be obtained without cracks.

Kozuka et al. [114] employed TiO2 as matrix for dispers-
ing fine Au particles, using Ti(OC3H7�4 and HAuCl4 as pre-
cursors (15 mol% Au). Films were formed by dip coating.
Heating of the coating film at 500 �C in air produced spher-
ical gold particles of 20–30 nm size. The crystalline phase of
TiO2 is anatase. The optical absorption peak due to the sur-
face plasma resonance of gold particles in the film is located
at around 640 nm, compared with 540 nm for the Au/SiO2
system.

Kozuka et al. also prepared gold particles of 6–20 nm in
boehmite gels of the composition AlOOH [135]. A coating
sol was obtained by adding HAuCl4 to a sol prepared from
Al(OC4H9�3–H2O–HCl solution until Au content reached
2.5 mol%. A gel film was deposited on a slide glass by spin
coating, dried at 120 �C, and then placed over a hydrazine
in ethanol solution. Very thin coating films (20–25 nm) were
obtained. It is assumed that the reduction of Au3+ ions by
hydrazine causes precipitation of gold particles at room tem-
perature and that the texture of boehmite matrix causes the
shape and alignment of elongated gold particles. The sur-
face plasma resonance absorption is found at 660 nm for

elongated particles, compared to 600 nm for spherical gold
particles of similar size.

Barium titanate was also used as matrix for dispersing
nanometal particles. Barium titanate thin films have high
dielectric constants and high refractive indices, which could
strongly influence the local fields around the metal parti-
cles. The large third-order susceptibility �3� of these films
has been found to be dependent on local field enhance-
ment near the surface plasmon resonance of the metal par-
ticles by Hache et al. [92]. Recently, barium titanate thin
films incorporated with noble metal nanoparticles, for exam-
ple, Ag/BaTiO3 [129] and Au/BaTiO3 [130] nanocomposite
films, have been investigated, but the concentration of metal
particles dispersed in these films was low. In the work of
Yang et al. [131], a larger volume fraction of Au nano-
particles has been successfully incorporated into BaTiO3
thin films, which exhibited high third nonlinear susceptibility
and unique absorption redshift. Gold nanoparticle-dispersed
BaTiO3 films were prepared by a sol–gel route combined
with a dip-coating method. First, BaTiO3 precursor solu-
tion was prepared through dissolving Ba(CHCOO)2 in a
mixed aqueous solution of acetic acid and 2-methoxyethanol.
After stirring at room temperature, acetylacetone was added
to stabilize the solution. This was followed by an addition
of titanium butoxide. Then, HAuCl4–ethanol solutions were
prepared by dissolving HAuCl4 · 4H2O into ethanol. Finally,
Au/BaTiO3 composite precursor solution was prepared by
injecting HAuCl4–ethanol solutions into BaTiO3 precursor
solution slowly with a molar ratio of Au/Ba = 2:5. This com-
posite solution was yellow and clear. Au-dispersed BaTiO3
thin films were coated on glass slides by dip coating. As-
prepared films were dried at 60 �C and successively heated
to 200–600 �C in N2 atmosphere. After heat treatment, the
colors were light purplish blue.

As a result, Au nanoparticles were dispersed well in the
BaTiO3 matrix with an average size of 20 nm. The absorp-
tion spectra of Au/BaTiO3 films exhibited a large redshift of
the absorption edge due to the dielectric constant increase
of BaTiO3 matrix with the increase of heat-treatment tem-
perature. The nonlinear optical properties of these films
were measured and the values of �3� were calculated to be
in the range of 10−8–10−9 esu.

To understand the mechanism of the stability of Au nano-
particles in glass systems, Matsuoka et al. [136] carried
out a study to investigate the dependence of the maximum
amount of Au microcrystals attainable in the sol–gel derived
oxide films on the metal species in starting alkoxides. Au-
microcrystal-doped TiO2, ZrO2, and Al2O3 films were made
by a sol–gel dip-coating method using titanium isopropoxide
[Ti(OC3H7�4�, zirconium n-propoxide [Zr(OC3H7�4�, and
aluminum sec-butoxide [Al(OC4H9�3� with HAuCl4 · 4H2O.
At first, one of the alkoxide was diluted with anhydrous
ethanol, and then the mixed solution of ethanol, water, HCl,
and stabilizing agent (acetic acid) was added to form dip-
coating solutions, followed by the addition of a different
amount of HAuCl4 ·4H2O. The influence of the oxide matrix
composition was studied to understand how it affected max-
imum amount of the Au microcrystals that can be incor-
porated in the oxide film. Some Au microcrystals were
exhausted to the surface of Au microcrystal-doped oxide
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films when an excess amount of HAuCl4 · 4H2O was dis-
solved in the coating solution. The maximum amount of Au
that can be incorporated in the oxide film was found to
increase with the increase of the pH point at zero charge
(PZC) of the matrix oxide. This should be due to the fact
that AuCl−4 ions are charged negatively and also Au micro-
crystals tend to charge negatively, so that the oxide gel with
high PZC, which has a tendency to charge positively, may
fix the ions and/or microcrystals to its interior. A maxi-
mum amount of Au microcrystals as high as 12.6 vol% was
attained in an Au:Al2O3 film.

Besides inorganic oxides, inorganic–organic hybrids are
also used as matrices. Compared with oxide, organic–
inorganic hybrid materials (ormosils) have lower photo-
stability and thermal resistance, but they do have several
advantages over oxide matrices, such as easy formation of
films, possible crack-free thick coatings, transparency, and
high water durability.

Spanhel et al. [137] used coating solutions consisting
of HAuCl4, NH2[(CH2�2NH](CH2�3Si(OC2H5�3 (diamine
silane), prehydrated methacryloxy-propyltrimethoxysilane,
and H2O, and the Au/Si mol ratio was 0.05. Coating films
on commercial glass substrates were exposed to UV radi-
ation. This treatment achieved both growth of the photo-
induced gold metal particles and thermal curing of the
film, that is, hybrid network formation, simultaneously. The
resulting coating film had an absorption peak due to sur-
face plasmon resonance at about 550 nm. Crack-free thick
films up to 8 �m thick were obtained in a one-step coat-
ing. Spanhel et al. further stated that in this procedure
diamine silanes act as ligands of gold particles, thereby pre-
venting undesirable gold particle growth and at the same
time modifying the optical properties of gold particles. If
NH2[(CH2�2NH]2(CH2�3Si(OC2H5�3 (triamine) was used as
the gold colloid-stabilizing agent in place of diamine, pho-
toirradiation was not required. Reduction of Au3+ is caused
by organic materials and fine gold metal particles are spon-
taneously precipitated.

Tseng et al. [113] employed polydimethylsilane to prepare
inorganic–organic hybrid coating films containing fine gold
particles. Gold (up to 5%) and platinum (3%) cluster nano-
composites were prepared. A solution of silanol-terminated
polydimethylsiloxane, Si(OC2H5�4, i-C3H7OH, tetrahydrofu-
ran, H2O, and HCl was refluxed at 80 �C for 2 h and HAuCl4
solution was added, in order to obtain a starting solution
with 5 wt% gold. Gold particles were precipitated in the
film heated at 100 to 300 �C or irradiated with UV, with a
particle size, for example, of 2.5 nm for heating at 200 �C.

3.2. Coating Films Containing
Silver Colloids

Silver particles have been incorporated by dissolving silver
salts in the precursor sols and reduction of the silver ions to
metallic particles by thermal treatment in air or in a hydro-
gen atmosphere, or by irradiation with UV light or gamma
rays.

During the formation of Ag colloids in a thermal treat-
ment, temperature is critical for the silver particle size and
oxidation/reduction reaction of silver. It will affect the opti-
cal density and absorption wavelength of silver colloids.

While silver-containing sol–gel films and gels are heated,
reversible darkening is observed in silver-containing sol–gel
films and gels. Some suggest this darkening–bleaching effect
occurs due to an aggregation–disaggregation of silver parti-
cles [138], while others attribute this to oxidation/reduction
of silver colloids [139, 140]. The substrate being coated
is also an important factor that influences the Ag colloid
formation process. It seems that the silver colloids in a
silica-based coating on the soda lime glass substrate have a
greater tendency toward being oxidized than those on a silica
substrate [139].

A simple way to form nano-silver-particle-containing sil-
ica films is through a sol–gel dip-coating method. The SiO2–
Ag sol was prepared using TEOS, C2H5OH, H2O, HNO3,
and AgNO3 as precursors. First, solution A is prepared by
mixing TEOS and ethanol in equal volume. Then, solution
B is prepared by adding distilled water, different amounts
of silver nitrate (AgNO3), and nitric acid (HNO3) together.
HNO3 is added to adjust the pH to approximately 2. Finally,
solution B was added to solution A drop by drop while stir-
ring vigorously at room temperature. The final molar ratio is
TEOS:C2H5OH:H2O:AgNO3 = 1:3.825:3:x, where x is the
Ag/Si molar ratio in the glass coating. To stabilize the sil-
ver in the silica film, complete drying of the gel glass film is
recommended right after the formation of the film, at about
450 �C. Without drying the film at an elevated temperature,
the silver content can be lost through aggregation on the
surface.

Following mixing of two solutions, the sol was left to age
until the viscosity reached approximately 3 cP. It usually took
two to four days for the sol to get ready, depending on the
silver concentration, with sols with higher silver concentra-
tion taking less time. After the viscosity of the sol reached
3 cP, the coating was formed by dip coating at a pulling rate
around 1 mm per second.

Mennig et al. [139] prepared coating films containing
Ag colloids from solutions of AgNO3, N -(2-aminoethyl)-
3-aminopropyltrimethoxysilane (DIAMO), prehydrolyzed
3-glycidoxypropyltriethoxysilane, TEOS, C2H5OH, and
HNO3. The Ag content was 6.2 mol%. Films deposited on
fused silica by dip coating and dried at 120 �C were yellow
colored due to the presence of Ag colloids. Formation
of Ag colloids was attributed to reduction of Ag+ ions
by organic materials in the coating films. DIAMO in the
coating solution acts as a stabilizing agent for Ag particles.
When coating films are heated at 120–600 �C in air for
decomposition of organic materials and densification of
the film, some of the Ag colloids were oxidized to AgxOy .
Heating of this film at 500 �C reduced silver oxide parti-
cles to Ag metal colloids of 8 nm average size. When a
soda-lime–silica glass substrate was used, heating of the
coating films at 400–600 �C oxidized all the Ag colloids to
AgxOy . Heating of these films at 500 �C in 90% N2–10%
H2 atmosphere reduced AgxOy to Ag colloids, producing
an Ag colloid-containing film similar to that applied to the
SiO2 substrate.

The effect of heating temperature on the color inten-
sity due to silver colloids at 410 nm has been studied
with silica sol–gel glass doped with 0.05 mol% silver [138].
This glass was prepared by gelling Si(OC2H5�4–AgNO3–
C2H5OH–HNO3 solution at 60 �C and then densifying the
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film at 600 �C. When a darkened sample is heated above
400 �C, reversible bleaching took place. This darkening–
bleaching was attributed to aggregation–disaggregation of
fine silver particles by Ritzer et al. [138]. Another expla-
nation for this phenomenon is that Ag particles may be
oxidized to AgxOy above 400 �C (but below 600 �C), and
reduced to Ag particles at 600 �C.

Kozuka et al. prepared TiO2 coating films containing
fine Ag particles by sol–gel processing using a Ti(OC3H7�4,
NH(CH2CH2OH)2, i-C3H7OH, H2O, and AgNO3 precur-
sor solution. The Ag content was 6.2 mol%. Exposure of a
gel film to formaldehyde vapor at room temperature caused
reduction of Ag+ ions, forming Ag particles of 4–23 nm in
size in the gel film. The gel film showed a sharp absorp-
tion peak at 441 nm due to surface plasma resonance (SPR)
of Ag metal particles. Heat treatment of the gel films at
600–800 �C in air resulted in the formation of anatase or
rutile polycrystalline films containing Ag particles 5–45 nm
in size (5–25 nm for 600 �C and 13–45 nm for 800 �C). These
films showed an absorption peak around 550 nm. The shift
of the SPR absorption of Ag particles from 441 (room tem-
perature) to 550 nm (600–800 �C) may be attributed to an
increase in dielectric constant of the oxide matrix caused by
its thermal densification and crystallization [120].

3.3. Coating Films Containing
Platinum Colloids

Kozuka et al. [120] prepared TiO2 coating films contain-
ing Pt colloid particles (7 mol% Pt) on silica substrate
by the sol–gel processing. Precursor solution containing
Ti(OC3H7�4, H2O, CH3COOH, C2H5OH, and H2PtCl4 ·
H2O solutions were used to produce coating films. Platinum
fine particles were precipitated by heating at 800 �C in air.

Silica based ormosil coating films containing Pt colloids
were prepared by Tseng et al. [113]. Pt4+ ion-doped gel films
were prepared from coating solutions consisting of silanol
terminated polydimethylsilane, H2O, HCl, and H2PtCl4 ·
H2O. Thermal reduction by heating at 200 �C and photore-
duction by exposure to a high pressure mercury lamp are
used to produce hybrid coating films containing Pt colloids
of 3–5 nm in size. The color of the film was light brown.

3.4. Coating Films Containing
Palladium Colloids

Zhao et al. [141] prepared coating solutions from tita-
nium isopropoxide, palladium(II) chloride, deionized water,
ethanol, acetic acid, and hydrochloric acid to produce TiO2
coating films containing 3 vol% Pd (7 mol%). A transparent
red–brown solution resulted. Heating TiO2 coating films at
600–900 �C in air produced PdO particles in the film. Reduc-
tion of this film by heating at 500 �C in a H2/Ar atmosphere
gave films containing dispersed metal particles. The average
diameter of Pd is 15–30 nm. The films containing Pd par-
ticles are brownish grey, showing optical absorption due to
surface plasmon resonance. Particle size was controlled by
selecting the heating time at 800 �C. It should be noted that
Pd metal particles are precipitated when TiO2 coating films
are heated at 1000 �C in air.

4. ORGANIC–INORGANIC
HYBRID COMPOSITES

Many organic materials exhibit NLO properties either in
the form of molecules, crystals, or polymers. NLO organic
polymeric material has been an exciting area for the last
two decades [151]. Following the early works [152–155] on
their nonlinear properties, organic polymers have been stud-
ied extensively for nonlinear applications [156–171]. Among
all nonlinear materials, organic polymeric systems provide
the highest nonresonant nonlinearity [172] and therefore are
very promising systems for achieving high speed. Glasses
are ideal for use as a matrix for these organics, due to
their highly cross-linked structures and good mechanical and
chemical stability [173–193].

Through the sol–gel approach, organic/inorganic hybrid
materials have rapidly become a fascinating new field of
research in materials science [194–199].

The sol–gel process, based on inorganic polymerization
reactions, is a synthesis method initially used for the prepa-
ration of inorganic materials, such as glasses and ceram-
ics. Its low-temperature characteristic also provides unique
opportunities to make organic/inorganic hybrid materials
through the incorporation of low molecular weight and
oligomeric polymeric organics with appropriate inorganics.
There are several different synthetic techniques used to pre-
pare hybrid materials [200]. The main methods for produc-
ing NLO hybrid are the following:

(1) By simply dissolving or dispersing the active organic
into inorganic sol–gel precursor solution, organics can
be impregnated or entrapped as a guest within inor-
ganic gel matrix (as a host), on gelation.

(2) Hybrid networks can be synthesized by using low
molecular weight organoalkoxysilanes as one or more
of the precursors for the sol–gel reaction; as a result,
organic groups are introduced into an inorganic net-
work through the Si–C– bonds.

(3) Hybrid material can also be formed through the
co-condensation of functionalized oligomers with
metal alkoxides in which chemical bonding is estab-
lished between inorganic and organic phases.

(4) A hybrid network can be formed by interpenetrat-
ing networks and simultaneous formation of inorganic
and organic phases.

The properties of organic–inorganic nanocomposites
depend on not only the organic and inorganic components,
but also the interface between them. The precursor mix-
ing in a homogenous solution allows organic and inor-
ganic components to be associated at the molecular level.
However, the chemical reactivities of organic and inorganic
species are usually different and phase separation tends to
occur. Chemical bonds have to be formed between organic
and inorganic components in order to form molecular com-
posites or organic–inorganic polymers. Hybrid materials are
currently divided into two classes depending on whether the
organic and inorganic phase share weak interactions such
as van der Waals and hydrogen bonds (class I) or strong
chemical bonds (class II). Some important optical applica-
tions of class II can be found in review articles authored
by Sanchez and Lebeau [183, 201]. To accomplish superior
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nonlinear optical properties in hybrid nanocomposites, it is
important to have organic chromophores with high intrinsic
nonlinearity, high chromophore concentration in the com-
posites, good interfacial interaction between organic and
inorganic components, and stability of the network structure.
For second-order NLO composites, it is even more impor-
tant to have strong bonding between the organic dye and
the matrix. It is well known that second-order NLO effects
cannot observed in centrosymmetric systems, but the NLO
effects can occur after poling in order to orient the organic
dyes within the sol–gel matrix. However, organic dyes tend
to lose their induced orientation with time due to ther-
mal relaxation processes. Both weak and strong interactions
between the NLO dyes and the matrices are used to con-
trol the relaxation behavior of the NLO chromophores. This
section gives a short review of the different hybrid organic–
inorganic materials with NLO properties, especially second-
order nonlinearities.

As we mentioned, different synthesis routes have been
developed to synthesize NLO hybrid materials; both class
I (host–guest) and class II (chromophore-linked) were pre-
pared. Chaumel et al. [202] illustrated some important hybrid
network structures and the routes to achieve them (Fig. 1).

4.1. Second-Order NLO Sol–Gel Hybrid
Nanocomposites [201]

4.1.1. Guest–Host Hybrids Containing
Embedded NLO Chromophores

Hybrid materials with embedded NLO dyes were synthe-
sized in the early stage of sol–gel NLO hybrid material
studies, due to the simplicity of the synthesis process [2,
203]. These composites are mostly class I composites, and
the interactions between organic and inorganic components
are weak interactions (van der Waals, hydrogen bonds,
hydrophilic–hydrophobic behavior). Figure 2 shows some
usual NLO dyes that have been embedded into sol–gel
matrices.

Second-harmonic generation (SHG) (d33 coefficient) or
electro-optic coefficients (r33� have been measured in many
sol–gel processed materials. Some results are shown in
Table 3, along with those of other hybrid systems. Three dif-
ferent matrices were obtained by the sol–gel process, first,
through hydrolysis of metal alkoxides M(OH)n M = Ti, Si,
Zr, � � � ), written as MO2; second, through hydrolysis of tri-
alkoxysilanes RSi(OR)3 (R = methyl, phenyl, etc.), written
as RSiOR1�5; third, through co-condensation between both
precursors, which leads to RSiOR1�5/MO2 matrices.

In general, organic dye molecules embedded in those
hybrids are randomly oriented, and electrical-field-induced
orientation (poling) is needed for second harmonic
response. There are few exceptions, due to the presence
of microcrystallites of chromophores [204] or possible
orientation preference of NLO molecules in the glass matrix
via van der Waals interactions [205].

Griesmar et al. [206] and Toussaere et al. [207] first per-
formed the orientation of organic chromophores in hybrid
sol–gel matrices by using electrical-field-induced second-
harmonic and corona electrical field poling techniques.
These first attempts showed the potential of using poling
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Figure 1. Some important hybrid network structures and the routes to
achieve them. Reprinted with permission from [202], F. Chaumel et al.,
Chem. Mater. 13, 3389 (2001). © 2001, American Chemical Society.

techniques in hybrid composites for the synthesis of second
order NLO material. Unfortunately it also showed the gen-
eral weakness of the guest–host system: the low efficiency
and low stability of the optical nonlinearity, poor solubility
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Figure 2. Examples of NLO dyes which are embedded in sol–gel matri-
ces. Reprinted with permission from [239], B. Lebeau et al., Pure Appl.
Opt. 5, 689 (1996). © 1996, IOP Publishing.
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Table 3. NLO data for some hybrid materials with embedded NLO dyes.

SHG response stability

NLO group System Matrix d33/r33 (pmV−1) % T (hr)/T (�C) Ref.

Guest–host hybrid systems

NPP G/H RSiO1�5/ZrO2 0.08/— — — [207]
DR1 G/H RSiO1�5/ZrO2 0.1/— 20 4000/[25] [213]
DR1 G/H RSiO1�5 1.54/0.71 40 30/[100] [212]
DR1 G/H PMMA/SiO2 4 (�2�) — — [214]
NPP G/H SiO2/TiO2 10.9/2 77 2400/[25] [173]
DANS G/H TiO2 11/— 40 1200/[25] [174]
DR1 G/H RSiO1�5 11.4/— — — [215]
DR1 G/H SiO2 157/— 100 700/[25] [209]

Side-chain class II hybrid systems

DNPA II (S-C) R′SiO1�5/ZrO2 1.6/— 10 720/[25] [207]
DO3 II (S-C) R′SiO1�5 5.28/— 100 40/[100] [215]
DNPA II (S-C) R′SiO1�5/SiO2 9.1/— 38 25/[60] [182]
DO3 II (S-C) R′SiO1�5/ZrO2 9.7/ — — [216]
DNPA II (S-C) R′SiO1�5/SiO2 10/2 18 6000/[25] [178]
DNPA II (S-C) SiO2 11.7/— 80 48/[25] [217]
NA II (S-C) R′SiO1�5/SiO2 13/— — — [218]
DR1 II (S-C) R′SiO1�5 42.7/54.0 80 1/[150] [184]
DR1 II (S-C) R′SiO1�5/SiO2 46/— — — [219]
DR1 II (S-C) R′SiO1�5/SiO2 55/— 100 168/[25] [180]
DR19 II (S-C) R′SiO1�5 37 × 10−8 esu (�2�) 100 840/[80] [220]

Main-chain class II hybrid systems

DNPA II (M-C) R′SiO1�5 9–10/2–2.5 — — [188]
TCVA II (M-C) R′SiO1�5 14.3/— 35 0.5/[140] [221]
SG-DANS II (M-C) R′SiO1�5/SiO2 16/— 80 3/[150] [185]
Red17 II (M-C) R′SiO1�5/SiO2 24/12.2 20 170/[25] [222]
ASF II (M-C) R′SiO1�5 27/— 90 500/[100] [223]
ASF II (M-C) R′SiO1�5 27/— 60 0.5/[200] [223]
NA II (M-C) R′SiO1�5 35–37/9–10 — — [188]
DR19 II (M-C) R′SiO1�5/SiO2 29/— 25 >2/[140] [224]
DO3 II (M-C) R′SiO1�5 38.8/— 81 144/[105] [225]
Red 17 II (M-C) R′SiO1�5/SiO2 78/20 50 2160/[25] [222]

Interpenetrating network hybrid systems

DR1 interpenetrated polyimide/R′SiO1�5 28/— 75 168/[120] [190]
DR1 interpenetrated polyimide/R′SiO1�5 28/— 100 1700/[25] [190]

Note: Chromophores: NPP: N -(4-nitrophenyl)-(s)-prolinol, DR1: disperse red 1, DR19: disperse red 19, DANS: 4-(dimethylamino)-4′-nitrostylbene, SG-DANS:
4-[N ,N -bis-(2-triethoxysilanoxyethylamino)]-4′-nitrostilbene, DNPA: 2,4-dinitrophenylamine, DR1: Disperse Red 1, DO3: Disperse Orange 3, ASF: aminosulphone, NA:
4-nitroaniline, TCVA: tricyanovinylaniline, SHG response stability %: final ratio SHG response/initial SHG response, t: time after field poling cutoff in hours. Systems:
S-C—side-chain, M-C—main-chain [201].

of the chromophore in the matrix, and the fast relaxation of
the poling-induced order, respectively [208].

To decrease the relaxation of poling-induced order, sev-
eral research groups have started to use conventional metal-
oxide-based sol–gel matrices (SiO2, Al2O3, SiO2–TiO2) [173,
174, 209, 210], which exhibit high rigidity and mechanical
properties. The conventional sol–gel matrix did achieve
both high dye concentration and good temporal stability
of the poling-induced order. The latter can be explained
by the preferential interaction between the chromophore
and the host matrix (hydrogen bonds and/or ionocovalent
bonds) [173, 211]. However, the “conventional sol–gel matri-
ces” also have their drawbacks. First, the type of films
with good optical quality can only be obtained with thick-
nesses under 1 �m. Second, there is a concern about the
porous and hydrophilic nature of the matrix. Water adsorp-
tion might promote the disruption of the hydrogen-bond

network, the cleavage of the ionocovalent dye–matrix bonds,
and the loss of the SHG response as a result.

To suppress those drawbacks, hybrid organic–inorganic
sol–gel matrix was used to deposit dense and hydropho-
bic thick films (1–20 �m) [212]. However, the problem of
low chromophore concentration was not resolved in these
systems.

4.1.2. NLO Chromophore Grafted
to Sol–Gel Matrices

The best solution so far is hybrid organic–inorganic mate-
rials with NLO dyes grafted to the inorganic network [183,
201]. It allows easy optimization of the dye concentration
and better control of chemical and processing parameters.
The number of covalent bonds of the organic chromophore
with the inorganic matrix classifies these hybrid materials
into side-chain (one covalent bond) and main-chain (two or
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more bonds) hybrid materials [200]. The most common way
to introduce an organic group into a silica network is to use
siloxane-based trifunctional organoalkoxysilane precursors,
R′Si(OR)3 (where R′ is an NLO organic chromophore).
Some of these precursors are presented in Figure 3.

The synthesis of a class II hybrid with second order NLO
properties can be performed by hydrolysis and condensation
of R′Si(OR)3 carrying the NLO dyes or through hydrolysis
and co-condensation between R′Si(OR)3 and metal alkox-
ides [Si(OR)4, Zr(OR)4, etc.].

Some important results of these class II NLO hybrids
are shown in Table 3. Matrices obtained through hydroly-
sis of a trifunctional alcoxysilane R′Si(OR)3 (R′ being the
NLO group) are denoted as R′SiO1�5, while those prepared
via hydrolysis and co-condensation between trifunctional
alkoxysilanes R′Si(OR)3 and metal alkoxides M(OR)4 (M =
Si, Zr, etc.) are written as R′Si(OR)3/MO2.

Class II Side-Chain Systems It has been shown that
covalent coupling of the NLO chromophore to the lattice
could improve chromophore loading and consequently NLO
efficiency [173, 174, 217]. Compared to class I hybrids,
the side-chain hybrid efficiency is better but still needs
improvement.

Two strategies are used to improve the second-order
NLO response of dye-grafted hybrid coatings. First is using
chromophores with a higher intrinsic NLO response, such
as N -(4-nitrophenyl)-l-prolinol or disperse red one (DR1)
derivatives, which exhibit higher nonlinearities than nitroani-
line. Second is to control the chromophore relaxation by
increasing the matrix rigidity. The most common strate-
gies to minimize relaxation is to increase the cross-linking
in the network, through adding inorganic network builders
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(MOR)4 or polymers with well known mechanical properties
such as polymethylmethacrylates or polyimide.

For the class II side-chain systems, a promising result was
obtained by Riehl et al. [180] (d33 = 55 pmV−1 at 1.064 �m)
for an alkoxysilane–silica system functionalized with DR1.
No NLO signal loss was observed at ambient temperatures 1
week after poling. The good temporal NLO response stabil-
ity seems to be due to the two-step synthesis strategy. After
the hydrolysis of precursors in an acidic medium, a base is
added to enhance condensation reactions, therefore improv-
ing the formation of highly branched inorganic network.

Class II Main-Chain Systems To further increase the
stability of the second-order NLO response of the hybrid
composites, a main-chain system is used, with both ends of
the chromophore anchored to the polymer backbone. Large
second harmonic coefficient and high thermal stability can
be achieved through this structure. By using a main-chain
hybrid system, choosing organic dyes with a higher intrin-
sic NLO response (Red 17), and increasing cross-linking
(adding SiO2), one of the best results of sol–gel NLO hybrid
so far was achieved by Lebeau et al. [222].

Further increasing the number of the bonds between the
organic and inorganic component will help increase the sta-
bility of the poled structure, but it also makes it difficult to
reach desired order during the polling process [223]. Because
class II hybrid organic–inorganic materials allow better con-
trol of film thickness, film hydrophobicity, matrix rigidity and
densification, and NLO chromophore concentrations, they
become very promising in the field of quadratic NLO.

The sol–gel process is versatile, and yet it is also very
complex. Many factors can be tuned in order to improve
these new nanocomposites, such as the number and posi-
tion of the alcoxysilyl groups, the amount and the nature of
the cross-linking agent (TMOS) and catalysts, the hydroly-
sis ratio, the sequence of mixing, the nature of the solvent
(which may influence nanophase separation), the aging time
(which influence the complication of crosslinking), etc.

Poling protocol is also very important because these sys-
tems behave as thermosets or thermally hardened materials.
The process must be optimized in such a way that desired
noncentrosymmetric order can be introduced by electric
field poling before the matrix hardening is completed.

4.2. Third-Order NLO Sol–Gel
Hybrid Nanocomposites

Sol–gel hybrid nanocomposites for third-order NLO appli-
cations are not as well studied as second-order NLO hybrids.
Prasad’s group is one of the few that has been making
continuing progress in developing those materials [226–229].
As we mentioned, polymer has high nonresonant third-order
NLO properties. These studies are very meaningful for pho-
tonic application.

Most third-order NLO hybrid systems synthesized so far
belong to guest–host hybrid materials, which are made
through dissolving or dispersing the active organic into the
inorganic solution. For example, poly-p-phenylene (PPV),
a conjugated NLO polymer, was dispersed into a SiO2
gel [226]. A �3� value of 3 × 10−10 esu was obtained,
using 400 femtosecond pulses from a Nd-YAG laser
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pulse compressed amplified system at 602 nm. Two PPV
derivatives, poly(2-bromo-5-methoxy-1,4-phenylene viny-
lene) and poly(2-butoxy-5-methoxy-1,4-phenylene vinylene),
and poly(2,5-disubstituted-1,4-phenylene vinylene) were also
incorporated into polymer/silica composites. The third-order
nonlinear susceptibilities have been investigated for the
polymers themselves and their sol–gel composites. Relatively
large �3� values (4 × 10−10 to 1 × 10−9 esu) with a subpi-
cosecond response were observed [227].

In order to improve the optical quality, poly(thienylene
vinylene)/silica composite was prepared by sol–gel, and its
optical nonlinearity was determined. The soluble methoxy
pendant poly(thienylene vinylene) (PTV) precursor and the
silica sol were homogeneously mixed in tetrahydrofuran and
converted to the final composite material by heat treatment.
The blueshift of !max in the UV-visible spectra was observed
which provides evidence of interaction between the PTV and
the silica components. The third-order optical nonlinearities,
�3�, were measured as 4× 10−9 esu and 3× 10−9 esu for the
pure PTV and PTV/silica [228].

Prasad et al. have also investigated the nonlinear opti-
cal performance of new UV photostable dyes, didecyl and
didecyloxy substituted para-polyphenyl heptamers, in sol–gel
processed composite glass, using the techniques of degener-
ate four-wave mixing (DFWM) and optical Kerr gate [229].

There are other organic dyes incorporated into oxide
gels by similar methods [230–234]. For instance, rhodamine-
6G doped SiO2–TiO2 thin films were prepared using a dip
coating method. Effects of the MTMS/TEOS ratio on the
cracking of the thin films during the drying stage were
studied. The cracking greatly decreased on increasing the
MTMS/TEOS ratio. Crack-free thin films were obtained for
samples with MTMS/TEOS > 0.75. The optical absorption
and fluorescence spectra of the thin films were recorded.
The refractive index increases linearly with increasing TiO2
content (20, 40, 60 mol%). The third-order nonlinear sus-
ceptibility of the rhodamine-6G doped SiO2–TiO2 thin films
is �3� approximately = 10−9 esu, measured by the DFWM
technique [235]. Other matrix systems used include Al2O3
[236, 237] and V2O5 [238].

While third-order nonlinear hybrids do not have the
same requirements for the SHG NLO hybrids, they still
share many common ones, such as high transparence, good
mechanical strength, stability of the structure, and high con-
centration of NLO dyes. So it may be helpful to find the
possibilities of synthesizing THG hybrids materials through
the well defined routes for SHG hybrid materials.

5. CONCLUSIONS
Sol–gel is an extremely versatile technique to produce
inorganic–inorganic and inorganic–organic nanocomposites.
Its may open many possibilities for the development of
photonic devices. Using sol–gel derived ceramics as matrix,
semiconductor, metal, and polymer are incorporated into
various nanocomposites to achieve high nonlinear proper-
ties. Although further studies are still needed to improve
the synthesis processes of those composites, through particle
size control and/or enhancing chemical bonding, the sol–gel
technique has been proved to be a very promising technique
for developing various NLO materials.

GLOSSARY
Exciton Bohr radius The optical properties of a material
are usually determined by the nature of electrons and holes
existing in it. Due to Coulomb interaction, the electrons
and holes existing in a material are known to form excitons.
The distance between the electron and the hole within an
exciton is called Bohr radius of the exciton. Typical exci-
ton Bohr radius of semiconductors is of a few nanometers
(1 nanometer = 10−9 meter).
Optical nonlinearity Nonlinear effect is a general concept,
and it refers to the nonlinear proportionality of the response
to the input. When an electric field (e.g., light) interacts with
electrons in a materials, the electron density can be provokes
to be displaced. This is called polarization. In a nonlinear
optical material, or when the electric field is strong enough,
the polarization is a nonlinear response of the electronic
field.

P = �1�E + �2�EE + �3�EEE + · · ·
Where �2� and �3� are the second and third order nonlinear
susceptibilities, respectively.
Quantum dot A Nanometer sized structure that is capa-
ble of trapping electrons in three dimensions. Quantum dots
are made by creating an island of conductive material sur-
rounded by insulating material. Electrons that enter the
quantum dot will be confined because of the high potential
required to escape.
Sol–gel process A process that involves the evolution of
inorganic networks through the formation of a colloidal sus-
pension (sol) and gelation of the sol to form a network in a
continuous liquid phase (gel).
Surface capping agent A molecule which attached to the
surface of a growing cluster surface to terminate its growth,
thus control the particle size.
Surface plasmon resonance Conduction electrons −� and
ionic cores +� in a metal form a plasma state. When exter-
nal electric fields (electro-magnetic waves, electron beams
etc.) are applied to a metal, electrons move so as to screen
perturbed charge distribution, further move beyond the neu-
tral states, and again return to the neutral states and so
on. This collective motion of electrons is called a “plasma
oscillation.” The surface plasmon resonance is a collective
excitation mode of the plasma localized near the surface.
Electrons confined in a nanoparticle conform the surface
plasmon mode. The resonance frequency of the surface plas-
mon is different from an ordinary plasma frequency. The
surface-plasmon mode arises from the electron confinement
in the nanoparticle. Since the dielectric function tends to
become continuous at the interface (surface), the oscillation
mode shifts from the ordinary plasma resonance and expo-
nentially decays along the depth from the surface.
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1. INTRODUCTION
Almost everyday we read the “nano” words (nanoscience,
nanotechnology, nanoscale, nanometer, nanosecond, nan-
odevice, nanoelectronics, nano-optics, and so on) from
television commercials, research journal papers, magazine
articles, newspaper headlines, and conferences. Such excite-
ment comes from the undisputed fact that scientists all over
the world have begun to control materials at a nanome-
ter scale resulting in a great many new techniques and
skills which can be used to make new materials with unique
and useful properties. Obviously, these extensive studies in
nanoscience and nanotechnology have led to a range of com-
mercial applications in electronics, photonics, spintronics,
sensing, military uses, medicine, and so on. Certainly, the
best and most exciting days of obtaining novel properties
or other kinds of discovery in the nanoscience and nan-
otechnology are still ahead. In this chapter, we review the

recent development of nonlinear optical (NLO) studies on
fullerenes and carbon nanotubes. Before starting our review,
we briefly introduce the theory of optical nonlinearity of a
material and present the brief history of the new materials,
called fullerenes and carbon nanotubes.

1.1. Nonlinear Optical Interactions

Nonlinear optics, focusing on the studies of NLO response
of a material system to an applied optical field, plays an
important role in many areas of science and technology
[1–15]. To introduce the concept of optical nonlinearity one
can express the field-induced dipole moment per unit vol-
ume, that is, the polarization P�t�, in a power series of the
strength of the applied optical field E�t� [9]. Assuming that
this optical field vector can be represented as the discrete
sum of a number of frequency components as the compact
form [9]

E�t� =∑
n

E��n�e
−i�nt (1)

one can write the polarization P�t� as a function of Ei��n�
in the Gaussian system of units

P�t� = ∑
m=1

∑
n

∑
j=x� y� z

P
�m�
j ��n�e

−i�nt (2)

with

P
�1�
j ��n� =

∑
i=x� y� z

�
�1�
ji Ei��n� (3)
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P
�2�
j ��n� =

∑
i� k=x� y� z

∑
�mo�

�
�2�
jik ��n = �m + �o��m��o�

×Ei��m�Ek��o� (4)

P
�3�
j ��n� =

∑
i� k� l=x� y� z

∑
�mop�

�
�3�
jikl

×��n = �m + �o + �p��m��o��p�

×Ei��m�Ek��o�El��p� (5)

where the indices ijkl refer to the cartesian components of
the applied optical field, and the notation (mo) or (mop)
indicates that the sum �m + �o or �m + �o + �p is to
be held fixed in performing the summation over m, o,
and p. The coefficients ��1�, ��2�, and ��3� are known as
the linear optical, second-, and third-order nonlinear opti-
cal susceptibilities of the material system. Correspondingly,
for atoms or molecules they are referred to as the linear
polarizability � �=��1�/��, the first-order hyperpolarizabil-
ity � �=��2�/��, and the second-order hyperpolarizability
��= ��3�/��, respectively, where � is the number density
of molecules in a material. Assuming that the molecule-
field coupling system is initially prepared in the gth state
(for example, ground state), we can derive �, �, and � by
using a perturbation theory [9]. The linear optical polar-
izability ���p� of a molecule at optical frequency �p can
be [33]

�ij��p� = �
−1
∑
m

{
Ui

gmU
j
mg

�mg − �p

+ U
j
gmU i

mg

�∗
mg + �p

}
(6)

where Umn is the transition-dipole matrix element between
the nth and mth states and �mn is the corresponding tran-
sition frequency. The first and second terms in the above
equation can be interpreted as the resonant and antireso-
nant contributions to the linear optical polarizability. �����
of molecule at optical frequency �� = �q + �p is given
by [33]

�ijk�����q��p�

= �
−2�

∑
mn

{
Ui

gnU
j
nmUk

mg

��ng − �p − �q���mg − �p�

+ U
j
gnU i

nmUk
mg

��∗
ng + �q���mg − �p�

+ U
j
gnUk

nmU i
mg

��∗
ng + �q���

∗
mg + �p + �q�

}
(7)

where � denotes the intrinsic permutation operator. (This
operator tells us to average the expression that follows it
over both permutations of frequencies �p and �q of the

applied field. The cartesian indices j and k should be per-
muted simultaneously.) The second-order hyperpolarizabil-
ity ����� of molecule at �� = �r + �q + �p can be [33]

�kjih�����r��q��p�

= �
−3�
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(8)

Available studies [1–4, 16] have shown that the second-
order nonlinear optical interaction can occur only in non-
centrosymmetric crystals which do not display inversion
symmetry, while the third-order nonlinear optical interac-
tions can occur for both centrosymmetric and noncentrosym-
metric media. Assuming that the two input waves are at �o

and �m, from Eq. (4) we have [33]

P�2���n=2�� �o=�m=� SHG

P�2���n=�1+�2� �o=�1��m=�2 SFG

P�2���n=�1−�2� �o=�1��m=−�2 DFG

P�2���n=0� �o=�1��o=�=−�m OR

(9)

SHG, SFG, DFG, and OR denote second-harmonic genera-
tion, sum-frequency generation, difference-frequency gener-
ation, and optical rectification, respectively. If the nonlinear
crystal used in a DFG process is placed inside an optical
resonator, the frequency of the output signal or idler field
can build up to large values resulting in the device of opti-
cal parametric oscillator (OPO) which is used primarily at
infrared wavelengths where other sources of tunable radi-
ation are not readily available. Since the nonlinear polar-
ization can efficiently produce an output signal only if a
certain phase-matching condition is satisfied and this condi-
tion cannot be satisfied for more than one frequency com-
ponent of the nonlinear polarization, no more than one of
these frequency components shown in Eq. (9) will be pre-
sented with any appreciable intensity in the radiation gener-
ated by the nonlinear optical interaction. Operationally, one
often chooses which frequency component will be radiated
by properly selecting the polarization of the input radiation
and orientation of the nonlinear crystal. Based on Eq. (5),
we can get third-harmonic generation (THG) if �m = �o =
�p = �. Other third-order polarization can be reached by
varying the three frequencies. (For more details the reader is
referred to standard textbooks about nonlinear optics, e.g.,
[1–15].) Here we briefly describe the process of degener-
ate four-wave mixing (DFWM). In the DFWM experiment,
a polarization is induced in the sample by the interaction
between three light waves and the electrons in the nonlinear
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medium characterized by a third-order nonlinear optical sus-
ceptibility ��3� through Eq. (5), but two wave beams are
incident at the same region on the sample and have equal
and opposite wave vectors and the same frequency �. The
two wave beams from, for example, a He-Ne laser set up
an interference grating, which interacts with the third light
beam coming from the back side of a transparent sample.
Then, the fourth beam, resulting from this interaction with
wave vector equal and opposite to that of the third beam,
is detected. So, if the frequency of the third wave is �, the
fourth wave will be generated with the same frequency �
but its complex amplitude everywhere will be the complex
conjugate of the third wave.

1.2. Fullerenes and Carbon Nanotubes

Graphite is known as one stable and abundant solid form
of pure carbon [17]. This form has three strong sp2 trig-
onal bonds with an equal distance of 0.142 nm and weak
" bonds perpendicular to successive sheets with an inter-
plane distance of 0.34 nm [18]. Diamond, known as the
hardest of all natural materials, is another slightly less stable
and less abundant crystallographic form of pure carbon [17].
Each carbon atom in diamond is covalently bonded to four
neighbors via sp3 hybridization at the apexes of a regular
tetrahedron. In 1985, Kroto et al. [19] synthesized the fasci-
nating, truncated icosahedron molecule, named C60 [20] (see
Fig. 1), which has 20 hexagonal and 12 pentagonal faces and
60 vertices (each vertice is at the intersection of two hexag-
onal and one pentagonal faces). This discovery brought us a
new form of pure carbon, named fullerenes [21–26], which
are made of an even number of three-coordinated sp2 car-
bon atoms that arrange themselves into 12 pentagonal faces
and any number (>1) of hexagonal faces. This kind of cage
molecule can crystallize in a variety of three-dimensional
structures [27, 28]. The macroscopic synthesis of a soot
[27], which contains C60 and other fullerenes in large com-
pounds, and the straightforward purification techniques of
the soot, which make the pure fullerene materials available,
have led to extensive studies on the structural, mechani-
cal, electronic, magnetic, and optical properties of fullerenes
[29–35]. Meanwhile, fullerenes can be doped in several dif-
ferent ways (e.g., endohedral, exohedral, and substitutional
doping) because of their unique electronic properties [31]

Figure 1. Geometrical structures of fullerenes: (a) C60; (b) C48N12.

Figure 2. Geometrical structures of two kinds of carbon nanotubes:
(a) armchair carbon nanotube; (b) zigzag carbon nanotube.

(see Fig. 1). These doped fullerenes can be semiconducting,
metallic, or even superconducting [31].

In addition to fullerenes, it is also possible to synthe-
size tubular fullerenes and nested concentric fullerenes. The
new field of carbon nanotube research was greatly stimu-
lated by the discovery of the existence of carbon tubules or
nanotubes [36] and the subsequent report of conditions for
the synthesis of large quantities of nanotubes [31, 37–57].
Theoretically, there are three major classifications of C60-
based tubules or nanotubes [31, 58–62]: armchair carbon
nanotubes (see Fig. 2), zigzag carbon nanotubes (see Fig. 2),
and chiral carbon nanotubes, depending on whether they are
related to a fivefold, a threefold, or a twofold axis relative to
the C60 molecule. Generally speaking, a single-walled carbon
nanotube (SWNT) can be made if only one graphene sheet
is rolled; while a multiwalled carbon nanotube (MWNT) can
be obtained if a few stacked graphitic shells are built from
perfectly concentric cylinders or a single graphene sheet is
rolled as a scroll. Since 1991, carbon nanotubes have been
extensively studied, both theoretically and experimentally,
due to their unique geometric structures and remarkable
mechanical, chemical, electronic, magnetic, and transport
properties. The small diameter (at scale of nanometers) and
the long length (at the order of microns) lead to such large
aspect ratios that the carbon nanotubes act as ideal one-
dimensional systems. Their rope crystallites offer host lattice
for intercalation and storage. All these characteristics make
carbon nanotubes the focus of extensive studies in nanoscale
science and technology with potential applications in various
materials and devices. Readers can find more details about
the synthesis, physical and chemical properties, and techno-
logical applications of carbon nanotubes in recent books [31,
63–70] and review articles [71–77].

1.3. Conventions and Outline

In nonlinear optics, there are several different systems
of units [9] that are commonly used in the community.
In this chapter, we use the Gaussian system of units. In
the Gaussian system, both the field E and polarization
P have the same units, statvolt/cm. Thus, ��1� is dimen-
sionless and the dimensions of ��2� and ��3� are given by
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cm/statvolt (≡ esu = 3$3354 × 10−5 m/V) and cm2/statvolt2

(≡ esu = 1$1125× 10−9 m2/V2), respectively. The units of
��2� and ��3� are not usually stated explicitly in the Gaussian
system of units, but instead quote values simply in electro-
static units (esu). For other different systems of units, the
reader may refer to Appendix A of Boyd’s book [9]. In addi-
tion, there are different conventions for defining hyperpo-
larizabilities (for example, Taylor series, perturbation series,
electric field induced SHG (EFISHG), phenomenological;
see [78] for details). In this chapter, we use the convention
of Taylor series.

In this chapter, we review recent studies on the second-
order optical nonlinearities (characterized by the first-order
hyperpolarizability �) of fullerenes and their derivatives
in Section 2, and the third-order optical nonlinearities
(characterized by the second-order hyperpolarizability �) of
fullerenes, fullerene derivatives, and carbon nanotubes in
Section 3.

Many laser sources, for example, OPO, dye lasers, and
Raman lasers, are widely used in many areas of science
and technology. Naturally, a potential hazard for human
eyes and other optical sensors arises because of the laser
power. Hence, protecting all sensors and human eyes against
the hazard is a very important task which stimulates many
research groups all over the world to search for good opti-
cal limiters that should have high broadband linear trans-
mittance for low input fluences and always keep the output
energy below the damage threshold of all optical sensors
and human eyes. This is one NLO application. In Section 4,
we review recent developments of optical limiting studies of
fullerenes, fullerene derivatives, and carbon nanotubes.

In Section 5, we end this chapter by giving some remarks
and outlooks for further studies about the optical nonlinear-
ities of fullerenes and carbon nanotubes.

2. SECOND-ORDER OPTICAL
NONLINEARITIES OF FULLERENES

Second-order NLO measurements include techniques, for
example, Maker Fringe method, EFISHG, hyper-Rayleigh
scattering, and the second-order NLO processes mentioned
before. The detailed descriptions of Maker Fringe method
and hyper-Rayleigh scattering can be found in [1–15]. The
EFISHG technique involves the mixing of three optical
fields and one static field of parallel polarizations and details
can be found in [79].

From a symmetry consideration, both C60 and C70 pos-
sess inversion symmetry. Thus, within a dipolar approxima-
tion, no SHG activity should be detected. However, several

Table 1. Second-order optical nonlinearities of C60 and derivatives measured by different experimental techniques.

Fullerenes � (10−30 esu) ��2� (10−9 esu) Method State of material Ref.

C60 1.1 1.3 ATR film [88]
C60/DEA 67± 20 EFISHG solution [103]
C60 �C4H8N2� 36± 12$7 180± 80 SHG LB film [115]
Carborane/C60 Hybrid (1a) 346 SHG solution [113]
Carborane/C60 Hybrid (1b) 483 SHG solution [113]
Carborane/C60 Hybrid (1c) 1189 SHG solution [113]
CFP 83 32 SHG LB film [121, 122]

groups [80–84] have observed SHG signal from vacuum-
sublimed thin films on a glass or silica substrate. Some
results of fullerenes and derivatives are summarized in
Tables 1 and 2 and in Figures 3 and 4.

2.1. C60

Hoshi et al. [80] were the first to investigate the NLO
response of C60 film deposited on a silica substrate by
impinging an unfocused polarized Nd:YAG laser (1064 nm)
on the film and measuring the dependence of the SHG
intensities on the polarization of light and on the angle of
incidence in the transmission geometry. A polarization ana-
lyzer and a monochromator were used to detect the trans-
mitted SHG (532 nm). No detectable SHG was emitted from
the blank substrate. For convenience, we express the polar-
ization state of incident light by �Ii	 and that of the polar-
ization analyzer by �Oi	 (i = x� y� z. z-axis is the direction of
the incident laser beam and x-axis the rotation axis). Hoshi
et al. [80] noticed that no SHG is detected under �Ix	 ⊗ �Ox	
and �Iy	 ⊗ �Ox	, irrespective of the angle ' of incidence.
For �Ix	 ⊗ �Oy	 or �Iy	 ⊗ �Oy	, SHG signal appears as the
C60 film was rotated around x-axis to change the incident
angle '. Assuming that the normal axis (i.e., z-axis here) of
the C60 film is a C� symmetry, their observed results are
due to a C�v symmetry if SHG comes from the electrical
dipolar responses. If so, this implies that asymmetry exists
along the z-axis direction. The presence of substrate is the
only cause of the asymmetry. However, if SHG signal comes
from an electrical quadrupolar response, either C�v or C�h

symmetry is a consistent account for their observed results.
Later on, Kajzar et al. [83] also observed the incidence angle
dependence of SHG intensity from a sublimed C60 thin film:
the maximum of the SHG signal is at ' = 55�. Koopmans
et al. [82] performed more systematic studies on SHG from
thin C60 films by combining frequency-, rotational-, angular-,
and film-thickness-dependent measurement and gave the
first SHG spectrum of pure C60 films or C60 surfaces. They
found C60 films to show a high SHG efficiency and a strong
and sharp resonance at 2�� = 3$60 eV, which is close to
an allowed optical transition. Meanwhile, Wang et al. [81]
also found that the square root of SHG intensity of C60
film increases linearly with the film thickness and varies with
the change of temperature (reaching a maximum at 415 K)
showing a bulk second-order optical nonlinearity. All these
experiments demonstrated that the SHG signal from sub-
limed C60 thin films comes from the bulk, and is not only an
interface effect [85]. The large second-order NLO response
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Figure 3. SHG spectrum of C60 film. Reprinted with permission from
[84], K. Kuhnke et al., Chem. Phys. Lett. 294, 241 (1998). © 1998,
Elsevier Science.

of C60 films is due to small amounts of impurities (such as
C60 isomers, other fullerenes, or oxides which have noncen-
tral symmetry), or electric quadrupole, or magnetic dipole
contributions which are allowed in centrosymmetric materi-
als.

Kuhnke et al. [84] presented a wide SHG spectrum of C60
films (see Fig. 3): three pronounced resonances at 1.18 eV
(1046 nm), 1.82 eV (678 nm), and 2.02 eV (0.611 nm),
and a weak one at 1.35 eV (914 nm). The resonance peak

Figure 4. SHG spectrum of C70 film. Reprinted with permission from
[84], K. Kuhnke et al., Chem. Phys. Lett. 294, 241 (1998). © 1998,
Elsevier Science.

observed at 1.82 eV by Kuhnke et al. [84] confirms the posi-
tion and width of the resonance first observed by Koop-
mans et al. [82]. Kuhnke et al. [84] found a significant SHG
signal at 1.165 eV (1059 nm), the energy of the study at
fixed wavelength by Wilk et al. [86]. Later on, Janner [87]
observed the resonance at 2.02 eV in a SHG spectrum.
Using the experimental technique of electro-optically modu-
lated ATR (attenuated total reflection) spectroscopy, Wang
et al. [88] have measured the second-order NLO response
of Langumir–Blodgett (LB) films of C60 by electro-optical
(Pockels) characterization for the first time. Their observed
electro-optical response was the Pockels effect, and the
second-order NLO susceptibility ��2� of C60 film was deter-
mined to be 1$3× 10−9 esu, in agreement with that of Wang
et al. [81]. It should be noticed that although � is zero for
isolated C60, C60 film may exhibit nonzero value if it does
not display centrosymmetry. Based on the work of Rash-
ing et al. [89], the corresponding molecular hyperpolariz-
ability � of the C60 molecule is about 1$1 × 10−30 esu [88].
Such large electro-optical response of C60 shows that it is a
promising NLO material regardless of the molecular inver-
sion symmetry.

Theoretically, Qin et al. [90] studied the dispersion rela-
tion of the quadrupole response for single C60 molecule.
Two resonant peaks were at 1.09 eV and 1.86 eV, respec-
tively. The peak at 1.09 eV is only about 0.1 eV lower than
the lowest peak observed by Kuhnke et al. [84], while the
one at 1.86 eV is in good agreement with experiment [84].
Although their calculated peak is of asymmetric shape, no
separate feature appears around the energy 2 eV. Hence,
their calculation showed that the peak observed at 2.02 eV
by Kuhnke et al. [84] is not caused by the electric quadrupole
transition. The sharp minimum [90] between the two peaks
seems to be caused by a change of amplitude sign. In the
SHG spectrum of Kuhnke et al. [84], a similarly sharp mini-
mum at 1.57 eV was observed. Hence, their theoretical cal-
culation is in overall agreement with experiment. Finally,
it should be mentioned that no SHG peak is detected at
the spin-forbidden excitation of the lowest triplet exciton at
1.55 eV (0.796 nm) [91].

The C60 film can be crystallized in a fcc structure at room
temperature [92, 93], and is therefore centrosymmetric. As
mentioned above, within the electric-dipole approximation,
the C60 film would not show SHG signal so that only the
surface contribution could be detected. Nevertheless, the
experiment of Wang et al. [81] showed that the surface con-
tribution to SHG should be very small. As discussed above,
the origin of the SHG signal from a C60 film can only
be an electric quadrupole, or a magnetic-dipole contribu-
tion, or from an impurity. The recent work by Koopmans
et al. [94] has convincingly shown that a fullerene’s SHG at
1.8 eV comes from a magnetic-dipole interaction. However,
a recent study by Munn et al. [95] showed that although
the SHG signal at 1.8 eV is dominated by the magnetic-
dipole response, this is not the case at other frequencies.
The theoretical study of Qin et al. [90] also demonstrated
that the second-order quadrupole nonlinear contribution is
large enough to explain the experimental results obtained by
Wang et al. [81]. Liu et al. [96] have observed a change of
the SHG signal of C60 film with the structural phase transi-
tion of C60 at 245 K. Since the impurity cannot display the
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properties of C60, their experimental results implied that the
SHG in the fcc and sc phases was not induced simply by
the impurity in the C60 material (or say, the SHG response
of impurity in C60 films cannot explain the change in SHG
at 245 K). Thus, the SHG signal from C60 films cannot be
attributed solely to the impurity.

2.2. C70

Kuhnke et al. [84] were the first to measure the SHG
response of higher fullerene C70 and the SHG spectrum is
presented in Figure 4. They observed a weak resonance peak
at 1.26 eV (979 nm) and a steep signal at 1.85 eV (667 nm)
showing a broad resonance feature without resolved struc-
ture. In a Ne matrix, Sassara et al. [97] assigned the lowest
singlet (S1) and triplet (T1) excitons for isolated molecules to
1.93 eV and 1.56 eV, respectively. If a shift of about 0.1 eV
between matrix isolated C70 and the solid exists, the lowest
singlet exciton may correspond very well to the onset of the
SHG intensity of C70 film. If so, the proximity of the next
higher singlet exciton (S2) and higher excitonic states may
result in the broad resonance structure above 1.85 eV. How-
ever, the resonance peak at 1.26 eV is too low in energy to
be assigned to the triplet exciton. The calculation of Shuai
and Bredas [98] indicated that the SHG spectra for C70
come from the contribution of the electric quadrupole hav-
ing a sharp peak at 1.2 eV and a broad resonance structure
between 2.0 and 2.4 eV, which is in good agreement with the
SHG spectrum of Kuhnke et al. [84].

C70 has a lower symmetry than C60. Thus, the low-energy
part of the absorption spectrum of the C70 solid may be
rich in dipole-allowed transitions. However, only two fea-
tures were observed in the SHG spectrum of C70 film; that
is, many dipole-allowed transitions are absent. Anyhow, this
and the agreement with theoretical calculation suggest that
dipole-forbidden transitions in C70 may be observed most
easily. Indeed, Kajzar et al. [83, 99] predicted a dipole-
forbidden transition at 2.49 eV.

2.3. Fullerene Derivatives

Charge transfer is demonstrated to be the most effective
mechanism to enhance the second-order optical nonlinearity
of organic molecule [100, 101]. Since fullerenes are excellent
electron acceptors [102], forming charge-transfer complexes
with appropriate donors would break the centrosymmetry of
C60 or C70 and thus induce significant second-order optical
nonlinearity.

Wang and Cheng [103] measured the second-order NLO
property of C60 charge-transfer complexes formed with
N ,N -diethylaniline (DEA), which is an electron donor well
known to form charge-transfer complexes with various aro-
matic acceptor molecules [104], by using EFISHG tech-
nique [105, 106]. Indeed, the formation of charge-transfer
complexes with DEA breaks the centrosymmetry in C60
and induces its second-order optical nonlinearity [103].
The value of �- in the dipolar direction for C60/DEA is
�6$7 ± 2� × 10−29 esu. Based on the INDO/CI-SOS (inter-
mediate neglect of differential overlap/configuration inter-
action plus sum-over-state approach) method [107–109],

Feng and his co-workers [110] calculated the second-order
nonlinear optical susceptibilities �ijk and �- of C60/aniline
(AN) (a theoretical model of the experimentally studied
C60/DEA [103]). The calculated value of �- at 1910 nm is
3$217 × 10−29 esu, which is in good agreement with experi-
ment [103]. Later on, using this theory, Liu et al. [111] found
that N -methyl-2-(2′-thiophene)-pyrrolo[3,4]C60 N -methyl-
pyrrolo[3,4]C60 and its derivatives exhibit good second-order
optical nonlinearities. Both theoretically demonstrated the
polarization effects, induced by the charge-transfer inter-
action, on the large number of hyperpolarizable " elec-
trons, which have significant contribution to the higher value
of �- obtained by Wang and Cheng [103]. Fu et al. [112]
found using INDO/CI-SOS that spiroannelated quinone-
type methanofullerenes show enhanced second-order non-
linearity compared with C60/AN.

Lamrani et al. [113] found experimentally that a com-
bination of seemingly attractive carboranes and fullerene
through an ethynyl "-system produced high � values. The
� values found were 34$6× 10−29, 48$3× 10−29, and 118$9×
10−29 esu for the three carborane-fullerene hybrids investi-
gated.

The monofunctionized derivative C60-(C4H8N2� has no
centrosymmetry [114]. Gan et al. [115] have measured its
SHG spectrum. The second-order nonlinear optical sus-
ceptibility ��2� and molecular hyperpolarizability � of C60-
�C4H8N2� are determined to be �1$8 ± 0$8� × 10−7 esu and
�3$6± 1$2�× 10−29 esu, respectively [115].

Kajzar et al. [116] performed SHG measurements
on C60-based composites and multilayered charge-transfer
structures with electron donors, 5,10,15,20-tetrapheny-21H ,
23H -porphine (TPP) and 5,6,11,12-tetraphenylnaphthacene
(rubrene) (TPN). In thin films that contain C60 molecule,
only the SHG signal is observed, and a significant enhance-
ment in SHG signals is observed in the multilayered struc-
tures. The enhancement is due to a ground-state permanent
electron transfer from the electron-donating molecules to
C60 [116].

The charge separation in substituted C60 leading to
enhancement of the second-order nonlinear optical suscepti-
bility was also demonstrated theoretically [117, 118]. Further
charge transfer can take place during the excitation pro-
cess from the ground state to the excited state [118]. This
kind of strong intramolecular charge transfer causes large
second-order nonlinear optical susceptibility in the substi-
tuted fullerene. Among C60, C60/DEA, C60/AN, and C59X
(X = B, N), C60 has the smallest � value and C59X has the
largest one [117, 118]. As discussed later, enhanced � value
is also obtained for Si-substituted C60. This means that sub-
stitute doping is a good means to achieving a large second-
order nonlinear optical susceptibility of pure C60.

The crown ether modified C60 will be typical supra-
molecules which combine the unique properties of C60 and
crown ethers together. Surely, the solubility and amphipa-
thy of C60 can be improved because of the good hydrophilic
properties of the crown ether moiety. This makes crowned
C60 a kind of competitive compound to form struc-
turally ordered fullerene thin films and may find practi-
cal applications as active surface layers in microsensors or
optoelectronic devices. Several kinds of crowned fullerene
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derivatives were synthesized [119], based on which Lang-
muir and Langmuir–Blodgett (LB) films [120] were made.
Guo et al. [121, 122] investigated macroscopic SHG of a LB
film of a novel crowned [60]fullero-pyrrolidine (CFP). They
observed a strong SHG signal whose intensity depends lin-
early on the number of film layers, implying that the LB
films of CFP are a promising material for SHG. The second-
order molecular susceptibility ��2� and hyperpolarizability �
were determined to be 3$2 × 10−8 esu and 8$3 × 10−29 esu,
respectively. The mechanism is still the intramolecular elec-
tron transfer.

The second-order nonlinearity of C60 endohedral doped
with Li, Li@C60, has been investigated both theoretically
and experimentally by Campbell et al. [123]. They found,
theoretically, that displacement of the Li off the idealized
molecular center can induce a large first hyperpolarizabil-
ity. An enhanced nonlinear response was also found experi-
mentally by considering the SHG from thin films containing
∼30% Li@C60. From the results it was suggested that ��2�

of Li@C60 would be one or two orders of magnitude larger
than the magnetically induced ��2� of pristine C60.

Rustagi et al. [124] studied the first- and second-order
hyperpolarizability of fullerene substitutionally doped with
one B or one N atom using a tight-binding method and
found large enhancement of the nonlinearities in the doped
fullerenes. Also, heterofullerenes substitutionally doped
with silicon atoms [125] are of great interest in many aspects.
One is the possibility to increase second-order optical sus-
ceptibility. Very recently, Fuks et al. [126] have shown, both
theoretically and experimentally, that fullerene molecules,
for example, C60, can be modified by substituting fullerene
with Si atoms to enhance the second-order photoinduced
nonlinear optical properties. The experimental results are
[126]: �

�2�
xxx = 0$21, 0.87 pm/V for C59Si and C58Si2, respec-

tively; �
�2�
zzz = 0$66, 0.67 pm/V for C59Si and C58Si2, respec-

tively. The substitution by two Si atoms does favor the larger
second-order susceptibility in comparison with that for only
one-atom substitution [126]. The indicatrice of the photoin-
duced second-order NLO susceptibilities for C58Si2 is more
isotropic than that for C59Si.

Lin et al. [127] successfully incorporated C60/C70
molecules into inorganic optical glasses with high melt-
ing temperatures. Fullerene doping leads to changes in
glass properties [127]. Considering that optical glass without
fullerene doping has centrosymmetry supporting no second-
order optical nonlinearities, Zeng et al. [128] have recently
shown that fullerene dopants can form ordered structures
in the vitreous glass matrix. The fullerene doping broke
the centrosymmetry of glass leading to macroscopic second-
order optical nonlinearities. Nearly two orders of magnitude
enhancement for the SHG was observed near the self-
assembled islands [128].

It is known that high values of the first hyperpolarizability
� tensor components for a given molecule imply optical non-
linearities as the molecule responds to applied optical fields.
The so-called donor-acceptor model shows one approach to
search the structure-property relationships of � and design
our needed NLO materials. Based on this model, electronic
excitation would result in charge migration from the donor
to the acceptor group showing a large dipole moment along
the direction bounding the two groups. Indeed, many of

donor-acceptor systems exhibit high values of �. This has
also been demonstrated theoretically for B,N-substituted C60
by Jensen et al. [129] and for push-pull derivatives of C60 by
Fanti et al. [130] where also a relation between the conjuga-
tion path length and � was found.

The first hyperpolarizability is made up of its dipolar and
octopolar contributions. It is possible to cancel the dipolar
part by symmetry and enhance the octopolar part of the �
tensor [131, 132]. This gives us another approach design-
ing NLO materials by exploring octopolar architectures
of a number of possible molecules [132]. Such octopolar-
enhanced approach has two advantages [131]: preventing
the molecules from losing their optical properties in bulk by
dipole cancellation on antisymmetric crystallization and rais-
ing the possibility for the system to have more than one opti-
cal axis. Barbosa and Nascimento [133] have proposed a new
approach, incorporating the octopolar-enhanced approach
into the donor-acceptor model, for designing molecules
with large hyperpolarizabilities. In their approach, a central
acceptor unit with a high value of electron affinity is used
and bounded to several donor groups maximizing either the
dipolar or the octopolar components of the � tensor.

In the late 1990s, C36 fullerene [134, 135] has been synthe-
sized. This molecule with D6h and D2d symmetries exhibits
rich structural and electronic properties [136–146]. The crys-
tal D6h structure has a very high electron affinity (>3 eV)
and many symmetry elements [133]. By adding two equiva-
lent donor amino-ethylene (ME) groups to one of the three
unique symmetric positions of the central acceptor group
C36 fullerene, Barbosa and Nascimento [133] explored the
second-order NLO properties of such system. The nuclear
frameworks with C2h point group cannot present second-
order NLO properties. The framework with C2v symmetry,
as listed in Table 2, may exhibit high values of the ��z�

component, more than 10 times larger than those for the
p-nitroaniline [147]. Because of the symmetry, most of the
components of the � tensor vanish. Their results showed
that a symmetric positioning of a great number of donor
groups is more important to enhance the octopolar compo-
nent of � than an augmentation of chain length which only
influences significantly the dipolar component. According to
their proposed approach, some of the designed molecules
can be good candidates for building second-order NLO
materials.

3. THIRD-ORDER OPTICAL
NONLINEARITIES OF FULLERENES
AND CARBON NANOTUBES

Third-order optical susceptibility ��3� of a material can be
measured by DFWM, THG, EFISHG, Z-scan, optical Kerr
effect, optically heterodyned OKE (OHD-OKE), and coher-
ent anti-Stokes Raman spectroscopy (CARS) vibrational
lineshape analysis. The THG and DFWM techniques are
mentioned in Section 1.1. The THG process occurs in every
medium and, consequently, the harmonic intensity is a result
of the superposition of harmonic fields generated in the
separate media. The DFWM is a powerful tool for mea-
suring ��3� of a material. From the strength of the signal,
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Table 2. The first hyperpolarizability (�, in 10−32 esu) and dipole (-, in 10−20 esu) for amino-ethylene (ME) substituted
C36 fullerenes with C2v symmetry.

N Unique site �xyz �yyz �zzz ��z� -�z� �oct
xyz �oct

yyz �oct
zzz �dip

z

2 1 −1338 −686 −7468 −9492 2172 1681 3637 −1773 −5695
2 −584 −693 21 −1256 1969
3 268 1756 4691 6715 −550 −3225 1234 662 4029

4 2 −28451 146 294 28011 2812 −68546 17244 17100 −16803
3 11170 −5758 −234 5178 −3243 30403 −20381 −3341 3107

Note: N is the total ME number. C36 has three unique sites (S = 1� 2� 3). �opt and �dip denote the octopolar and dipole parts
contributed to the � tensor. The z axis is collinear to the z axis of the unsubstituted D6h C36 fullerene. The value ��z� corresponds to
the sum over components in the z direction.

Source: Adapted from [133].

one can determine the magnitude of ��3�. It should be men-
tioned that the time-dependent behavior of the DFWM sig-
nal is related to the development and persistence of the
grating and therefore provides information on the ultrafast
physics of the material. The Z-scan technique [148] mea-
sures the real and imaginary parts of ��3� simultaneously.
This technique is based on the variation of transmitted radi-
ation intensity by alteration of the geometrical parameters
of the interaction region. This is achieved by gradually mov-
ing a sample along the Z-axis of propagation of a focused
Gaussian beam through its focal plane and measuring the
transmission of the sample for each Z position. As the sam-
ple experiences different electric field strength at different
positions, the recording of the transmission as a function of
the Z coordinate provides accurate information about the
nonlinear effect present. In the ordinary OKE experiments
the detected signal is proportional to the quadrate of ��3�.
One can only acquire the modulus of ��3� which should be
related to the excitation light because the imaginary compo-
nent of ��3� is determined by the absorption of the sample
at the wavelength of the excitation light. In most cases, the
real component of ��3� is, in fact, more concerned since it is
a more important parameter for the application in photonic
devices. OHD-OKE determines the magnitudes and signs
of ��3� and this method greatly improves the signal-to-noise
ratio of experimental data. In the CARS technique, one fits
the dispersive lineshape caused by interference between the
unknown nonlinearity and a Raman resonance of a standard
like benzene. This CARS procedure is well accepted and has
been shown to provide accurate values for �. Details about
CARS techniques can be found in [149].

Photonic applications, for example, data processing, eye
and sensor protection, and all-optical switching, need
molecules with large third-order optical nonlinearities [6–8,
10–15]. However, the ��3� or � magnitudes of most materials
are usually smaller than those needed for photonic devices.
Hence, searching for potential third-order NLO materials
with large NLO response has been an interesting and impor-
tant issue in physics, chemistry, and material science.

Quantum dots and conjugated "-electron organic sys-
tems (e.g., polydiacetylenes, polyacetylenes, and polythio-
phenes) have been shown to have large third-order optical
nonlinearities [6–8, 12, 14, 150–161]. However, because of
the overtones of high-energy C H and O H vibrations,
those organic materials show strong absorption in the near-
infrared region. Obviously, this would limit the application
of organic materials in the infrared region, for example,

telecommunication. The advent of the technology for pro-
duction of bulk quantities of fullerenes [31, 19–25] pro-
vides us another class of completely conjugated materials
having quantum dot nature, a large number of delocal-
ized " electrons. Since fullerenes are uniquely composed
of carbon atoms, there is no C H or O H bond present
in fullerenes. This implies that no absorption would be
observed in the infrared region. On the other hand, the
HOMO-LUMO energy gaps in fullerenes are narrower [162]
than those in conjugated polymers. (The HOMO-LUMO
energy gaps in conjugated polymers are broadened because
of the confirmations, polymer chain length distributions,
and vibronic couplings to electronic levels.) Thus, fullerenes
would exhibit narrower resonances. These novel features
naturally make fullerenes appealing NLO materials for pho-
tonic applications and stimulate researchers all over the
world to investigate the third-order optical nonlinearities of
fullerenes. In the following, we review the experimental and
theoretical studies on the third-order optical nonlinearities
of C60, C70, higher fullerenes, fullerene derivatives, and car-
bon nanotubes. The results are summarized in Tables 3–9.
The NLO properties of doped carbon nanotubes are cov-
ered in our other chapter contributed to this edited book.

3.1. C60

Blau et al. [163] were the first to measure the third-order
optical nonlinearity of C60. Although their measurement
was found to have an error by more than three orders of
magnitude for the final � value [164, 165], their experi-
ment did attract extensive studies of the third-order optical
nonlinearities of C60. As shown in Table 3 and Figure 5,
which collect some of the reported optical susceptibilities
�

�3�
xxxx and hyperpolarizability � of C60 at a few selected

wavelengths measured by DFWM, THG, and electric-field-
induced second-harmonic generation (EFISHG), their error
was quite indicative of the later development for obtain-
ing the value ��3� or � of C60 [80, 103, 164–186]. From
Table 3, we find that the third-order NLO responses are
very sensitive to a great many experimental factors, for
example, the incident laser power, pulse duration, the mea-
surement techniques adopted, state of materials (sample
preparation methods), and so on. Thus, it is very difficult
for us to make a direct comparison of these experimen-
tal results obtained from different groups by different tech-
niques. Surely, we see a reasonable agreement between the
values measured by THG and EFISHG. From Figure 5, we
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Table 3. Third-order optical nonlinearities of fullerenes (C60, C70, C76, C78, C84, C86, C90, C94, C96) measured by different experimental techniques.

Fullerenes Wavelength [nm] 1 ��3� [10−14 esu] � [10−36 esu] Method State of material Ref.

C60 532 70 ps 10 �2$2 ± 0$6�× 105 DFWM solution [230]
356 50 ps 1500 THG thin film [172]
405 50 ps 2100 THG thin film [172]
494 50 ps 2700 THG thin film [172]
497 0.5 ps −6$8± 1$7 �−1$3± 0$3�× 104 z-scan, DFWM solution [242]
588 50 ps 2200 THG thin film [172]
597 1.2 ps 38000 DFWM thin film [176]
602 400 fs �1± 0$2�× 104 DFWM solution [171]

50 ps 1100 THG thin film [172]
620 60 fs 22000 OKE solution [171]
633 100 ps 20000 DFWM thin film [180]
640 120 fs 1$6× 105 OKE solution [238]
647 150 fs 1$6× 105 OKE solution [185]

165 fs −27$5 OHD-OKE film [247]
675 1.2 ps 8200 DFWM thin film [176]
686 50 ps 900 THG thin film [172]
796 50 ps 450 THG thin film [172]
810 120 fs <90 OKE solution [188]
816 13 ns 1322 THG thin film [83]
825 13 ns 747 THG thin film [83]
834 13 ns 1025 THG thin film [83]
843 13 ns 723 THG thin film [83]
850 10 ns 1500 THG thin film [166, 167]
852 13 ns 1865 THG thin film [83]
861 13 ns 1526 THG thin film [83]
870 13 ns 1456 THG thin film [83]
882 13 ns 1341 THG thin film [83]
891 13 ns 1840 THG thin film [83]
900 13 ns 1472 THG thin film [83]
909 13 ns 2051 THG thin film [83]

1022 13 ns 7148 THG thin film [83]
1030 13 ns 7254 THG thin film [83]
1039 13 ns 7253 THG thin film [83]
1056 13 ns 7414 THG thin film [83]
1064 35 ps 700 DFWM thin film [170]

50 ps 6× 106 DFWM solution [163]
330 DFWM solid [169]
260 1$6× 105 DFWM solution [169]

50 ps 1400 THG thin film [172]
20000 THG thin film [80]

10 ns 8200 THG thin film [166, 167]
13 ns 8201 THG thin film [83]
10 ns 7200 4700 THG solution [174]
35 ps 700 300 DFWM thin film [182]

1074 13 ns 8710 THG thin film [83]
1083 13 ns 7632 THG thin film [83]
1092 13 ns 7422 THG thin film [83]
1138 13 ns 6295 THG thin film [83]
1158 13 ns 6727 THG thin film [83]
1165 13 ns 7763 THG thin film [83]
1177 13 ns 5122 THG thin film [83]
1236 13 ns 5319 THG thin film [83]
1245 13 ns 5091 THG thin film [83]
1254 13 ns 5151 THG thin film [83]
1263 13 ns 5385 THG thin film [83]
1269 13 ns 5175 THG thin film [83]
1278 13 ns 5751 THG thin film [83]
1287 13 ns 5709 THG thin film [83]
1291 13 ns 6000 THG thin film [83]

continued
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Table 3. Continued

Fullerenes Wavelength [nm] 1 ��3� [10−14 esu] � [10−36 esu] Method State of material Ref.

1296 13 ns 5736 THG thin film [83]
1305 13 ns 5643 THG thin film [83]
1323 13 ns 6072 THG thin film [83]
1330 50 ps 3000 THG thin film [172]

10 ns 6100 THG thin film [166, 167]
1332 13 ns 5661 THG thin film [83]
1344 13 ns 6030 THG thin film [83]
1356 13 ns 6000 THG thin film [83]
1368 13 ns 5817 THG thin film [83]
1381 13 ns 5670 THG thin film [83]
1413 13 ns 5676 THG thin film [83]
1437 13 ns 5460 THG thin film [83]
1456 13 ns 5610 THG thin film [83]
1500 10 ns 3000 �−1$3± 0$8�× 103 THG solution [174]
1815 50 ps 420 THG thin film [172]
1907 13 ns 3242 THG thin film [83]

13 ns 3200 THG thin film [168]
13 ns 2218 THG thin film [240]

2000 THG thin film [81]
1910 1600 �7$5± 2�× 102 EFISHG solution [103]

50 ps 900 THG thin film [172]
10 ns 3200 THG thin film [166, 167]
10 ns 2000 THG thin film [168]

2000 10 ns 3700 �1$6± 0$8�× 103 THG solution [174]
2373 50 ps 401 THG thin film [172]
2380 50 ps 400 THG thin film [172]

C70 532 70 ps 43 �1$3± 0$4�× 106 DFWM solution [230]
597 12 ps 210000 DFWM thin film [176]
633 100 ps 30000 DFWM thin film [180]
647 150 fs 4$7× 105 OKE solution [185]
675 1.2 ps 6400 DFWM thin film [176]
799 13 ns 825 THG thin film [83]
810 120 fs 500 OKE solution [243]
816 13 ns 1132 THG thin film [83]
825 13 ns 1252 THG thin film [83]
834 13 ns 571 THG thin film [83]
843 13 ns 636 THG thin film [83]
852 13 ns 697 THG thin film [83]
861 13 ns 1024 THG thin film [83]
870 13 ns 568 THG thin film [83]
882 13 ns 729 THG thin film [83]
891 13 ns 1165 THG thin film [83]
900 13 ns 1122 THG thin film [83]

1013 13 ns 2974 THG thin film [83]
1022 13 ns 2928 THG thin film [83]
1039 13 ns 2881 THG thin film [83]
1047 13 ns 2940 THG thin film [83]
1056 13 ns 2558 THG thin film [83]
1064 35 ps 1200 DFWM thin film [182]

10 ns 560 1$2 × 106 DFWM solution [175]
10 ns 140000 5$7× 104 THG solution [174]
13 ns 2600 THG thin film [99]

1074 13 ns 2577 THG thin film [83]
1129 13 ns 3584 THG thin film [83]
1131 13 ns 3521 THG thin film [83]
1138 13 ns 2569 THG thin film [83]
1148 13 ns 3357 THG thin film [83]
1158 13 ns 3861 THG thin film [83]
1167 13 ns 4262 THG thin film [83]
1177 13 ns 3657 THG thin film [83]

continued
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Table 3. Continued

Fullerenes Wavelength [nm] 1 ��3� [10−14 esu] � [10−36 esu] Method State of material Ref.

1187 13 ns 3026 THG thin film [83]
1216 13 ns 4740 THG thin film [83]
1226 13 ns 4383 THG thin film [83]
1247 13 ns 4344 THG thin film [83]
1267 13 ns 1875 THG thin film [83]
1278 13 ns 2895 THG thin film [83]
1289 13 ns 5106 THG thin film [83]
1300 13 ns 6663 THG thin film [83]
1322 13 ns 6910 THG thin film [83]
1333 13 ns 7056 THG thin film [83]
1344 13 ns 6840 THG thin film [83]
1368 13 ns 8307 THG thin film [83]
1378 13 ns 6579 THG thin film [83]
1390 13 ns 7649 THG thin film [83]
1401 13 ns 8970 THG thin film [83]
1413 13 ns 7587 THG thin film [83]
1420 10 ns 9000 THG thin film [99]
1425 13 ns 7157 THG thin film [83]
1437 13 ns 7776 THG thin film [83]
1449 13 ns 8292 THG thin film [83]
1500 10 ns 5400 22000 THG solution [174]
1907 13 ns 2428 �1$1± 0$1�× 104 THG thin film [83]
1910 4400 �1$3± 0$3�× 103 EFISHG solution [103]

10 ns 2400 THG thin film [99]
2000 10 ns 9100 −3800 THG solution [174]

C76 532 70 ps 28± 10 �0$8± 0$3�× 106 DFWM solution [230]
C78 532 70 ps 55± 10 �1$5± 0$3�× 106 DFWM solution [230]
C84 532 70 ps 39± 10 �1$2 ± 0$3�× 106 DFWM solution [230]

647 150 fs 5$2 × 105 OKE solution [185]
C86 532 70 ps 49± 15 �1$3± 0$5�× 106 DFWM solution [230]
C90 532 70 ps 72 ± 20 �1$8± 0$6�× 106 DFWM solution [229, 230]
C94 532 70 ps 60± 20 �1$9± 0$6�× 106 DFWM solution [230]
C96 532 70 ps 67± 20 �2$1± 0$6�× 106 DFWM solution [230]

Note: 3 and 1 are the wavelength and pulse duration of the laser source, respectively.
Source: Some data are adapted from H. S. Nalwa [13], R. H. Xie [33], F. Kajzar et al. [83], K. C. Rustagi et al. [231], and V. P. Belousov et al. [232].

see two interesting features observed from the wavelength
(3)-dispersed ��3� spectrum for C60: (i) strong resonances
in ��3� with two peaks at 1064 nm and 1210 nm; (ii) a
sharp decrease of ��3� at shorter wavelength. The three-level
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Figure 5. Wavelength dependence of the third-order nonlinear opti-
cal susceptibility ��3��−3�������� in C60. Solid line is the calculated
results of Kajzar et al. [83] within three-level model, and “•” denotes
the experimental values of C60 films or solutions listed in Table 3.

model proposed Kajzar et al. [83] showed that the reso-
nance observed at 1064 nm is a three-photon resonance
with T1u state of C60. Since several states lie in the gap
between 2.3 eV (537 nm) and 2.5 eV (494 nm), a one-photon
transition is forbidden. Hence, the resonance observed at
1210 nm comes from a two-photon resonance [83]. The the-
oretical calculations of Kajzar et al. [83], as shown in Figure
5, agree very well with most of the experimental values. In
spite of the obvious discrepancy for the ��3� or � value of C60
in different experimental groups, most recent experiments
have demonstrated that the third-order optical nonlinearity
of C60 has a small value [187, 188]: the lower limit of � is
3$7 × 10−35 esu measured by nondegenerate four-wave mix-
ing [187], while the upper limit of � is 9$0× 10−35 esu deter-
mined by the femtosecond optical Kerr effect (OKE) [188].
The second hyperpolarizability � of C60 has been studied
extensively also by theoretical methods and the results are
summarized in Table 4. As seen from Table 4 also among
the theoretical results there is a large spread of the result.
However, if one considers the first-principles methods, such
as ab initio Hartree Fock and density functional theory, the
results are more consistent. The low value of � for C60
is confirmed by first-principles calculations [129, 181, 189,
190], although the experimental results tend in general to
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Table 4. Second-order hyperpolarizabilities � of C60 calculated by dif-
ferent theoretical techniques.

Wavelength �
Technique [nm] Process (10−36 esu) Ref.

INDO-TDHF � static 29$7 [171]
INDO-TDHF 1370 OKE 30$2 [171]
INDO-TDHF 1370 EFISH 32$9 [171]
INDO-TDHF 1370 DFWM 33$1 [171]
MNDO/PM3-FF � static 35$9 [179]
LDA-FF � static 15$9 [193]
LDA-FF � static 42$0 [194]
VEH-SOS � static 204$1 [218, 219]
Tight-binding � static 17580 [195]
PPP-TDHF � static 95$6 [196]
PPP-TDHF � static 24$7 [197]
PPP-TDHF 1880 EFISH 29$7 [197]
PPP-TDHF 1879 THG 37$2 [198]
PPP-TDHF 1320 EFISH 37$8 [197]
PPP-TDHF 1320 THG 68$9 [198]
PPP-TDHF 1060 EFISH 51$9 [197]
PPP-TDHF 1060 THG 295$6 [198]
LDA � static 60$0 [199]
Coupled HF � static 8$4 [200]
Tight-binding � static 13$8 [201]
Tight-binding � static 3048 [124]
PPP-FF � static 28$6 [202]
PPP-SOS � static 115$8 [202]
PPP/MP2-F � static 35$22 [202]
Hückel � static 2491$2 [202]
Spherical shell � static −260$0 [212]
CNDO/S-SOS � static 3276$6 [203]
CNDO/S-SOS 1900 THG 3564$6 [203]
CNDO/S-SOS 1830 THG 3589$2 [203]
CNDO/S-SOS 1320 THG 3928$8 [203]
CNDO/S-SOS 1064 THG 4393$2 [203]
INDO/SCI-SOS 1064 DFWM 5304 [177]
INDO/SDCI-SOS 1064 DFWM 4380 [177]
INDO/SDCI-SOS 532 DFWM 1866 [177]
INDO/SDCI-SOS 1910 EFISH 4140 [177]
LDA-RPA � static 29$4 [204]
CNDO/S-SOS � static 458 [220]
AM1/Valence-FF � static 24$7 [217]
AM1-FF � static 122$4 [205, 228]
HF-SOMO � static 154$6 [221]
LDA-TDDFT � static 44$0 [189]
LB94-TDDFT � static 33$0 [189]
LB94-TDDFT 830 OKE 40$1 [189]
LB94-TDDFT 1910 EFISH 36$2 [189]
HF-RPA � static 57$3 [186]
HF-RPA � static 55$0 [181]
AM1-FF � static 160$6 [206]
SSH-SOS � static 560 [213]
SSH-SOS � static 164 [233]
MNDO-FF � static 29$4 [207]
MNDO-SOS � static 46$1 [207]
NDDO/PM3-FF � static 32$4 [207]
NDDO/PM3-SOS � static 47$8 [207]
NDDO/AM1-FF � static 25$8 [207]
NDDO/AM1-SOS � static 44$25 [207]
HF/STO-3G-FF � static 8$0 [192]
HF/6-31G-FF � static 10$6 [192]
CNDO/S-SOS � static 804$6 [208]
CNDO/S-SOS 1900 THG 877$8 [208]

continued

Table 4. Continued

Wavelength �
Technique [nm] Process (10−36 esu) Ref.

CNDO/S-SOS 1830 THG 884$4 [208]
CNDO/S-SOS 1320 THG 972$0 [208]
CNDO/S-SOS 1064 THG 1093$2 [208]
LDA-TDDFT � static 62$5 [190]
LDA-TDDFT 830 OKE 73$0 [190]
LDA-TDDFT 1064 DFWM 80$08 [190]
LDA-TDDFT 1910 EFISH 67$5 [190]
LDA-TDDFT 2380 THG 69$5 [190]
BLYP-TDDFT � static 76$6 [190]
BLYP-TDDFT 830 OKE 91$2 [190]
BLYP-TDDFT 1064 DFWM 99$2 [190]
BLYP-TDDFT 1910 EFISH 83$6 [190]
BLYP-TDDFT 2380 THG 85$6 [190]
LB94-TDDFT � static 47$5 [190]
LB94-TDDFT 830 OKE 55$4 [190]
LB94-TDDFT 1064 DFWM 59$9 [190]
LB94-TDDFT 1910 EFISH 51$4 [190]
LB94-TDDFT 2380 THG 52$9 [190]
INDO/SDCI-SOS � static 1068 [209]
INDO/SDCI-SOS 1064 DFWN 4914 [209]
INDO/SDCI-SOS 1064 EFISH 14892 [209]
INDO/SDCI-SOS 1064 THG 7068 [209]
INDO/SDCI-SOS 1910 DFWN 3666 [209]
INDO/SDCI-SOS 1910 EFISH 7914 [209]
INDO/SDCI-SOS 1910 THG 1512 [209]
LDA-TDDFT � static 69$48 [129]

be larger than the theoretical results. A direct comparison
between experiments and theoretical predictions is difficult
due to the presence of medium effects; that is, the exper-
imental results refer to condensed phase whereas the the-
oretical results usually are for the gas phase. Luo et al.
[191] showed that by carefully considering the intermolec-
ular interaction and local-field corrections on the nonlinear
optical properties of C60, a good agreement with experiment
could be obtained if care was taken to select experimental
results without significant resonant contributions. Also, the
vibrational contributions to the nonlinear optical properties
of isolated C60 have been studied and shown to be significant
for certain processes [192]. In Section 3.2, we shall see that a
strong enhancement on third-order optical nonlinearity, for
example, an increase from several tens to 100 times on the �
value, was even observed as C60 was chemically modified to
form a charge-transfer complex [103, 188] or was chemically
reduced to anions [210, 211].

3.2. C70 and Higher Fullerenes

Compared with the C60 molecule, higher fullerenes
have attracted less attention on their third-order optical
nonlinearities. One reason is that large amounts of higher
fullerenes are not available. That is also why the synthesis
and isolation of higher fullerenes is still an active research
field. Theoretical calculations [178, 179, 181, 212–228] and
a few experimental results [103, 174–176, 180, 182, 185, 229,
230] have shown that higher fullerenes possess larger third-
order optical nonlinearity than C60. C70, the most easily puri-
fied higher fullerene, was experimentally proven to have a �
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Table 5. Static second-order hyperpolarizabilities � of higher fullerenes
calculated by different theoretical techniques.

Molecule � (10−36 esu) Technique Ref.

C70 67$8 MNDO/PM3-FF [179]
893$7 VEH-SOS [218, 219]

−390 Spherical shell [212]
4968 INDO/SDCI-SOS [178]
857 CNDO/S-SOS [220]
54$4 AM1/valence-FF [217]

170$1 AM1-FF [205, 228]
640 SSH-SOS [213]
294$5 HF-SOMO [221]

1050 SSH-SOS [233]
75$4 HF-RPA [181]
60$9 NDDO/PM3-FF [207]

461$1 NDDO/PM3-SOS [207]
49$8 NDDO/AM1-FF [207]

447$8 NDDO/AM1-SOS [207]
2664 INDO/SDCI-SOS [209]

C76 1213 CNDO/S-SOS [220]
368$1 HF-SOMO [221]

C78�D3� 361$9 HF-SOMO [221]
681 SSH-SOS [233]
185$0 AM1-FF [205, 228]
327$7 AM1/valence-FF [236]

C78�C2v�1�� 369$9 HF-SOMO [221]
2034 SSH-SOS [233]
206$4 AM1-FF [205, 228]
406$9 AM1/valence-FF [236]

C78�C2v�2�� 440$7 HF-SOMO [221]
507 SSH-SOS [233]
186$8 AM1-FF [205, 228]
336$1 AM1/valence-FF [236]

C78�D3h�1�� 480 SSH-SOS [233]
220$4 AM1-FF [205, 228]
489$7 AM1/valence-FF [236]

C78�D3h�2�� 2096 SSH-SOS [233]
177$4 AM1-FF [205, 228]
316$92 AM1/valence-FF [236]

C84�D2� 1812 CNDO/S-SOS [220]
63$5 AM1/valence-FF [217]

202$2 AM1-FF [205, 228]
426$9 HF-SOMO [221]
82$4 HF-RPA [181]

C84�D2d� 1800 CNDO/S-SOS [220]
57$5 AM1/valence-FF [217]

198$1 AM1-FF [205, 228]
460$6 HF-SOMO [221]

C100 879$6 HF-SOMO [221]

Source: Some data are adapted from [33].

magnitude of 1.6 to 3 times that of C60 [103, 174–176, 180,
182, 185]. Tables 3 and 5 list the third-order nonlinear opti-
cal susceptibilities ��3� of C70 and higher fullerenes studied
by different experimental or theoretical techniques. In the
following, we briefly review recent theoretical and experi-
mental studies on the third-order optical nonlinearities of
higher fullerenes. Other reviews on the nonlinear optical
properties of fullerene (mainly C60 and C70 molecules) are
also available in the literature; see Nalwa [13], Xie [33],
Kajzar et al. [83], Rustagi et al. [231], and Belousov et al.
[232].
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Figure 6. Wavelength dependence of the third-order nonlinear opti-
cal susceptibility ��3��−3�������� in C70. Solid line is the calculated
results of Kajzar et al. [83, 99] within three-level model, and “•” denotes
the experimental values of C70 films or solutions listed in Table 3.

3.2.1. Experimental Measurements
Neher et al. [174] measured the optical susceptibilities
��3� of C70 at 1064 nm, 1500 nm, and 2000 nm by THG
in a toluene solution. Compared with C60, C70 exhibits
enhanced third-order optical nonlinearity. In particular, a
strong effect with � exceeding 5 × 10−32 esu was observed
in the three-photon resonant regime, and a negative real
hyperpolarizability in C70 and a positive � for C60 were found
in the nonresonant measurements. Later on, Kajzar et al.
[83, 99] reported a broad THG spectrum for C70. The over-
all THG spectrum shows a broad resonance enhancement
in ��3� with a maximum value of ��3� = �0$9 ± 0$1� × 10−10

esu located at 1420 nm and a dramatic decrease at short
wavelengths [83, 99].

Yang et al. [175] measured for the first time the third-
order NLO susceptibility of C70 in a toluene solution by
the DWFM technique using 10-ns laser pulses at 1064 nm.
The third-order nonlinear optical susceptibility ��3� is deter-
mined to be 5$6 × 10−12 esu for a C70 toluene solution at a
concentration of 0.476 g/l. Later on, Flom et al. [176], Lindle
et al. [182], and Rosker et al. [180] performed time-resolved
DFWM measurement on the third-order optical nonlinear-
ities of C70 film using a picosecond laser pulse. C70 was
found to exhibit a two-photon resonantly enhanced third-
order optical response [182]. The dynamics of C70 shows
wavelength and fluence dependence [176]. To our interest,
at high laser intensities, their experiment showed a fifth-
order component to the NLO signal due to a two-photon
excited-state transient grating [182].

Wang and Cheng [103] determined the optical suscepti-
bility ��3� of C70 by EFISHG measurements with 1910-nm
radiation. The optical nonlinearities of C70 are comparable
to those of linearly conjugated organics with due considera-
tion to molecular size [103].

In Figure 6, we show the wavelength dependence of ��3�

for C70. Similar to C60, the C70 spectrum exhibits several
interesting features: (i) a sharp decrease of �3 at shorter
wavelength; (ii) strong resonance enhancement in ��3� at
1410 nm; (iii) a shoulder around 1064 nm. Based on the
three-level model proposed by Kajzar et al. [83, 99], the
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observed resonance at 1410 nm is caused by a three-photon
resonance with a one-photon allowed transition lying at
470 nm, while the shoulder at 1064 nm is due to a two-
photon resonance.

Sun et al. [185] were the first to measure the third-order
optical nonlinearity of C84 by using the time-resolved OKE
technique with 150-fs laser pulse at 647 nm. A large instan-
taneous NLO response was observed for C84. In comparison
with C60 and C70, the � value of C84 is enhanced a little.
Such small accretion of the optical Kerr response of C84 is
due to the sample impurity. The experiment of Huang et al.
[229] indicated that a purity of C84 is higher than 85%, but
the impurities include C78, C82, C86, and C90.

Recently, Yang and his co-workers [229] have made
DFWM measurements on the third-order optical nonlinear-
ities of C90 (>97% purity) at 532 nm. The second-order
hyperpolarizability � of C90 is determined to be �1$8±0$6�×
10−30 esu, while the � value of C60 was �2$2 ± 0$6� × 10−31

esu. This shows the enhanced third-order optical nonlin-
earity of C90, which is actually expected since there are
more highly delocalized "-conjugated electrons over the
spherical-like surface in C90 compared to C60. Moreover,
Yang and his co-workers [230] have systematically studied
the third-order NLO response of other higher fullerenes
including C76, C78, C84, C86, C94, and C96 by using 70-ps laser
pulses at 532 nm under optimized experimental conditions.
The experimental � or ��3� are listed in Table 3. In general,
the eightfold increase in the � values from C60 to C96 is con-
sistent with the trend predicted by theory [220–227]. But the
theoretical predicted increase trend is somewhat lower than
the measured one. This implies that the existence of other
important factors (e.g., geometrical structure, "-" overlap
discussed above, resonance enhancement, etc.) contributed
to the increased � values for higher fullerenes.

3.2.2. Theoretical Calculations
Shuai and Bredas [218, 219] used the valence-effective-
Hamiltonian (VEH) method to investigate the elec-
tronic structures of C60 and C70 and applied the VEH
sum-over-state (SOS) approach to study the third-order
NLO response of C60 and C70. Their calculations are fully
consistent with the EFISHG [103], THG [103], and DFWM
[165, 170] measurements, but about three to four orders of
magnitude lower than the data reported by Blau et al. [163]
and Yang et al. [175]. The lowest two-photon and three-
photon resonances in C70 were observed at almost the same
frequencies for C60 due to the symmetry [218, 219].

Extensive theoretical studies have shown that the second-
order hyperpolarizabilities � of higher fullerenes scale with
the mass of the all-carbon molecule [212, 216, 220–227].
The free-electron gas model proposed by Knize [212]
showed that the � value of higher fullerene increases as
the cube of the number of carbon atoms [212]. Using
the SOS-INDO/CI approach [220] or sum-over-molecular-
orbitals (SOMO) approach, Fanti et al. [220, 221] found
that the second-order hyperpolarizabilities of fullerenes are
a nonlinear function of the number of carbon atoms. Later
on, the extended Su–Schrieffer–Heeger model proposed by
Xie and his co-workers [222, 223] indicated that the static �
values of armchair and zigzag tubular fullerenes of small size

scale with about three power of the number of carbon atoms.
Using the SOS method, Harigaya [224–227] predicted that
the off-resonant third-order NLO susceptibilities of higher
fullerenes are nearly proportional to the fourth power of
the carbon number when the on-site Coulomb repulsion is
2t or 4t, t being the nearest-neighbor hopping integral. The
work of both Xie et al. [222, 223] and Harigaya [224–227]
has demonstrated the important roles of Coulomb interac-
tions in higher fullerenes. Luo [216] pointed out that if C60 is
excluded, a perfect power law dependence of the � value on
the number N of carbon atoms can be observed [216]: � =
1$1×10−4N 2$4 for the data of Fanti et al. [221], and � = 3$2×
10−2N 0$75 for the data of Jonsson et al. [181]. Luo’s work
[216] reflected one important issue that C60 has the most
exceptional electron localization among all fullerenes.

The C78 molecule has five topologically distinct structures:
two with C2v symmetry, two with D3h symmetry, and one
with D3 symmetry. Using the SOS method, Wan et al. [233]
demonstrated numerically that molecular symmetry and the
arrangement of atoms have great effect on the � values
of five isomers of C78. From a geometric point of view,
Moore et al. [217, 228] analyzed the static � values of C60,
C70, five isomers of C78, and two isomers of C84 in terms
of the geometry symmetry (characterized by the molecu-
lar group order), aromaticity (characterized by the selec-
tion of six-member rings determined from the analysis of
bond lengths), and molecular size (characterized by maxi-
mum interatomic distance and surface areas) by using the
finite field method (FF), a semiempirical Hamiltonian, and
molecular structures obtained from density functional the-
ory calculations. The � value is affected by a combination
of the number of aromatic rings, length, and group order, in
decreasing importance.

Based on the random phase approximation (RPA),
Jonsson et al. [181] calculated the static � values of C60,
C70, and C84, which are determined to be 55.0, 75.4, and
82$4× 10−36 esu, respectively.

An important factor governing the optical nonlinear-
ity is the extended delocalized "-electron cloud along the
effective conjugation length or sphere of the "-conjugated
system. Recently, Lin et al. [235] have demonstrated the
crucial role of "-" overlap in determining the second-
order hyperpolarizability � in the "-conjugated framework,
for example, by taking the semiempirical Austin model
1 (AM1) quantum chemical calculations on various iso-
mers of higher fullerenes. For different isomers of the
same mass of fullerene, different curvatures are exhibited
and indicate that the "-" overlaps are different among
the isomeric fullerenes. Table 6 summarizes the orienta-
tionally averaged second-order hyperpolarizability �̄ and
the averaged pyramidalization angle 'p which describes the
deviation from the planar sp2 carbon and is defined as '�" −
"/2 �'�" = "/2 for planar sp2 carbons and 0$608" for tetra-
hedral sp3 centers). For isometric fullerenes of the same
mass, they found an excellent correlation between �̄ and 'p:
�̄ decreases with the increase of 'p. Hence, a minor change
of average "-" overlaps in fullerenes has a large effect on
the average second-order hyperpolarizability.

Table 5 collects the static � values of some fullerenes cal-
culated by different theoretical techniques. A direct com-
parison between these theoretical results shows significant
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Table 6. The averaged second-order hyperpolarizability (�̄ = ��xxxx +
�yyyy + �zzzz + 2��xxyy + �xxzz + �yyzz��/5, in 10−36 esu) and the averaged
pyramidalization angle 'p =∑

'p/n, where n is the total number of car-
bon atoms, for the isolated-pentagon rule isomers of higher fullerenes.

Fullerene Symmetry �̄ (10−36 esu) 'p

C76 Td 120$5 0$0576"
D2 55$3 0$0580"

C78 D3h�1� 81$6 0$0568"
C2v�1� 67$8 0$0570"
C2v�2� 56$1 0$0573"

D3 54$6 0$0574"
D3h�2� 52$8 0$0576"

C80 Cs 205$3 0$0562"
C2v 122$5 0$0564"
D2 58$6 0$0567"
D5d 56$6 0$0569"

Source: Adapted from [235].

differences. All of the SOS approaches give a second-order
hyperpolarizability, which is about an order of magnitude
larger than that predicted by the ab initio calculations. This
discrepancy arises from the truncation of the expansion in
excited states in the explicit summation of contributions
to � in SOS calculations [181]. In contrast, the � values
obtained in the FF methods [179, 217] are of the same
order of magnitude. The described problems are absent
in the analytical RPA approach [181]. On the other hand,
all above theoretical studies do not consider the screen-
ing effect induced by electron-electron interaction (in time-
dependent density functional theory this is to some extent
taken into account). Actually, the screening effect should be
considered since the polarization of the electron cloud can
modify the charge density and therefore the self-consistent
potential seen by each electron. Detailed analysis of the
screen effect is expected.

3.3. Fullerene Derivatives

Fullerenes, for example, C60, C70, and C82, are well-known
electron acceptors and thus they easily form charge-transfer
complexes, or say, fullerene derivatives, with other organic
groups or metal, for example, complex formed by C60 and
polymers matrix, or trapping metal to C82. Over the past 10
years, third-order optical nonlinearities of fullerene deriva-
tives have been studied by different research groups and
different experimental techniques, for example, coherent
anti-Stokes Raman spectroscopy (CARS) analysis technique,
optical Kerr effect (OKE), THG, DFWM, z-scan, optically
heterodyned OKE (OHD-OKE). It has been demonstrated
that fullerene derivatives, due to the charge transfer,
do exhibit enhanced third-order optical nonlinearities at
nanosecond or picosecond scales [188, 210, 211, 237–252].
The third-order optical nonlinearities of some representative
fullerene derivatives are summarized in Table 7. It is seen
that the chemical-modified fullerenes all exhibit enhance-
ment on their third-order optical nonlinearities compared to
small host fullerene molecules. The enhancement is greatly
influenced by the measuring wavelength and pulse duration.
The negative or positive ��3� or � can be understood as fol-
lows. There are two terms in the sum-over-states representa-
tion of the nonlinearity �ijkl [253]: the first one representing

four-wave mixing pathways which involve two-photon tran-
sitions to or between excited electronic states, and the sec-
ond one describing pathways which involve transitions that
return to the ground state. The final value of ��3� or �
depends on the interference between the two terms. If the
first term dominates, ��3� or � will be positive; they will be
negative if the second term dominates.

Lascola and Wright [210, 211] determined the second-
order molecular hyperpolarizability � for the charged
species, C−

60, C
2−
60 , and C3−

60 , by using CARS vibrational line-
shape analysis. Their measured � values for those charged
molecules are larger than that of the neutral C60 and are
comparable to values of highly conjugated organic poly-
mers, for example, polydiacetylene. Heflin et al. [237], Gu
et al. [239], Campbell et al. [242], Mavritsky et al. [254],
Qian et al. [247], and Huang et al. [245] have reported
��3� measurement of metal-containing endohedral or exo-
hedral fullerenes, for example, Er2@C82 [237] by DFWM
at 1064 nm, DyC82 by DFWM at 532 nm, LiC60 by z-scan
DFWM at 497 nm, �Ph3P�2PtC60 [254] by time-resolved
z-scan technique at 527.5 nm, C60M2 (M = Pd, Pt, Sm)
by OHD-OKE at 647 nm, and CuPc-C60 by OKE at
830 nm all obtaining enhanced third-order optical non-
linearity compared to that of pristine fullerene. Recently,
Wang et al. [251] have investigated the third-order opti-
cal nonlinearities of iron(III) and ruthenium(III) deriva-
tives of organofullerene with ultrafast optical Kerr gate
technique at 830 nm indicating that the electron-deficient
metal ion iron(III) blocked charge transfer from the organic
group to C60 and reduced the optical nonlinearity, while
a ruthenium(III) compound, due to the chloro-bridge built
by the remaining un-coordinate orbits of ruthenium ions,
showed strongly enhanced optical nonlinearity. These mea-
sured results suggested that increased charge on the cage,
and not asymmetric charge distribution due to metal-cage
interactions, is the primary reason for increased nonlinear-
ity, encouraging implications for the use of charge transfer
and endohedral or exohedral fullerene complexes in future
photonic devices.

The serial work of Gong’s group [188, 243, 248, 250]
showed the following order of the nonresonant � value
for C60- or C70-derived molecules: C60 < C60�NH2CN�5 <
C60��NH2�2CNCN�5 and C70 < C70�NH2CN�5 < C70��NH2�2
CNCN�5. This trend indicates that the enhancement of
the third-order optical nonlinearity is proportional to the
increase of charge-transfer strength. This is a very impor-
tant rule for us to design and synthesize new molecules for
third-order optical nonlinear applications.

The fabrication of stable and efficient NLO molecules
is an interesting challenge because of a large class of pos-
sible applications of these molecules. Controlled transfer
multilayered structures do offer an alternative solution, well
argued by the controlled fabrication and expected enhance-
ment stability. The work of Kajzar et al. [240], Gong
et al. [238], and Koudoumas et al. [249] confirmed this
point by measuring the nonlinear optical properties of C60-
based composites and multilayered charge-transfer struc-
tures with 5,10,20-tetraphenyl-21H ,23H -porphine (TPP)
and 5,6,11,12-tetraphenylnaphthacene (rubrene) (TPN),
poly tetrahydrofurfuryl methacrylate (PTHFMA), and
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Table 7. The third-order optical nonlinearities of fullerene derivatives.

Material Method 3 [nm] 1 State of material ��3� [10−14 esu] � 610−36 esu] Ref.

C−
60 CARS solution 2400± 1000 [210]

C2−
60 CARS solution 4000± 1000 [211]

C3−
60 CARS solution 7600± 500 [211]

C60Pt2 OHD-OKE 647 165 fs film −49 [247]
C60Pd2 OHD-OKE 647 165 fs film −78 [247]
C60Sm2 OHD-OKE 647 165 fs film −260 [247]
Li@C60 DFWM 497 0$5 ps solution 7$0± 1$8 �−18$0± 4$5�× 104 [242]
TPN:C60 multilayer THG 1907 13 ns film 665 [240]
TPN:C60 composite THG 1907 13 ns film 464 [240]
TPP:C60 multilayer THG 1907 13 ns film 774 [240]
TPP:C60 composite THG 1907 13 ns film 1157 [240]
Poly-C60 THG 1907 13 ns film 4777 [240]
C60:O2 THG 1907 13 ns solution 4598 [240]
C60-poly-aminonitrile OKE 810 120 fs solution 3200 [188]
C60�NH2CN�5 OKE 830 120 fs solution 5$8 10000 [250]
C606�NH�2CNCN75 OKE 830 120 fs solution 35000 [250]
C60/Fe1 OKE 830 120 fs solution 3$3 7200 [251]
C60/Fe2 OKE 830 120 fs solution 25000 [251]
C60/Ru1 OKE 830 120 fs solution 240000 [251]
C60/Ru2 OKE 830 120 fs solution 650000 [251]
C60/Si OKE 820 200 fs sol 14 [269]
C60/Si OKE 820 200 fs gel 16 [269]
C60/�-CD (1 day) Z-scan 532 10 ns solution 1$3× 106 [244]
C60/�-CD (3 days) Z-scan 532 10 ns solution 2$86× 107 [244]
C60/�-Cd (7 days) Z-scan 532 10 ns solution 5$07× 107 [244]
CuPc-C60 OKE 830 120 fs solution 540000 [245]
C60-TTF-� DFWM 532 ps solution 340 [252]
C60-TTF-� DFWM 532 ps solution 530 [252]
C60-(PS)6 (900 Da) OKE 800 100 solution 240000 [249]
C60-(PS)6 (17800 Da) OKE 800 100 solution 88000 [249]
C60-(PS)6 (4800 Da) OKE 800 100 solution 66000 [249]
C60-PTHFMA OKE 640 fs solution 8$9× 105 [238]
MTMDA-C60 DFWM 532 15 ns solution 53$9 248000 [241]
C60�biphenyl�x=3−7 Z-scan solution 2$3× 109 [246]
C70-poly-aminonitrile OKE 810 120 fs solution 16000 [243]
C70�NH2CN�5 OKE 810 120 fs solution 41000 [248]
C706�NH�2CNCN75 OKE 810 120 fs solution 58000 [248]
Dy@C82 DFWM 532 70 ps solution �3$0± 0$5�× 106 [239]
Er2@C82 DFWM 1064 −87000 [237]

Note: MT-MDA = mono-trimethylenediamine. C60/Si = C606NH2-�CH2�3-Si�OC2H5�373. C60/Fe1 = C606Fe�NH2CN�57�NO3�3. C60/Fe2 = C606Fe��NH�2CNCN�57-
�NO3�3. C60/Ru1 = C606Ru2�NH2CN�57Cl6. C60/Ru2 = C606Ru2��NH�2CNCN�57Cl6. C60/�-CD = C60/�-cyclodextrin.

polystyrene n-arm star polymers �PS�n (n = 3, 6) with
molecular weights of 900, 17800, and 4800 Da.

Konstantaki et al. [244] examined the third-order NLO
response of the water-soluble inclusion complex C60/�-
cyclodextrin by using z-scan technique at 532 nm. Since
ageing of this complex solution results in the formation of
aggregates, enhanced � values were obtained (see Table 7).

Theoretical investigations of the third-order optical non-
linearities of fullerene derivatives have so far only been
done for the substitute doped fullerenes [129, 124, 255–
261]. Rustagi et al. [124] were the first to consider the sec-
ond hyperpolarizability of C60 substitutionally doped with
one B or one N atom. They used a tight-binding method
for calculating the second hyperpolarizability and found a
large enhancement in the doped fullerenes, especially for
C59N. Later, Dong, Jiang, Xing, and co-workers used the
Su–Schrieffer–Heeger (SSH) model for calculating the sec-
ond hyperpolarizability of C60−nXn (n = 1� 2) where X = B
or N [255, 256] and also found enhanced nonlinearities

compared with C60, especially for the doubly substituted
fullerenes. However, for the mono-substituted fullerenes
they showed that by including Coulomb interactions in the
SSH model they found a much smaller second hyperpolar-
izability [257]. Xie found, by using an SSH model with the
Coulomb interactions included, enhanced third-order non-
linearity of C70 mono-substituted with either B or N [258].
Recently, the static second hyperpolarizability of the dou-
ble substitute-doped fullerenes C58NN, C58BB, and C58BN
has been investigated by Jensen et al. [129] using time-
dependent density functional theory. They found only small
changes in the second hyperpolarizability for C58NN and
C58BB, but an enhanced second hyperpolarizability was
found for the donor-accepted doped fullerene C58BN. Also,
using the same method, Xie et al. [259, 260] investigated the
second hyperpolarizability of the heterofullerene C48N12 and
C48B12 and found an enhanced second hyperpolarizability,
especially for C48B12 for which the average second hyperpo-
larizability was 180% larger than that of C60. Cheng et al.
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[261] studied the frequency-dependent second-order hyper-
polarizability of the C59Si and C58Si2 heterofullerenes using
the INDO/CI-SOS method. Using the results for the second-
order hyperpolarizability of C59Si and C58Si2, they estimated
the third-order susceptibility for the DFWM optical process
for Si-doped films to be about 10−10 esu at the first excited
state and 10−11 esu at the ground state.

A main direction for searching organic materials
which have enhanced third-order optical nonlinearities
has focused on adding "-conjugated bonds, for example,

C C C C . This leads to decrease of the trans-
parency because of narrowing of HOMO-LUMO gaps. Very
recently, Fuks-Janczarek et al. [252] have reported DFWM
measurements on the third-order NLO responses of a novel
dyad of C60-TTF with saturated ( C C C) chemical
bonds at 532 nm in picosecond time. The main importance
of their work lies in their obtained results that the increase
of the third-order optical nonlinearity is not connected with
the increasing number of conjugated bonds (which increase
the UV-vis transparency), but is due to the increasing num-
ber of saturated ( C C C ) bonds without a decrease
of the effective HOMO-LUMO gap. It should be pointed
out that those C60-derived compounds have large optical
limiting coefficients which imply an interesting application
in optical limiting systems.

Organic materials have two advantages: being optimized
at the molecular engineering level for a specific appli-
cation (e.g., photorefractivity [262], holographic memory
[263], electro-optic modulation [264]) and combining chem-
ical functionality with their optical properties. Apart from
showing NLO properties with the inherent electron-transfer
properties between donor and acceptor groups, one of
these groups can have redox or proton-transfer capabil-
ity [265]. This was exploited to demonstrate the reversible
switching of the first-order hyperpolarizability of a donor-
acceptor molecule [266]. Very recently, Asselberghs et al.
[267] have investigated the proton-accepting capability of
the dimethylamino electron-donor group on substituted 5,6-
open azafulleroids [268], obtained through ring-opening
aryl azide with C60 in toluene, to demonstrate reversible
switching based on proton transfer. Their open azafulleroid
exhibits a clear charge-transfer absorption band around
710 nm and the first-order hyperpolarizability was deter-
mined by using nanosecond hyper-Rayleigh scattering at
1064 nm in chloroform to be 1$4 × 10−28 esu, which is
slightly resonantly enhanced because of the closeness of
the charge-transfer absorption band to the second-harmonic
wavelength. It should be mentioned that the side prod-
uct, 6,6-closed aziridinofullerene, lacked the homoconjuga-
tion with the electron-accepting fullerene moiety and led to
a lower hyperpolarizability. Their detailed studies demon-
strated that the second-order NLO response was dramat-
ically reduced upon protonation and completely restored
after deprotonation. From the point of view of develop-
ing molecular photonic devices whose properties can be
switched by modifying one of the component parts, the abil-
ity to switch the NLO response of a molecule “on” and “off”
reversibly by a simple controllable perturbation would add
significant value to the utility of NLO molecules.

Since C60 is not easy to mix homogeneously with organic-
inorganic material, less work on the optical nonlinearity

of C60 doped in a solid matrix is reported. Very
recently, Yu et al. [269] have used sol–gel technique
and synthesized the solid compounds of C60 attached by
three NH2 �CH2�3 Si�OC2H5�3 groups. The nonreso-
nant third-order optical susceptibilities measured by OKE
gate technique at 820 nm are 1$4 × 10−13 esu and 1$6 ×
10−13 esu for C606NH2 �CH2�3 Si�OC2H5�373 sol and gel,
respectively. This off-resonant NLO response is also mainly
derived from the electron-transfer process. Their results sug-
gest a potential application of C60 derivatives of solid state
in ultrafast optical devices.

3.4. Carbon Nanotubes

Compared with the extensive NLO studies of fullerenes, less
work [213–215, 222, 223, 270–283] has been done on the
third-order optical nonlinearities (TOON) of carbon nano-
tubes. Xie et al. [213–215] were the first to study theoreti-
cally the NLO properties of SWNT, predicting that SWNT
has a larger TOON which would have potential applications
as an ultrafast optical switch. Empirical relations for the
static second-order hyperpolarizabilities � of both armchair
and zigzag nanotubes are established [222, 223, 270]: � =
�1+0$3n�2$98�C60

for zigzag tube and � = �1+0$167n�3$15�C60

for armchair tube, where �C60
is the static � value of C60.

The average contribution 8 of one carbon atom to the third-
order optical nonlinearity of each chiral carbon nanotube, as
listed in Table 8, is examined by Xie and Rao [271]. The chi-
ral effect on the TOON is clearly shown. Their work demon-
strated that the metallic tube favors larger � values, and
the smaller the diameter of a chiral carbon nanotube, the
larger the average contribution 8 . Compared with that of a
well-characterized polyenic polymer listed in Table 8, chiral
carbon nanotubes can compete with the conducting polymer
achieving a large � value needed for photonic applications.

Liu et al. [272] and Xie et al. [273] were the first to investi-
gate experimentally the third-order optical nonlinearities of
carbon nanotubes by using the picosecond and nanosecond
Nd:YAG laser and the technique of backward degenerate
four-wave mixing (DFWM). Their results are listed in Table
9. They found enhancement of the TOON in the carbon
nanotubes, in agreement with the theoretical predictions of
Xie et al. [213–215, 222, 223, 270, 271]. The two-photon
and one-photon processes, as demonstrated in the theoret-
ical work of Xie et al., contribute to the TOON. The fast
response process of the carbon nanotubes on the picosec-
ond scale is an instantaneous electronic process due to the
large polarizability arising mainly from the " → "∗ virtual
transition, while the slow process on the picosecond scale is
associated with an excited-state population. On the nanosec-
ond scale, similar results are obtained.

However, Liu et al. [272] did not obtain real solution for
carbon nanotubes. Thus, a large absorption was observed in
the infrared region. On the other hand, their DFWM tech-
nique had limited ability to distinguish the NLO contribu-
tion from the "-conjugated electrons. Shi and co-workers
[274, 275] have performed NLO measurements on real
SWNT solutions by using the femtosecond optical Kerr tech-
nique with a Ti:sapphire laser operating at 820 nm. Their
results are listed in Table 9. The magnitude of 8 for each
carbon atom in the SWNT is about 7$7× 10−33 esu, which is
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Table 8. The static � value and average contribution 8 of 17 chiral carbon nanotubes and 7 well-characterized polyenic polymers.

Materials N D [nm] ' [degree] � [10−36 esu] 8 [10−36 esu] 9

C60 60 0$70 — 561$2 9$353 1$0
S-SWNT�6� 5� 364 0$75 27$0 6355$6 17$461 1$8669
S-SWNT�9� 1� 364 0$75 5$2 5199$7 14$285 1$5273
S-SWNT�8� 3� 388 0$77 15$3 5401$3 13$921 1$4884
S-SWNT�9� 2� 412 0$80 9$8 5719$8 13$883 1$4843
S-SWNT�7� 5� 436 0$82 24$5 6017$2 13$801 1$4756
S-SWNT�8� 4� 448 0$83 19$1 6176$6 13$787 1$4741
S-SWNT�10� 2� 496 0$87 8$9 6704$9 13$518 1$4453
S-SWNT�7� 6� 508 0$88 27$5 6850$4 13$485 1$4418
S-SWNT�9� 4� 532 0$90 17$5 6915$5 12$999 1$3898
S-SWNT�10� 3� 556 0$92 12$7 6881$1 12$376 1$3232
S-SWNT�8� 6� 592 0$95 25$3 6815$7 11$513 1$2309
S-SWNT�9� 5� 604 0$97 20$6 6764$2 11$199 1$1974
M-SWNT�7� 4� 372 0$76 20$9 22999$6 61$827 6$6104
M-SWNT�10� 1� 444 0$83 4$7 25039$8 56$396 6$0297
M-SWNT�9� 3� 468 0$85 13$9 22187$9 47$419 5$0699
M-SWNT�8� 5� 516 0$89 22$4 18159$6 35$193 3$7627
M-SWNT�10� 4� 624 0$98 16$1 14883$0 23$851 2$5501
Polyenic polymer 230 — — 3500 15 1$6038
Polyenic polymer 340 — — 5400 16 1$7107
Polyenic polymer 450 — — 7800 17 1$8176
Polyenic polymer 620 — — 15500 25 2$6729
Polyenic polymer 830 — — 26700 32 3$4214
Polyenic polymer 1460 — — 62900 43 4$5975
Polyenic polymer 2320 — — 85400 37 3$9559

Notes: S-SWNT�p� q� and M-SWNT�p� q� denote semiconducting and metallic SWNT, respectively. D and ' are the diameter and chiral angle of carbon nanotubes.
N is the total number of carbon atoms in a given material. 8 is the average contribution of a carbon atom to the third-order optical nonlinearity of the material. 9 is
the ratio between the 8 values of a material and C60.

Source: Some data are adapted from [33].

about three orders larger than the value of carbon nanotube
reported by Liu et al. [272]. To improve NLO performance
of SWNTs, it would be of interest to test the optical nonlin-
earity of SWNTs of various lengths.

Very recently, using standard time-resolved pump-probe
photomodulation technique with a 150-fs fiber laser at
the wavelength 1550 nm, Chen et al. [276] have experi-
mentally demonstrated that SWNTs have an exciton decay
time of less than 1 ps and exhibit a high third-order opti-
cal nonlinearity. Similar experimental results from MWNTs
or a SWNT/polyvinyl alcohol composite are also observed
by them. Their experiment suggested that SWNT/polymide
composites have the potential to become an ultrafast waveg-
uide switch and to develop high-quality subpicosecond all-
optical switches.

Table 9. Third-order optical nonlinearities of MWNTs and SWNTs.

Material Method 3 [nm] 1 Solvent ��3� [10−14 esu] 8 610−36 esu] Ref.

MWNT DFWM 1064 30 ps PPCE 6$460 5$921 [272, 273]
DFWM 532 30 ps PPCE 6$303 — [272, 273]
DFWM 1064 8 ns PPCE 1179 — [272, 273]
DFWM 1064 8 ns PPCE 309 — [272, 273]

SWNT OKE 820 120 fs DMF 40 7700 [274, 275]

Notes: 3 and 1 are the wavelength and pulse duration of laser source. 8 is the averaged second-order hyperpolar-
izability � contributed by one carbon atom in carbon nanotubes. PPCE denotes the mixing of polypyrrol and m-cresol
with ethanol. DMF = dimethylformamide.

4. OPTICAL LIMITING OF FULLERENES
AND CARBON NANOTUBES

As addressed before, a currently important problem in
today’s science and technology is related to the task of
protecting the human eye and the sensors of instruments
detecting high-power light beams from radiation damage
[284–287]. A solution to this problem is the use of passive
optical limiters as protection devices. An ideal optical lim-
iter exhibits linear transmission below a certain input light
fluence (ILF) threshold WILF , but above the WILF value
nonlinear transmission occurs and the output light fluence
(OLF) will reach a saturated value WOLF [284]. A good lim-
iter should also be stable under ambient and photoirradia-
tion conditions and efficient from a few picoseconds up to
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longer pulse durations from nanoseconds and milliseconds
on a broad range of wavelengths (visible and near infrared).
Thus, the transmitted pulse energy never exceeds the dam-
age threshold for the optical sensor.

Optical limiting is obtained by exploiting different NLO
processes [284–287]: coherent nonlinear optical absorp-
tion (reverse saturable absorption (RSA), two-, three-, or
multi-photon absorption [288]), nonlinear scattering (solvent
bubble formation and/or particle sublimation [289–291] or
mismatched indices [292]), nonlinear refraction (electronic
effects [9] or thermal lensing [293]), and so on. Among the
nonlinear optical absorption, RSA is a primary mechanism
for the nonlinear absorption optical limiting and is demon-
strated to be one of the best processes to use for optical
limiting because it reduces the total pulse energy rather than
simply reducing the fluence or irradiance. It is generally
accepted that RSA of a material system, for example, C60,
can be described by a five-level model [294–299]. As shown
in Figure 7, if �sg > �se, the material is more transparent and
becomes a saturable absorber. However, when the absorp-
tion cross sections of the singlet or the triplet excited states
are larger than that of the ground state and the lifetime of
the excited state is long enough, the total absorption of the
NLO material increases and the material is then a reverse
saturable absorber (i.e., a RSA process occurs). For longer
laser pulses, significant intersystem crossing (ISC) to a triplet
state occurs for some kinds of materials (e.g., an important
feature of C60 is the fast and efficient ISC from the first sin-
glet excited state to the first triplet excited state). In these
cases, the excited-state absorption appears from the lowest
triplet to higher excited triplet states, providing an increasing
contribution to the total absorption of the system. It should
be pointed out that the transition from the ground state to
the first singlet electron state is forbidden because of the
same parity, but becomes partially allowed due to vibronic
interactions responsible for the weak absorption band in the
visible region extending from 450 nm to 650 nm. In this RSA
mechanism, significant parameters are the excited-state life-
times and the ISC time, compared with the duration of the
laser pulse, plus the values of the absorption cross sections.
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Figure 7. The energy levels of singlet (Sij) and triplet (Tij) states of
a system. The optical absorptions are related to the absorption cross
sections (�) of the states. The emissions are correlated to the relaxation
time (1ij from the ith state to the jth state). Sij or Tij denotes the jth
vibrational state of the ith electronic state. S00 is the ground state. S1j

and T10 are the first singlet and triplet electronic states, respectively.
S2j and T20 are the second singlet and triplet excited electronic states.
�sg , �se, and �te are absorption cross sections for singlet ground and
excited states and triplet excited state, respectively.

Typical reverse saturable absorbers are molecules with weak
ground-state absorptions at the concerned wavelengths such
as metallophthalocyanines [286, 300, 301], mixed metal com-
plexes [302–305], and fullerenes [287]. In a more general
RSA mechanism, the strongly absorbing electronic excited
states can be populated by other incoherent processes, for
example, internal conversion, energy transfer, and so on.

In the following, we review extensive studies of the optical
limiting properties of fullerenes, fullerene-derived materials,
and carbon nanotubes (see our other review chapter about
the optical limiting of doped carbon nanotubes). Most of
these results for fullerenes are attributed to the RSA pro-
cesses, while nonlinear scattering plays an important role
in the optical limiting performances of carbon nanotubes.
Some important results for those materials and others are
summarized in Table 10.

4.1. Fullerenes

Tutt and Kost [306] were the first to observe the optical
limiting performance in C60 solution. As listed in Table 10,
C60 exhibits optical limiting behavior with saturation thresh-
old lower than those reported for C70 and other materials
currently in use. RSA is the dominant mechanism: there
exist allowed broadband transitions from the first excited
singlet and triplet to the higher excited states and this results
in absorption in the visible and near-infrared range that is
much stronger than the absorption from the ground state,
leading to RSA. Because the higher ground-state absorption
cross section for C70 leads to a smaller ratio of excited-state
to ground-state cross sections, a higher threshold for optical
limiting in C70 is observed [306, 307]. In comparison with
the C60-toluene system, a reduction of the saturated thresh-
old by a factor of 3 to 5 is obtained by Belousov et al.
[308] in a C60-CCl4 system (see Table 10). Results similar to
those of the C60-CCl4 system are obtained in a C60-decalin
solution [308]. Solutions of C60 in methylene chloride give
results similar to those of C60-toluene system [306]. Sun
et al. [309] have shown that the picosecond optical limit-
ing threshold of C60 is higher than that of the nanosecond
one. Further experiments [310] show that the optical limiting
performance of C60 in room temperature solution toward
nanosecond laser pulses at 532 nm strongly depends on the
fullerene solution concentrations (see Table 10), which give
significant optical limiting contribution. The optical limit-
ing performance of the more concentrated C60 solution is
in general stronger than that of dilute ones. For example,
the C60 solution in toluene of 8$2 × 10−4 M concentration
displays strong optical limiting, whereas in toluene of 1$6×
10−4 M it gives a higher saturated value. In summary, RSA
for excitation of C60 solution with picosecond duration laser
pulses is due to absorption from the first singlet excited state
since the population in the first triplet excited state is neg-
ligible, while for excitation with laser pulses having dura-
tions of a few nanoseconds the dominant contribution to
RSA comes from absorption from the first triplet excited
state. RSA is stronger for nanosecond laser pulses than for
picosecond laser pulses for wavelength between 620 nm and
810 nm.

Sun et al. [311] found that the saturated threshold values
of the mixture C60/C70 solution (see Table 10) are higher
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Table 10. Optical limiting performance of fullerenes, fullerene derivatives, single-walled carbon nanotubes (SWNT), multiwalled carbon nanotubes
(MWNTs), carbon black suspension (CBS), and some other materials.

Material (Km) Solvent 1 [psec] 3 [nm] Pt WILF 6J/cm27 WOLF 6J/cm27 Ref.

C60 toluene 8 ns 532 63% 0$11 0$065 [306]
toluene 8 ns 532 70% 0$16 0$071 [306]
toluene 8 ns 532 80% 0$51 0$24 [306]
toluene 5 ns 532 55% 0$12 0$058 [310]
toluene 5 ns 532 70% 0$18 0$11 [310]
toluene 5 ns 532 70% 0$18 0$10 [352]
toluene 40 ps 532 76% 0$32 0$12 [309]
toluene 15 ns 532 55% 0$3 0$78 [362]
toluene 8–10 ns 532 66% 0$6 0.1–0.12 [308]
toluene 8 ns 532 81% 0$15 0$28 [335]
CCl4 8–10 ns 532 80% 1$0 0$46 [308]
CCl4 8–10 ns 532 65% 0$3 0$2 [308]
CCl4 8–10 ns 532 50% 0$1 0$05 [308]
toluene 8–10 ns 308 25% 0$3 0$3 [308]
toluene 8 ns 532 65% 0$1 0$0899 [327]
DMF 10 ns 532 75% 0$1 0$12 [336]

C60 (0.33) toluene 5 ns 532 70% 0$01 0$23 [310]
C60 (1.64) toluene 5 ns 532 70% 0$01 0$12 [310]
C60 (8.19) toluene 5 ns 532 70% 0$01 0$1 [310]
C60 (0.5) toluene 45 ps 532 — 0$15 0$1 [324]
C60 (2.5) toluene 45 ps 532 — 0$05 0$05 [324]
C70 toluene 8 ns 532 70% 0$1 0$35 [306]

toluene 10 ns 532 70% 0$2 0$27 [307]
C60/C70 mixture toluene 10 ns 532 14% 0$41 0$04 [311]

toluene 10 ns 532 24% 0$45 0$07 [311]
toluene 10 ns 532 44% 0$62 0$32 [311]
toluene 10 ns 532 69% 1$22 0$69 [311]
argon-degassed 10 ns 532 44% 0$11 0$12 [311]
not argon-degassed 10 ns 532 44% 0$48 0$31 [311]

C76/C84 mixture toluene 10 ns 1064 45% 0$7 2$0 [308]
C70-< 1,2-dichlorobenzene 10 ns 532 30% 0$18 0$025 [307]

1,2-dichlorobenzene 10 ns 532 50% 0$094 0$11 [307]
1,2-dichlorobenzene 10 ns 532 70% 0$037 0$16 [307]

CuPc-C60 (0.5) toluene 45 ps 532 — 0$15 0$07 [324]
CuPc-C60 (2.5) toluene 45 ps 532 — 0$01 0$02 [324]
DTC60 hexane 8 ns 532 65% 0$1 0$1099 [327]
DTC60-Ag hexane 8 ns 532 65% 0$1 0$0716 [327]
HDTC60 hexane 8 ns 532 70% 0$3 0$44 [331]
HDTC60-Ag hexane 8 ns 532 70% 0$08 0$22 [331]
C60BPY chloroform 8 ns 532 51% 0$2 0$13 [335]
C60TPY chloroform 8 ns 532 51% 0$2 0$13 [335]
C60BPY-Au chloroform 8 ns 532 81% 0$2 0$61 [335]
C60TPY-Au chloroform 8 ns 532 81% 0$2 0$21 [335]
C60BPY-Au chloroform 40 ps 532 75% 0$05 0$12 [335]
C60TPY-Au chloroform 40 ps 532 75% 0$05 0$08 [335]
C60�CN�2 DMF 10 ns 532 55% 0$1 0$12 [336]

DMF 40 ps 532 55% 0$07 0$05 [336]
DMF 23 ps 532 55% 0$07 0$05 [336]

C60-PC chloroform 8 ns 532 33% 0$3 0$3 [337]
PCC1 chloroform 8 ns 532 70% 0$3 0$35 [337]
PCC2 chloroform 8 ns 532 70% 0$3 0$3 [337]
PCC3 chloroform 8 ns 532 70% 0$3 0$42 [337]
PCC4 chloroform 8 ns 532 70% 0$3 0$27 [337]
PCC5 chloroform 8 ns 532 70% 0$3 0$4 [337]
PCC6 chloroform 8 ns 532 70% 0$3 0$38 [337]
TBM[60]CO (0.123) toluene 5 ns 532 70% 0$09 0$31 [310]
TBM[60]CO (0.246) toluene 5 ns 532 70% 0$09 0$30 [310]
TBM[60]CO (0.616) toluene 5 ns 532 70% 0$09 0$18 [310]
TBM[60]CO (1.23) toluene 5 ns 532 70% 0$09 0$17 [310]
TBM[60]CO (5.92) toluene 5 ns 532 71% 0$09 0$14 [310]

continued
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Table 10. Continued

Material (Km) Solvent 1 [psec] 3 [nm] Pt WILF 6J/cm27 WOLF 6J/cm27 Ref.

TBM[60]CO (6.16) toluene 5 ns 532 70% 0$09 0$11 [310]
TBM[60]CO (6.4) toluene 5 ns 532 69% 0$09 0$1 [310]
TBM[60]CO (10.4) toluene 5 ns 532 55% 0$09 0$07 [310]
TBM[60]CO (12.3) toluene 5 ns 532 70% 0$09 0$1 [310]
TBM[60]CO (5.92) tol-PMMA 5 ns 532 71% 0$09 0$17 [310]
TBM[60]CO (10.4) tol-PMMA 5 ns 532 55% 0$09 0$09 [310]
TBM[60]CO (0.123) CHCl3-PPEI 5 ns 532 69% 0$09 0$16 [310]
SWNT suspension water 5 ns 532 70% 0$1 0$11 [352]

water 15 ns 532 55% 1$2 1$1 [362]
water 15 ns 532 42% 1$1 0$76 [362]
ethanol 15 ns 532 42% 0$4 0$45 [362]
ethylene glycol 15 ns 532 42% 1$1 1$5 [362]

Short-SWNT suspension water 5 ns 532 70% 0$18 0$16 [352]
Short-SWNT-PPEI-EI chloroform 5 ns 532 70% 0$21 0$35 [352]
Short-MWNT suspension water 5 ns 532 70% 0$16 0$14 [352]
Short-MWNT-PPEI-EI chloroform 5 ns 532 70% 0$16 0$26 [352]
Short-MWNT-OC chloroform 5 ns 532 70% 0$16 0$29 [352]
MWNT (large aspect ratio) PVDF/DMF 6–8 ns 532 50% 0$2 0$35 [353]
MWNT (small aspect ratio) PVDF/DMF 6–8 ns 532 50% 0$2 0$41 [353]
CBS PVDF/DMF 6–8 ns 532 50% 0$2 0$33 [353]

water 5 ns 532 70% 0$1 0$12 [352]
DT-Ag hexane 8 ns 532 65% 0$1 0$2801 [327]
DT-Ag hexane 8 ns 532 70% 0$3 0$33 [331]
CuPc (0.5) toluene 45 ps 532 — 0$1 0$075 [324]
CuPc (2.5) toluene 45 ps 532 — 0$06 0$022 [324]
HFeCo3�CO�10�P�CH3�3�2 methylene chloride 8 ns 532 70% 0$4 0$39 [306]
HFeCo3�CO�12 methylene chloride 8 ns 532 70% 0$4 0$55 [306]
HFeCo3�CO10��PPh3�2 methylene chloride 8 ns 532 70% 0$8 0$71 [306]
Indanthrone dilute KOH 8 ns 532 70% 0$18 0$16 [306]
Chloroaluminum phthalocyanine methanol 8 ns 532 70% 0$18 0$11 [306]
�N�C2H5�4�

+�FeCo3�CO�12�
− methylene chloride 8 ns 532 70% 0$38 0$55 [306]

WS4Cu4I2�py�6 DMF 40 ps 532 64% 0$15 0$059 [309]

Note: WILF denotes the ILF threshold. WOLF is OLF saturation threshold. 1 and 3 are the duration and wavelength of the laser light. Pt is the percentage
of transmitting sample. The TCNEO-C60/PC ratio for PCC1, PCC2, PCC3, PCC4, PCC5 and PCC6 are 1.02, 1.06, 1.01, 1.96, 3.05, 5.03 wt%. Km (in 10−4 M)
is the solution concentration. DMF = dimethylformamide. TBM(60)CO = tert-buty methano-C60 carboxylate. C70-< = �=2-C70�Mo�CO�2(o-phen)(DBM). PMMA =
poly(methyl methacrylate). PPEI = poly(propionylethyleneimine). PPEI-EI = poly(propionylethyleneimine-co-ethylenimine). PVDF = poly(vinylidenefluoride). OC =
octadecylamine.

than that of C60 solution but lower than that of C70 solution,
which is actually due to the lower triplet state quantum yield
and stronger absorption in the visible wavelength for C70
than C60. Since the triplet state of C60 [312] with lifetime
330 ± 25 ns and C70 [313] with lifetime 730 ± 50 ns can be
quenched by 3O2, the existence of 3O2 in the solution will
influence the RSA process and the optical limiting behavior.
Sun et al. [311] found that no argon-degassed solution of
the mixture C60/C70 has a higher ILF threshold and a higher
saturated threshold than the argon-degassed solution (see
Table 10).

Optical limiting performance was also observed in a mix-
ture of higher fullerenes C76 and C84 at 3 = 1064 nm for
1 = 10 ns [308]. Their saturated threshold value is, however,
higher than that of C60-toluene in the visible region. Again,
this is determined by the low quantum yield into the triplet
state for the higher fullerenes.

All nonradiative relaxation processes lead to heating of
the solvent. Justus et al. [293, 314] pointed out that RSA
increases absorption and enhances thermal defocusing which
shows additional contribution to the observed optical limit-
ing performances in C60 solution. Negative thermal lensing
in C60 is clearly reflected in z-scan studies of Mishra et al.

[315]. The thermal origin of negative lensing was also estab-
lished on the optical limiting for different solvents [315].
C60 in carbon disulfide, which has the largest thermal figure
of merit, exhibits stronger optical limiting behavior [315].
A different kind of solvent dependence was also observed
by Sun and Riggs [287]: the optical limiting response of C60
solutions in electron-donating solvents, for example, diethy-
lamine and dimethylamine, was much weaker than that in
toluene solution. This can be understood: (i) upon pho-
toexcitation of C60, the dominant photogenerated transient
species are C60 anion and diethylamine or dimethylamine
cation; (ii) since absorption from the C60 anion is weaker
than that from the triplet C60, the optical limiting per-
formance is degraded. It should be mentioned, however,
that thermal refraction contributes to the optical limiting
behavior of nanosecond laser pulses but not of picosecond
laser pulses [316].

The work of Mishra et al. [317, 318] showed the significant
contribution of nonlinear scattering to the observed optical
limiting performance in C60 solution. In their limiter geom-
etry, the transmission could decrease at higher fluences only
due to RSA or aberrations which come from the nonlinear
lens. Their observed reduction in the transmission at higher
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fluences was larger than that expected from a theoretical
analysis including RSA and nonlinear refraction, where the
difference is from the nonlinear scattering.

In addition, the work of Riggs and Sun [287, 310] showed
us that RSA in C60 also has some contributions from singlet
and triplet excimer-like states formed due to bimolecular
processes involving C60 molecules in the triplet state.

4.2. Fullerene Derivatives

A category of metal-fullerene complexes [319–323] was syn-
thesized in the laboratory. Their charge-transfer nature
qualifies them to be promising group of excited-state
absorption optical limiting materials. (Indeed, enhanced
optical limiting performance of a molybdenum complex
of fullerene (=2-C60)Mo(CO)2(o-phen)(DBM) (DBM =
dibutyl maleate; o-phen = 1,10-phenanthroline) [322]) was
observed. Recently, Liu et al. [307] have also observed
enhanced optical limiting performance of a novel molybde-
num complex of fullerene (=2-C70)Mo(CO)2(o-phen)(DBM)
relative to fullerene C70 with nanosecond laser pulses (see
Fig. 8). This is attributed to the increment on the triplet-
state absorption because of intramolecular charge transfer.

Copper (II) phthalocyanines (CuPc) and C60 have been
used to construct practical optical limiters due to their good
optical limiting properties. As far as the solubilities and
aggregations of these optical limiting molecules are con-
cerned, combining phthalocyanine and fullerene in one com-
pound through Diels–Alder reaction has many advantages,
for example, combining the optical limiting properties of
both molecules, improving the solubility and stability, and
avoiding the phase separation problems exciting in the mix-
ture of various materials. Recently, Zhu et al. [324] have
demonstrated that in a higher-concentration solution, CuPc-
C60 shows similar optical limiting behavior to CuPc, while
in a lower-concentration solution, the CuPc-C60 shows sim-
ilar optical limiting behavior to C60 at low input fluence
(<0.2 J/cm2) and to that of CuPc at higher input fluence
(>0.2 J/cm2). In this kind of combined molecule, there are
two separated conjugation systems both of which indepen-
dently contribute to the RSA.

The fullerene-metal nanocomposites remain as a rela-
tively unexplored area [325, 326]. Recently, Sun et al. [327]
have prepared a novel [60]fullerene-Ag nanocomposite

Figure 8. Optical limiting of C70 (open circles) and the molybdenum
complex of �=2 −C70�Mo�CO�2�o-phen��DBM� (filled circles) with the
same linear transmissivity at 532 nm. Reprinted with permission from
[307], C. Liu et al., Opt. Commun. 184, 309 (2000). © 2000, Elsevier
Science.

(DTC60-Ag) by the in-situ reduction of silver ions encapsu-
lated in a new mono-functionalized methano-[60]fullerene
derivative (DTC60) with reverse micelle-like structure. As
listed in Table 10 and shown in Figure 9, their experi-
mental measurements demonstrated that the optical limit-
ing behavior of DTC60-Ag is better than that of both C60
and DTC60, even better than the results obtained with novel
materials such as silver-dendrimer nanocomposite [328], the
AF-380 dye [329], and single-walled carbon nanotube sus-
pensions [330]. Similar results (see Fig. 10) [331] have been
obtained for a new C60 hexamalonic derivative nanocom-
posite (HDTC60-Ag) which is a better optical power limiter
compared with the parent HDTC60 and DT-Ag. Recently,
gold nanoparticles have attracted considerable attention due
to their potential applications as promising optical devices
and nanoelectronic devices because of their higher surface-
to-volume ratios and small size effects [332, 333]. However,
less work has been done for optical nonlinearities of these
nanostructural materials, especially for those with zerovalent
metal nanoparticles [334]. Very recently, Fang et al. [335]
have synthesized two novel C60-derived nanoparticles con-
taining bi-pyridye (BPY) and tri-pyridle (TPY) groups. The
optical limiting responses of C60BPY, C60TPY, C60BPY-
Au, and C60TPY-Au nanoparticles in chloroform were mea-
sured by using a Nd:YAG laser at both picosecond and
nanosecond scales and 532 nm. Their measured results are
listed in Table 10 and shown in Figure 11. The difference
between the optical limiting properties of both C60BPY and
C60TPY is little. However, the optical limiting performance
of C60TPY-Au at both picosecond and nanosecond scales
was much better than that of C60BPY-Au. Their further

Figure 9. Optical limiting of hexane solution of DT-Ag (circle), DTC60

(hexagon), DTC60-Ag, and toluene solution of C60 (square) with 8-ns,
532-nm optical laser pulses. Reprinted with permission from [327],
N. Sun et al., Chem. Phys. Lett. 344, 277 (2001). © 2001, Elsevier
Science.
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Figure 10. Optical limiting of hexane solution of DT-Ag (circle),
HDTC60 (triangle), and HDTC60-Ag (square) with 8-ns, 532-nm optical
laser pulses. Reprinted with permission from [331], N. Sun et al., Chem.
Phys. Lett. 356, 175 (2002). © 2002, Elsevier Science.

Figure 11. (a) Optical limiting of C60 in toluene, C60TPY-Au in chlo-
roform, C60BPY-Au in chloroform with the identical linear transmis-
sion of 81% with nanosecond optical laser pulse; (b) optical limiting
of C60TPY-Au and C60BPY-Au in chloroform with the identical linear
transmission of 75% with nanosecond optical laser pulse. Reprinted
with permission from [335], H. Fang et al., Chem. Phys. Lett. 364, 290
(2002). © 2002, Elsevier Science.

Z-scan measurements indicate that nonlinear absorption
(e.g., excited-state and the surface plasmon absorptions) and
nonlinear scattering contribute a great deal to the optical
limiting performance of C60TPY-Au, while there is no non-
linear scattering for C60BPY-Au. All these are caused by the
excited-state interaction between the C60 and silver or gold
nanoparticles, showing the strong nonlinear refraction (or
say, self-focusing effect), as well as the interband transition
due to the surface plasmon resonance.

Suo et al. [336] explored the influence on the opti-
cal limiting performance of C60 by attaching two strong
pulling electron groups (-CN), that is, dicyanodihydro-
fullerene C60�CN�2. This molecule has an optical limiting
performance for nanosecond laser similar to that of pris-
tine C60 (see Fig. 12). Although this molecule has an extinc-
tion coefficient of the excited triplet state larger than that
of C60, its low quantum yield leads to a lower triplet-state
population and thus the optical limiting behavior similar
to that of C60. As mentioned before, there are generally
two kinds of mechanisms for optical limiting performance
because of the nonlinear absorption: dual photon absorp-
tion and RSA. Compared with the pristine C60 (see Fig. 13),
the picosecond optical limiting performance of C60�CN�2 is
power independent but assigned to the RSA of the excited
singlet state [336].

The incorporation of fullerene moieties into polymer sys-
tems such as polycarbonate (PC) is a hot recent topic due
to the interesting optical and electronic properties that the
combined materials exhibit. The work of Li et al. [337,
338] indicated that increasing the electron-accepting ability
of fullerene derivatives leads to stronger intramolecular
action between TCNEO-C60 moiety and PC unit and thus
TCNEO-C60-PCs (e.g., PCC1, PCC3) (see Fig. 14 and
Table 10 for different TCNEO-C60/PC feed ratio; TC-NEO=
tetracyanomethanoxymethano) show much better optical
limiting properties than C60-PCs. It should be pointed out
that the optical limiting characteristics of TCNEO-C60-PC
can be described by the Golovlev model [339].

Fullerene compounds are very hydrophobic. Thus, most
of the related physical and chemical studies about their
structure, properties, and reaction have been performed in
nonpolar solvents such as toluene or benzene. However,
if the fullerenes are embedded in a suitable water-soluble

Figure 12. Optical limiting of C60�CN�2 and C60 with 10-ns optical laser.
Reprinted with permission from [336], Z. Suo et al., Chem. Phys. Lett.
342, 497 (2001). © 2001, Elsevier Science.
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Figure 13. Optical limiting of C60�CN�2 and C60 with 40-ps and 23-ps
optical lasers, respectively. Reprinted with permission from [336],
Z. Suo et al., Chem. Phys. Lett. 342, 497 (2001). © 2001, Elsevier
Science.

molecule, water solubility can be achieved. �-Cyclodextrin
has been proved to be a rather suitable candidate for pro-
ducing a water-soluble complex which has a stoichiometry
of one C60 for two �-cyclodextrins [340]. Using 532-nm,
10-ns laser pulses, Konstantaki et al. [341] observed signif-
icant optical limiting action of C60/�-cyclodextrin complex
(see Fig. 15), the effect being slightly lower than that of
the pristine C60. However, ageing of the C60/�-cyclodextrin-
water solution leads to the formation of aggregates which
can enhance the optical limiting action by a factor of almost
2 [341].

It has been shown that appropriate fullerene functional-
ization increases the solubility in polar solvent and allows the
preparation of solid materials via sol–gel method [342, 343].
Signorini et al. [343] have compared the optical limiting

Figure 14. Optical limiting of (a) TCNEO-C60-PCs and (b) MPYLD-
C60-PC with 8-ns, 10-Hz laser pulse at 532 nm with linear transmittance
70%. Reprinted with permission from [337], Y. Li et al., Chem. Phys.
Lett. 337, 403 (2001). © 2001, Elsevier Science.

Figure 15. Optical limiting of two C60/�-cyclodextrin water solutions
(0.15 and 0.3 mM) and a pure C60-toluene solution (0.3 mM) at
532 nm. The transmitted energy is normalized (T = 100%) with respect
to the linear transmission. Reprinted with permission from [341],
M. Konstantaki et al., Chem. Phys. Lett. 318, 488 (2000). © 2000,
Elsevier Science.

behavior of a pyrrolidino-fullerene derivative (FULP) solu-
tion with a FULP doped sol–gel sample. Compared to the
green spectral region (532 nm) for both C60 and FULP
in solution, enhanced optical limiting efficiency is demon-
strated in the red spectral region (690 nm), that is, it shows
better optical limiting performances than pristine fullerene.
The inclusion in the sol–gel matrix does not influence
the optical limiting performances of the fullerene deriva-
tive. The RSA is still the predominant mechanism for the
observed optical limiting behavior.

Several groups have shown that the optical limiting per-
formance of fullerenes in solid matrix, for example, in a
poly(methyl methacrylate) (PMMA) matrix, is rather dif-
ferent from that in solution [344–346]. The dramatic dif-
ference should be contributed to mechanisms other than
the RSA since the ground-state and triplet-triplet transient
absorption spectra of C60 in PMMA polymers film are sim-
ilar to those in room-temperature toluene solution [346].
Riggs and Sun [310] have investigated systematically the
optical limiting properties of tert-butyl methano-C60 car-
boxylate (TBM[60]CO) in room-temperature toluene solu-
tions of different concentrations, in PMMA polymers films,
and in highly viscous solvent-polymer blends. Similar to
C60, optical limiting performance of TBM[60]CO strongly
depends on the fullerene solution concentrations due to
bimolecular excited-state processes of the fullerenes. Riggs
and Sun [347] have studied a series of mono- and mul-
tiple functionalized fullerene derivatives [348] at different
solution concentrations giving a generalized understanding
of the concentration-dependent optical limiting in fullerene
solutions. The medium viscosity is shown to contribute to
effects on the optical limiting contribution that are also
associated with excited triplet-state bimolecular processes
(in particular self-quenching and triplet-triplet annihilation),
resulting in weaker optical limiting performance in highly
viscous solvent-polymer blends [310]. For example, for the
highly viscous solution (i.e., the presence of large quantities
of PMMA polymer in toluene) of TMB[60]CO at 71% lin-
ear transmittance, the fluence saturation threshold value
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is about 0.17 J/cm2, which is about 20% higher than that
for TMB[60]CO in room-temperature toluene solution of
the same linear transmittance [310]. For another example,
at 69% linear transmittance, the fluence saturation thresh-
old value for TBM[60]CO in a highly viscous blend of
poly(propionylethyleneimine) (PPEI) polymer chloroform
solution is significantly higher than in room-temperature
chloroform solution [310]. Optical limiting properties of
TBM[60]CO are found to be essentially film thickness inde-
pendent. (Lacking meaning molecular diffusion in polymer
films may explain why TBM[60]CO in both thin and thick
PMMA films exhibited a poorer optical limiting behavior
than that in room-temperature). Based on the modified RSA
model including both unimolecular and bimolecular excited-
state processes, Riggs and Sun [310] indicated that the
fullerene solution concentration affects the efficiency of the
bimolecular excited-state processes, whereas the medium
viscosity influences the bimolecular rate constants through
changes in the molecular diffusivity.

4.3. Carbon Nanotubes

The optical limiting properties of MWNTs [349–354] and
SWNTs [352, 354–362] have been recently studied. Some
of the results are listed in Table 10. Compared to C60 and
carbon black suspension (CBS), carbon nanotubes are also
good candidates for optical limiting applications.

Sun and co-workers [349, 350] were the first to measure
the energy-dependent transmission of MWNTs suspended in
distilled water [349] and ethanol [350], or MWNTs embed-
ded in PMMA films [349] in the visible and infrared spec-
tral regions (e.g., 532 nm, 700 nm, and 1064 nm) with 7-ns
laser pulses. For MWNTs in ethanol, the limiting thresh-
old =, defined as the value of the input fluence at which
the transmittance falls to half of the linear transmittance,
is about 1.0 J/cm2 at 532 nm (lower than those of C60 and
CBS), and 6 J/cm2 at 1064 nm (lower than that of CBS).
Optical limiting phenomena totally vanish for C60 toluene
solution. For MWNTs in water, = ≈ 1$0� 5$5� 13 J/cm2 at
532 nm, 700 nm, 1064 nm, respectively. For MWNT in
PMMA, = ≈ 3$1� 4$1� 8$0 J/cm2 at 532 nm, 700 nm, 1064 nm,
respectively. For MWNT and carbon particles in PMMA,
the = values at 532 nm, 700 nm, 1064 nm are almost the
same as those for MWNT in PMMA. Clearly, MWNTs,
unlike C60 which has no limiting response at 1064 nm, are
a broadband limiter up to 1064 nm. Since carbon nan-
otubes with a lower work function, lower electron binding
energy, and stronger plasma excitation have no ground-state
absorption at 532 nm and 1064 nm, the broadband limiting
response should result from another mechanism. Recently,
the energy-dependent transmission of MWNT suspension
measured with picosecond and nanosecond laser pulses has
shown a strong optical limiting action on the nanosecond
time scales but does not display any limiting behavior in the
picosecond regime even with an input fluence as high as
3 J/cm2 [351], which is different from that of C60 but sim-
ilar to that of CBS. Picosecond time-resolved pump-probe
experiment of Sun et al. [351] indicated that it took about
0.5 ns for the nonlinear transmission to appear for both
MWNT and CBS. Especially, the smaller the external diam-
eters of MWNT, the faster and larger are the changes of the

transmission. The nonlinear scattering experiments of Sun
et al. [351] with nanosecond laser pulses at 532 nm con-
firmed that nonlinear scattering exists in MWNT suspension
since the observed limiting behavior of MWNT is similar to
that in CBS. Thus, the optical limiting action in the MWNT
suspension comes from a mechanism similar to that in CBS.

Vivien et al. [354–359, 361] were the first to report
the NLO transmittance of SWNT in a water suspension
[354–356, 359, 361] or in chloroform [354, 356–359, 361] for
pulse durations ranging from 3 to 100 ns and for wavelengths
from 430 nm to 1064 nm. Their results are summarized in
Table 11. For SWNT in water [355, 356, 359, 361], = = 3$8×
10−6 J/cm2 (a bit higher than that of CBS) for 7-ns Nd:YAG
laser pulse at 532 nm, and 2$6× 10−5 J/cm2 (lower than that
of CBS) for 7-ns Nd:YAG laser pulse at 1064 nm. Obviously,
the detailed studies of Vivien et al. [355–361] demonstrated
that SWNTs are also efficient limiters over a broad wave-
length range. Also, their results clearly show the wavelength
effect [359] (this effect is attributed to the larger absorption
cross sections of the suspensions at shorter wavelength and
to the larger scattering cross sections of the laser-induced
scattering centers [356]): the shorter the wavelength, the
lower the limiting threshold = and the better the limiting
efficiency. Their experimental measurements show that the
pulse-duration effects reflecting two different mechanisms,
that is, vapor-bubble growth and sublimation of carbon nan-
otubes, contributed to the optical limiting performance: for
example, only the sublimation effect at 1064 nm for 5-ns
Nd:YAG laser pulse, and both mechanisms at 1000 nm for
80-ns Ti:sapphire laser pulse. The limiting performances
observed with 5-ns Nd:YAG laser pulse at 532 nm are con-
siderably better than those obtained with 2-ns Nd:YAG laser
pulse at 532 nm. Such strong pulse-duration dependence of

Table 11. Optical limiting threshold = of SWNT suspended in chloro-
form or in water using different laser source with different wavelength
3 and pulse duration 1 .

Solvent Laser source 1 [ns] 3 [nm] = [J/cm2]

Water Nd:YAG 7 532 3$8× 10−6

Nd:YAG 7 1064 2$6× 10−5

Ti:sapphire 25 700 1
Ti:sapphire 15 800 0$3
Ti:sapphire 30 900 1$1
OPO 3 460 0$9
OPO 3 580 3
OPO 3 680 7

Chloroform Nd:YAG 5 1064 0$2
Nd:YAG 5 532 0$2
Nd:YAG 2 532 1$1
Ti:sapphire 100 670 0$3
Ti:sapphire 25 700 0$18
Ti:sapphire 12 730 1
Ti:sapphire 15 800 0$1
Ti:sapphire 30 900 0$3
Ti:sapphire 80 1000 0$02
OPO 3 460 1
OPO 3 580 3
OPO 3 680 6
OPO 3 694 6

Source: Adapted from the experimental work of Vivien et al. [354–359, 361].
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the limiting performance can be explained by the fact that
the maximum size of the scattering centers in the nanosec-
ond regime is reached only after the end of the incident
pulses [354]. That is also why optical limiting is not observed
at all in the picosecond range, but appears in the nanosec-
ond and longer pulses. Moreover, the solvent effects [358,
359] demonstrated that MWNTs in chloroform exhibit bet-
ter limiting performance than MWNTs in water because
of two main reasons [359]: (i) since the absorption cross
sections of the particles are slightly larger in chloroform
than in water, chloroform exhibits lower thermal conductiv-
ity and diffusivity; (ii) with longer pulses from Ti:sapphire
laser, chloroform has a very low heat of vaporization, surface
tension and, viscosity, which lead to faster solvent-bubble
growth. Nonlinear scattering and nonlinear refraction are
the dominant mechanisms [357].

Meanwhile, Mishra et al. [362] carried out a detailed study
on the optical limiting behavior of SWNT suspensions in
different host liquids, for example, ethanol, water, and ethy-
lene glycol. Their results are listed in Table 10 and demon-
strated that optical limiting behavior in SWNT suspension
appears mainly because of absorption-induced scattering in
the suspension [362]. Especially, the extent of nonlinear scat-
tering for good limiting performance in carbon nanotubes
strongly depends on the host liquid. For example, optical
limiting in the ethanol suspension was the strongest among
the three suspensions: water, ethylene glycol, and ethanol
(see Table 10).

Riggs et al. [352] and Jin et al. [353] have investigated
the size-dependent optical limiting behaviors of SWNTs
and MWNTs. Their results are listed in Table 10. These
experimental measurements show that carbon nanotubes of
large aspect ratio (or say long nanotube) possess stronger
optical limiting properties. Apparently, the carbon nan-
otubes exhibit significantly weaker optical limiting response
in homogeneous solution than in suspensions, reflecting that
the optical limiting properties of the suspended versus sol-
ubilized carbon nanotubes represent dominating contribu-
tions by a nonlinear scattering mechanism versus a nonlinear
absorption mechanism [352].

Preliminary experimental results of Riggs et al. [352]
pointed out that the optical limiting results of carbon nan-
otube suspensions of the same linear transmittance, similar
to those of CBS, are independent of nanotube concen-
trations, whereas the solubilized carbon nanotubes, similar
to fullerenes in solution discussed above, show significant
solution-concentration-dependent optical limiting behaviors.

The above reviewed carbon nanotubes were suspended
in liquids because of their poor solubility in most sol-
vents. Those suspensions are unstable at high concentra-
tion. So it is necessary to get stable solutions of carbon
nanotubes. Jin et al. [363] studied the optical limiting per-
formance of several polymer-coated and polymer-grafted
MWNTs (which form stable solution in DMF) using 532-nm,
7-ns Nd:YAG laser pulses. The poly(ethylene oxide)/MWNT,
poly(4-vinylpyridine)/MWNT, poly(2-vinylpyridine)/MWNT,
and poly(4-vinyl-phenol)/MWNT all exhibited optical lim-
iting behaviors similar to that of MWNT suspension in
DMF: the = values for all samples are about 1 J/cm2. Con-
sidering that there is no optical limiting effect in all polymer-
DMF solutions, their observed optical limiting behaviors of

polymer/MWNT composites are obviously due to the com-
ponents of MWNTs. Hence, the polymer does not change
the NLO properties of MWNTs, and a large variety of poly-
mers can be used as the matrix of carbon nanotubes for
the limiting applications. Since carbon nanotubes are broad-
band optical limiters, the polymer/MWNT composites are
also broadband limiters. The important thing is that their
polymer/MWNT solutions are very stable towards air and
laser radiation [363].

Doped carbon nanotubes, for example, boron- or
nitrogen-doped ones, can also exhibit good optical limiting
performances. More details can be found in our other chap-
ter contributed to this encyclopedia.

5. CONCLUSIONS
The advantage of the type of chromophore proposed by
Asselberghs et al. [267] is that the switchability can be
addressed by two different ways: proton transfer and redox
switchabilities. As we know, electro-optical (EO) modulation
is the main application for second-order NLO materials. In
EO modulators, an applied electric field changes the refrac-
tive index of the NLO material through the EO coefficient.
Based on the work of Asselberghs et al. [267], embedding the
chromophore with the first-order hyperpolarizability, which
can be switched by proton transfer in a matrix with such a
photoaddressable proton donor, can make an EO modula-
tor which can be controlled by light, that is, “on” state with-
out light and “off” state with light. On the other hand, the
combination of a second-order NLO chromophore with a
photoaddressable proton donor would constitute a compos-
ite third-order optical material since the second-order NLO
polarizability of a molecule would be influenced by light. This
may allow for all-optical data manipulation, and the compos-
ite materials may provide for a new driving force in the field
of third-order NLO materials.

As shown before, the less is the "-" overlap in the three-
dimensional conjugated spheres, the isomeric fullerenes, the
higher is the barrier for the "-conjugated electron flow
and thus the lowering of the second-order hyperpolarizabil-
ity. Such concepts can be extended to explain the � values
of one-dimensional and two-dimensional "-conjugated sys-
tems, for example, trans-1,3-butadiene, trans-1,3,5-hexatri-
ene, styrene, biphenyl, and 2,2-bithiophene.

C36 fullerene is much more reactive than C60 and C70. It
has been shown that the ground state of C36 is of diradi-
cal nature and the crystal C36 is formed through covalent
bonds among C36 units. Obviously, this is contrasted with C60
and C70. On the other hand, bounding the electron donor
groups to C36 would remove the strong diradical character
and stabilize the entire system, showing the possibility of
synthesizing these molecules. Hence it is expected for the
C36 chemistry to be further explored, studying the possibility
of using C36 derivatives for building NLO materials.

The improvement of the optical limiting performance
observed in the molybdenum complex of C60 or C70, which
is attributed to the increment on the triplet-state absorption
by intramolecular charge transfer, shows that the charge-
transfer nature would make metal-fullerene complexes good
candidates for optical limiting applications and leads to a
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new means for significantly improving the performance of
fullerenes.

The solubility of C60 can be improved by combining it
with an alkyl group of substituted CuPc through the Diels–
Alder reaction. The combined molecules exhibit good opti-
cal limiting performance. Hence, based on the combination
of various optical limiting molecules through covalent bonds,
broadband optical limiting materials may be designed and
phase separation problems, which exist in the mixture of
various materials, can also be avoided.

The large optical limiting performance observed from the
novel nanocomposites DTC60-Ag or HDTC60-Ag at 532 nm
is due to the combination effort from the C60 derivative and
silver nanoparticles. Thus, these kinds of novel nanocompos-
ites would lead to novel optoelectronics as well as catalytic
properties assembled by fullerene and metals. Surely, much
work needs to be done to understand the interesting photo-
physical phenomena observed in these systems.

The attachment of two cyano groups to C60 reduces its
quantum yield, increases the absorption of the excited triplet
state, and leads to C60�CN�2 which has a similar optical
limiting behavior to C60 for nanosecond laser at 532 nm.
Since the differential absorption between the excited triplet
state and the ground state in C60�CN�2 is larger in the
near-infrared region, we expect that this molecule may also
have better optical limiting performance in the near-infrared
region than at 532 nm.

GLOSSARY
Degenerate four-wave mixing (DFWM) A powerful tool
for measuring a third-order nonlinear optical susceptibil-
ity by using two wave beams that are incident at the same
region on the sample and have equal and opposite wave
vactors and the same frequency.
Fullerene A cage molecule made of 12 pentagonal faces
and any number of hexagonal faces.
Multiwalled carbon nanotube (MWNT) MWNT is obta-
ined if a few stacked graphitic shells are built from perfectly
concentric cylinders or a single graphene sheet is rolled as a
scroll.
Nonlinear optics (NLO) The study of phenomena that
occur as a consequence of the modification of the optical
properties of a material system by the presence of light.
Optical Kerr effect (OKE) A useful technique that shows
the detected signal which is proportional to the quadrate of
the third-order optical susceptibility.
Optical limiter A protection device for human eye and
instrument sensors and exhibits linear transmission below a
certain input light fluence threshold, but above this thresh-
old the output light fluence reaches a saturated value.
Second-harmonic generation (SHG) A nonlinear optical
interaction in which all of the power in the incident radia-
tion at frequency w is converted to radiation at the second-
harmonic frequency 2w.
Single-walled carbon nanotube (SWNT) SWNT is made if
only one graphene sheet is rolled.

Third-harmonic generation (THG) A nonlinear optical
interaction in which all of the power in the incident radia-
tion at frequency w is converted to radiation at the third-
harmonic frequency 3w.
Z-scan A technique that measures the real and imaginary
parts of the third-order optical susceptibility simultaneously.
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1. INTRODUCTION
In the past 10 years, the scientific activity of the synthe-
sis and study of so-called “nanoparticles” [1–17], indicating
particles with diameter in the range of 1 to 20 nm, has
became a major interdisciplinary area [18–21] of research
in the world. As the sizes of the particle become smaller,
the ratio of the surface atoms to those in the interior
increases, thereafter leading those kinds of particles to play
an important role in the properties of novel functional mate-
rial. Those significant properties, such as chemical, elec-
tronic, mechanical, and optical properties, of nanoparticles
obviously distinguish them from those of the correspond-
ing “bulk” material. In particular, one of those significant
properties is the nonlinear optical (NLO) response of nano-
particles, which is enhanced remarkably with respect to the
relative “bulk” materials, due not only to their atomic scale
structures but also their interface and surface structures [22].
Materials with large third-order optical nonlinearity and fast
response time are essential for future optical device appli-
cations [16, 17]. Thanks to such a high nonlinear optical

response of these NLO materials, they are thought to be
good candidates for use in fiber-optic communication sys-
tems, such as all-optical switching [23], routing units, digi-
tal signal restoration, and multiplexing and demultiplexing,
as well as optical storage media and optical limitter appli-
cations [17]. Therefore, intensive investigations on NLO of
nanoparticles have recently been carried out.
In the meantime, nanocomposites [24–28] formed by

metal or semiconductor nanocrystals embedded in dielectric
hosts have been intensively studied as these materials might
also become an attractive alternative for the development of
all-optical switching devices in waveguides [29]. Strong opti-
cal nonlinearities observed due to dielectric or quantum con-
finement effects, such as nonlinear optical absorption and
second and third optical nonlinearities, can be studied for
making optical limiters, optical modulators, and laser second
and third harmonic generators [16, 17].
In this chapter, we briefly highlight and review the current

advances and achievements in studying the NLO properties
of nanoparticles and nanocomposites in Sections 2 and 3,
respectively. Remarks and outlooks are given in Section 4.

2. NONLINEAR OPTICS
OF NANOPARTICLES

2.1. Theoretical Explanation

The first experimental study of nonlinear optical proper-
ties of metal nanoparticle colloids was reported by Ricard
et al. [30]. Later, Hache et al. [31] gave a theoretical model
calculating the electric-dipole third-order susceptibility of
conduction electrons in a metal sphere. They ascribed that
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the large effective third-order nonlinear susceptibility, ��3�,
of metal nanoparticle colloids is substantially enhanced by a
resonance that is due to the effective medium, the surface
plasma resonance: collective oscillation of the conduction
electrons of the metal under the influence of an applied
electromagnetic wave, as expected by direct extension of
the Maxwell–Garnett theory. The enhancement of the local
electric field, which occurs in the particles at frequencies
close to the surface plasmon resonance, is responsible for
the amplification of their NLO properties as compared with
those of bulk metal. For the large third-order nonlinear
susceptibility of semiconductor nanoparticles, Chemla and
Miller [32] identified that the enhancement of nonlinearity is
due to the combination of local field effects from dielectric
confinement and saturable excitonic resonance. In addition,
they predicted that these effects would be greatly enhanced
since the particles are so small that they also exhibit quan-
tum confinement. Many other authors also have predicted
enhanced optical nonlinearities, resulting from quantum
confinement effects, with respect to the corresponding bulk
materials [33–35]. Hanamura [36] analyzed theoretically the
oscillator strength and the third-order optical polarizability
��3� due to excitons in semiconductor microcrystallites. The
NLO polarizability is shown to be greatly enhanced for an
assembly of such microcrystallites as the exciton is quantized
due to the confinement effect and the excitons in a single
microcrystallite interact strongly enough to make the exci-
tons deviate from idea harmonic oscillators. Cotter et al.
[35] have found that three-dimensional quantum confine-
ment can alter radically the nonlinear optical properties of
semiconductors in transparency region. This discovery that
introducing quantum confinement can enhance this ratio has
opened new opportunities for practical exploitation of the
quantum-size effect in NLO devices.
Schwarze et al. [37] have developed a new model that

combines the interaction between two physical mechanisms
responsible for bulk third-order optical nonlinearity. The
two physical mechanisms are:

(i) saturable absorption, due to quantum confinement in
nanoparticles,

(ii) electrostriction, causing particles to migrate in the
fluid host.

Schwarze et al. [37] have shown that enhanced optical
nonlinearities are predicted to result from local field cou-
pling and those oscillations can occur under certain condi-
tions. In such a computationally feasible theoretical model,
which describes the interaction between two nonlinear opti-
cal mechanisms, particles are free to move and cluster in
the presence of optical field gradients, modifying the local
electric field, which in turn modifies the effective permit-
tivity of each nanoparticle. The coupling together of these
phenomena can lead to significantly enhanced ��3� coef-
ficients, and we have shown that oscillatory behavior can
occur under certain conditions. The numerical simulations
based on this model have shown the change in the bulk
refractive index as a function of the particle size, concentra-
tion, and incident intensity. The model also has implications
for designing some novel switching devices, which are opti-
mal in the sense that particle sizes and concentrations can be

chosen to maximize the magnitude of the third-order optical
susceptibility, ��3�.
Very recently, Prot et al. [38] have initially applied a recur-

sive transfer matrix method to calculate the electromagnetic
field response for three-dimensional systems of scattering
spheres to the study of nanocomposite material. Their calcu-
lations have shown that mutual interactions between nano-
particles are responsible for large local field enhancements
as compared with fields inside isolated particles. Accord-
ing to the experimental study to measure the third-order
nonlinear susceptibility of Au:SiO2, they discovered that the
imaginary part of ��3� values diverges from the theoretical
predictions and does not vary linearly with the metal concen-
tration. This discrepancy, attributed to the large enhance-
ment of the local field, proves the qualitative agreement
between the local field calculations and experimental non-
linear measurement.

2.2. Experimental Techniques

In the study of optical nonlinearity of nanoparticles, there
are huge research works concerning the measurements of
third-order nonlinear susceptibility, ��3�. In these works,
experimental technique plays a very important role in car-
rying out the NLO measurement of ��3�. In our review
of the NLO of nanoparticles, it is necessary to introduce
several primary measurement approaches to obtain ��3�.
The most powerful or popular methods to measure the
third-order nonlinear susceptibility ��3� may be degener-
ate four-wave mixing experiments (DFWM) and the Z-scan
technique [17]. DFWM is a nonlinear optical technique that
produces a coherent signal by nonlinear interaction of light
with the samples in the beam-crossing region. The coher-
ent signal obtained with such a nonlinear technique is in
the form of a laser beam that is coherent and directional.
It can be spatially separated and spectrally filtered to reject
the intense luminosity in many application fields. DFWM
showed a great promise for sensitive measurements of tran-
sient species.
DFWM involves the interactions of three beams incident

on a sample. The three beams are arranged in such a way
that two of the beams (pump beams) are counterpropagat-
ing each other and the third beam acts as a probe. The
fourth beam, which constitutes the conjugate beam, retraces
exactly the path of the probe beam. Three input beams of
nearly equal power are divided by the beamsplitters. Two
of the input beams have the translation stages so that the
arrival time at the sample can be varied. The beam spot
size in the sample is approximately 0.5 mm in diameter. The
beam geometry is shown in Figure 1. The three input beams
are labeled 1, 2, and 3, and 4 is the output beam, which is
generated by the input beams through ��3�. Beam 2 is time
advanced or delayed relative to beams 1 and 3 (which are
coincident in time), providing the temporal response of ��3�.
The angle between beams 1 and 3 in the sample is about
1 degree. This geometry permits the generated beam, 4, to
be spatially separated from the more intense incident pulses
and gives a high signal-to-noise ratio. This is important for
DFWM experiments because all the beams have the same
frequency. The signal beam, 4, is directed to the entrance
slit of a spectrometer, recorded, and then analyzed by using
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Figure 1. The beam geometry of DFWM techniques. The three input
beams are labeled 1, 2, and 3. The output beam is labeled 4.

a photomultiplier and a boxcar interfaced to a microcom-
puter. Three beams were polarized parallel to the Y -axis.
The tensor component ��3�

1111 is measured, and the value of
�
�3�
1111 can be expressed as a function of beam energies by
using the four-wave mixing model described in [39],

�
�3�
1111 ≈

cn2

32�2

(
�0	

2
0

2
l

)[
45E4

8E1E2E3

]1/2 l� exp�l�/2�
1− exp�−l�� (1)

where c is the speed of light in vacuum, n is the index of
refraction of the sample, Ei is the pulse energy of the ith
beam, 	0 is the laser beam waist at the focus, 
 is the pulse
width, l is the sample length, and � is the sample absorption
coefficient at the incident wavelength �0.
Z-scan [40–42] is also a simple, sensitive technique which

relies on the transformation of nonlinear phase shifts into
far-field amplitude deflections to obtain the complex non-
linear refractive index n2 = n′

2 + in′′
2 . However, the Z-scan

technique has great advantages compared to the DFWM
method, which consists of its ability to separate the imagi-
nary and real parts of ��3� and, additionally, to determine the
signs of the two components. It is essentially a derivative of
the ubiquitous single-beam-power-in versus power-out trans-
mission measurement [43] but attains greater efficiency by
focusing the beam and translating the sample. The technique
involves the measurement of the transmittance through an
aperture placed in the far field as the sample is translated
through the focus of a Gaussian beam. For a sufficiently
small aperture, this procedure provides a measurement of
the real part of the nonlinear refractive index n′

2. If the aper-
ture is fully opened so that the detector collects all the light,
then the Z-scan provides a measurement of the imaginary
part of the nonlinear refractive index n′′

2 or, alternatively, the
nonlinear absorption coefficient �. If � > 0, then the Z-scan
will result in a trough, indicative of an induced absorption.
If � < 0, then the Z-scan will produce a peak, indicating
an induced transparency. Since all the flux from the sample
is collected at the detector, the transmitted power may be
calculated without having to perform the free-space Fresnel
propagation to the aperture. The normalized transmittance
may be expressed as [44]

T �z� =
�∑

m=0
�m+ 1�−3/2

(−�I0Leff
1+ z2/z20

)2
(2)

where z is the longitudinal displacement of the sample from
the focus, � is the nonlinear absorption coefficient, I0 is the

on-axis peak intensity at the focus, Leff is the effective inter-
action length, z0 is the Rayleigh diffraction length, and the
temporal profile of the pulse has been assumed to be Gaus-
sian. Typically, if the series converge, only the first few terms
are needed for numerical evaluation. Hence, the coefficient
� may be determined from a fit of this expression to the
empirical data.
Femtosecond optical kerr effect (OKE) [45–48] and tran-

sient grating scattering [49–51] techniques are also available
approaches to measure nonresonant third-order optical non-
linearity of nanoparticles. Both techniques rely on an impul-
sive stimulated scattering [52–54]. Both the fundamental and
the (anti)stokes frequency involved in this process are sup-
plied by the ultrashort laser pulses. For 50 fs pulses the
nuclear motions between 0 and 300 cm are probed.

2.3. Third-Order Nonlinear
Optical Response

Pincon et al. [55] have studied the third-order NLO response
of Au:SiO2 thin films, under the influence of gold nano-
particle concentration and morphologic parameters. Based
on their result, we find that, as the metal concentration
reaches a few percent, the mutual electromagnetic interac-
tions between particles greatly enlarge the nonlinear opti-
cal response of the material and cannot be neglected in
the theoretical analysis. Moreover, the thermal treatment
leads, for a given concentration, to a significant increase
of the nonlinear response, which is ascribed to a modifi-
cation of the material morphology. They finally point out
that the material nonlinear properties are very sensitive to
the incident wavelength through the local field enhancement
phenomenon. In their study, the nonlinear optical measure-
ments are performed by using the Z-scan technique. Vales
of Im��3� range from −�0�049 ± 0�009� × 10−6 to −�6�4 ±
1�2�× 10−6 esu as a function of the variation of metal con-
centrations before the thermal treatment. After anneal, it
gives values from −�0�69 ± 0�06� × 10−6 to −�6�0 ± 0�6� ×
10−6 esu. Smith et al. [56] also used the Z-scan technique at
a wavelength (532 nm) near the transmission window of bulk
gold to measure the nonlinear absorption coefficient of con-
tinuous approximately 50-Å-thick gold films, deposited onto
surface-modified quartz substrates. They have fulfilled both
open- and closed-aperture Z-scans to determine either the
real or imaginary part of the third-order susceptibility that
requires a measurement of both nonlinear absorption and
nonlinear refraction. Closed-aperture Z-scans did not yield
a sufficient signal for the determination of the nonlinear
refraction. However, open-aperture Z-scans yielded values
ranging from 51.931023 to 5.331023 cm/W in good agree-
ment with predictions, which ascribe the nonlinear response
to a Fermi smearing mechanism [31]. It should be men-
tioned that the sign of the optical nonlinearity is reversed
from that of gold nanoparticle composites, in accordance
with the predictions of mean field theories.
For the other metal nanoparticles, Takeda et al. [57] have

applied a negative Cu ion-implantation technology to obtain
the nanoparticle on the silica glass substrate. The DFWM
method was performed to measure the ��3� at 532 nm with a
second harmonic generation (SHG) light of Nd:YAG lasers
and 561 nm with a SHG-pumped dye laser. As a standard
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sample, CS2 was used to evaluate absolute values of ��3�.
Nonlinear optical susceptibility ��3� of Cu implanted silica
exhibits values of �2�0 × 10−9� ± �2�0 × 10−8� esu near the
peak of the plasma resonance. The estimated value of ��3�

for the Cu nanoparticles is �9�0× 10−9�–�8�0× 10−8� esu.
For semiconductor nanoparticles, the most studied is cad-

mium sulfide [58, 59]. The others, like InP, CdSe, CdTe, ZnS,
ZnSe, Pbs, and PbSe, were reported in lots of studies. Those
nanomaterials with large third-order optical nonlinearity and
fast response time are essential for optical device applica-
tions in optical computing, real time holography, optical cor-
relators, and phase conjugators [60]. Therefore, CdS and Pbs
semiconductor nanoparticles as “quantum dot” materials are
of interest for their large third-order NLO response and
have been extensively investigated [61–64]. In works of Liu
et al. [65], they use the Z-scan technique with 150-fs laser
pulses at 780-nm wavelength to carry out the third-order sus-
ceptibility measurement of Pbs-coated CdS nanoparticles.
The ion displacement technique was used in their work to
obtain the Pbs-coated CdS nanocomposites. In such a tech-
nique, semiconductor material (Pbs) grows on a seed of CdS
in microemulsion media. Their experimental result of high
third-order refractive nonlinearity of confined semiconduc-
tor nanoparticles in the transparent region is in agreement
with the prediction of Cotter et al. [66], who confirmed that
the optical Stark effect makes a dominant contribution to
the third-order refractive nonlinearity in this case when the
absorptive nonlinearity can be negligible.
Other types of nanoparticles, such as magnetic nano-

particles, can be found, for example, in the review paper
of Aktsipetrov [67]. In summary, three aspects of nonlinear
magneto-optics of magnetic nanoparticles are considered:

(a) Correlation between GMR and NOMOKE has been
experimentally approved [68].

(b) Magnetization-induced hyper-Rayleigh scattering has
been observed [69].

(c) An internal homodyne mechanism for weakly nonlin-
ear processes is suggested [69, 70].

Table 1. Third-order optical nonlinearities of nanoparticles measured by different experimental techniques.

� ��3� State of
Nanoparticles (nm) 
 (10−10 esu) Method material Ref.

Au:SiO2 as deposited 532 7 ns −490 to −64�000 Z-scan film [55]
Au:SiO2 as annealed 532 7 ns −6900 to 60,000 Z-scan film [55]
Au@CdS 800 100 fs 0.724±0.140 OKE film [108]
Cu 532 90 to 800 DFWM film [57]
Polyacetylene 790–860 120 fs 0.001 OKE solution [71]
Au:BaTiO3 800 100 fs 0.066 OKE film [108]
CdS:BaTiO3 800 100 fs 0.158 OKE film [108]
Au:TiO2 780 130 fs 2300 OKE film [109]
Rh:BaTiO3 308 17 ns 5710 Z-scan film [110]
Si-nc 813 60 fs 4 to 28 Z-scan film [111]
Au doped in aluminum 532 3.2 to 9.0 DFWM film [112]
Ad doped in aluminum 532 1.9 to 2.5 DFWM film [112]
ZnTe 532 5 ns 27,000 DFWM film [113]
PbS by PVB 595 25 ns 106,000 DFWM film [114]
CdS 470 400 fs 11000 DFWM solution [115]
Au:BaTiO3 800 120 fs 100 to 10 OKE film [116]

Note: � and 
 are the wavelength and pulse duration of the laser source, respectively.

Most recently, Pan et al. [71] have investigated the third-
order optical nonlinearity of nanopolyacetylene using a
femtosecond OKE technique at wavelengths from 790 to
860 nm. The ultrafast nonresonant effective second-order
hyperpolarizibility for single polyacetylene nanoparticles was
estimated to be as large as 1�0 × 10−27 esu, which cor-
responds to a single carbon atom contribution equal to
5�0 × 10−33 esu. We ascribe such observations to the highly
ordered structure of nanopolyacetylene and suppose that the
delocalization of the � electrons along the conjugated chains
is responsible for such properties.
For convenience, Table 1 summarizes some results of the

third-order optical nonlinearities of nanoparticles.

3. NONLINEAR OPTICS
OF NANOCOMPOSITES

3.1. Metal Nanocomposites

We consider nanometric metal spheres dispersed in a
thin dielectric film. The optical constants of the nonlinear
medium are intensity dependent and can be written as

n′ = n+ �I (3)

�′ = �+ �I (4)

where n� �, and I are linear refractive index, linear absorp-
tion coefficient, and the instantaneous light intensity, respec-
tively. The nonlinear absorption coefficient � and nonlinear
refraction coefficient � are proportional to the imaginary or
real parts of the third-order optical susceptibility ��3� as

� = 3	���3��/�4�0cn
2� (5)

� = 3k
���3��/�2�0cn
2� (6)

where k is the modulus of the wave vector in vacuum and
c is the speed of light in vacuum. The experimentally mea-
sured optical susceptibility ��3� of the composite material is
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related to the intrinsic NLO third-order susceptibility ��3�
m of

metal crystal [72]

��3� = pf 2 � f 2 � ��3�
m (7)

f = 3�0/�� + 2�0� (8)

where p is the volume fraction of metal nanocrystal, f is the
local field effect, and �0 and � are the dielectric constants of
the matrix and metal, respectively. Near the surface plasmon
resonance (�+ 2�0 = 0), f becomes resonant and ��3� is thus
enhanced by local field effects.
Metal nanocomposites can be synthesized by several

techniques, such as sol–gel [73], sputtering [74], ion implan-
tation [75], and pulsed laser deposition [76]. These nano-
composites normally present linear optical absorption due
to both surface-plasmon resonance and strong third-order
nonlinear optical susceptibility. The spatial confinement of
the metallic electrons by the insulating host produces an
enhanced electromagnetic field due to the large dipole
moment induced by an optical field. Furthermore, for very
small nanocrystals, the confinement of the electronic wave
functions in either the initial or final states to a volume,
which is much smaller than their bulk mean free path, pro-
duces an additional contribution to the electric susceptibility.
Sella et al. [77, 78] have synthesized Au:SiO2 nano-

composites by radio frequency sputtering techniques. The
metal concentration varies from 8% to 35%. Several
characterization techniques such as transmission electron
microscopy and small angle x-ray scattering have shown that
the metal particles are spherical and randomly dispersed,
the mean particle size varying from 2.6 to 4.8 nm as a func-
tion of the metal concentration. The Z-scan technique [79],
as described in Section 2, is a simple and useful method to
measure the third-order nonlinear properties of materials.
This method enables us to measure both the real and the
imaginary parts of ��3�, proportional to the nonlinear refrac-
tive index and nonlinear absorption coefficient, respectively.
Sella et al. [77, 78] have measured the optical nonlinear-
ities of these Au:SiO2 films with a metal volume fraction
of 20% using a Q-switched Nd:YAG laser frequency dou-
bled at 532 nm and characterized by a pulse duration of
7 ns at a repetition rate of 10 Hz. Open aperture measure-
ment exhibits a maximum close to the waist of light, which
reveals a large negative coefficient. They derived Im��3� =
−�3�0± 0�5�× 10−6 esu. The absolute value for the real part
is smaller than 3× 10−9 cm2/W.
Liao et al. [80] also investigated the optical nonlinearity

within Au:SiO2 films in the picosecond range at 532 nm by
the DFWM method. They found that the third-order sus-
ceptibility increases quickly and reaches a maximum value
of 2�5 × 10−6 esu at 40% Au. For 20% Au, their work led
to ���3�� = 2�0 × 10−7 esu, much smaller than the result of
Z-scans in the nanosecond range. This is due to the fact
that the third-order optical susceptibility ��3� contains two
components: a fast component and a slow one [81]. When
a picosecond laser is used, the slower component would not
have enough time to respond. Thus, the ��3� signal mea-
sured by picosecond pulses could be much smaller than that
measured by nanosecond pulses.
Ballesteros et al. [82] have successfully deposited Cu

nanocomposite films comprising Cu nanocrystals embedded

in an amorphous Al2O3 matrix by a pulsed laser deposition
(PLD) technique. The mean diameter of Cu nanocrystals
ranges from 3 to 6 nm. The third-order susceptibility ��3� of
the films was determined by means of a Z-scan technique
using a cavity-dumped synchronously pumped, mode-locked
rhodamine 6G laser tuned at 590 nm (slightly off the SPR
at 578 nm) and providing 30 ps laser pulses at a repetition
rate of 400 kHz. They have investigated metal size depen-
dence of the third-order nonlinearity within Cu:Al2O3 thin
films. Both thermal effect and electronic components were
found to contribute to the nonlinear refractive index. The
thermal contribution goes up with the increase of the metal
size. This is understandable because the increase of metal
diameter is accompanied by an increase of absorption of the
film near the SPR; thus the thermal load of the medium
also increases. It was observed that the electronic contribu-
tion to nonlinear refractive index increases from 8 × 10−10
to 1�4 × 10−9 cm2/W when the nanocrystal is decreased.
From the nanocrystal size dependence, the authors clearly
demonstrated that the nonlinearity is caused by quantum
confinement effects whose large contribution is associated
to intraband electronic transitions.
The large nonlinear refractive index and ��3� have led

many authors to suggest potential applications for the metal
nanocomposites in optoelectronics. However, some difficul-
ties remain to be addressed before these types of device
application will be realized. Flytzanis et al. [83] define a
figure of merit for strongly absorbing nonlinear optical mate-
rials to be ��3�/�
 , where 
 is a relaxation time. We can
get metal nanocomposites with high values of ��3�, but both
��3� and � have a peak near the same wavelength (surface
plasmon resonance wavelength). The high value of � and
the long thermal relaxation time 
 of the insulating matrix
decrease the figure of merit, particularly for laser excita-
tion lasting longer than a few picoseconds. Recently work
has been aimed at finding methods of maintaining a high
��3� while decreasing the surface plasmon absorption. One
way to accomplish this is to get a narrow size distribution of
extremely small crystals.
Because there exists the difficulty of producing a suit-

ably narrow size distribution, some researchers have aimed
at forming bimetallic core–shell nanoparticles [84]. Changes
in the electronic properties across the core–shell boundary
add an additional degree of freedom for the reduction of �
and for increasing ��3�. Recently, some researchers [85] have
synthesized transparent Ag nanocomposite films by incorpo-
rating surface-modified silver nanoparticles into polystyrene
through solution mixing and static casting. The Ag nano-
particles could be redispered well in the polymer matrix.
By time-resolved femtosecond OKE experiments at 830 nm,
they found that the ��3� increases with increasing the parti-
cle size.

3.2. Semiconductor Nanocomposites

The effects of particle size on optical properties are more
pronounced in semiconductor nanoparticles. In metals, the
Fermi level is in the center of the conduction band where
the energy levels are closely spaced, whereas in semicon-
ductors, the band edges control the optoelectronic behav-
ior. As the average particle size decreased, the optical
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absorption onset shifted to higher energies [86]. This is one
example of quantum confinement induced shift in semicon-
ductor nanocrystals. Semiconductor nanocrystals have been
proposed as light-emitting diodes [87] and single-electron
transistors [88]. They have potential applications in opti-
cal limiting, optical computing, real time holography, opti-
cal correlators, and phase conjugators because of their high
optical nonlinearity. Semiconductor nanocrystals embedded
in glass may be synthesized by co-sputtering and thermal
annealing. Other techniques for producing nanocomposites
include direct chemical reaction in aqueous or organic solu-
tion [89] or inverse microemulsion techniques [90]. Among
them, more attention has been paid on the sol–gel process
in recent years due to the very low temperature involved in
preparing this kind of NLO material.
The third-order NLO susceptibility ��3� can be measured

by four-wave mixing or the Z-scan technique. The experi-
ments normally were performed with a low power continu-
ous wave, Ar ion, and high power Nd:YAG lasers operating
at different laser wavelengths and pulse duration. The ori-
gin of the third-order optical nonlinearity may come from
nonlinear refraction and nonlinear absorption. Normally,
the optical nonlinearity is composed of an electric com-
ponent (short time response) and thermal part (long time
response); these can be separated by different measure-
ments. The second-order nonlinear optical susceptibility ��2�

can be measured by second harmonic generation or Maker
fringes. The optical limiting effect is easily observed in non-
linear optical materials. The need to protect optical sensors
and human eyes from the damage induced by the high flu-
ences of pulsed lasers has led to increased attention for opti-
cal limiting materials [17].
Oak et al. [91] reported earlier the intensity-dependent

transmission of CdSxSe1−x and CdSexTe1−x particle doped
glasses at wavelengths of 1054 nm employing a mode-locked
Nd:glass laser with a pulse width of 6 ps. They found that
the transmission for the samples dropped down when the
input energy increased. The linear absorption is negligi-
ble; the main mechanism of energy loss is from two-photon
absorption. However, at higher intensities additional absorp-
tion induced by the laser-generated electron–hole pairs was
observed.
By a modified inverse microemulsion technique, Han

et al. [90] synthesized Ag2S coated CdS nanoparticles (about
10 nm in diameter). They measured by the Z-scan tech-
nique the nonlinear absorption in the Ag2S/CdS nano-
composites at 532 nm with both 25 ps and 7 ns pulses from
two frequency-doubled Nd:YAG lasers. Enhanced nonlin-
ear absorption in the nanocomposites was observed in com-
parison with the CdS nanoparticles, due to photo-excited
free carriers. The relaxation times of the free carriers in
the Ag2S/CdS nanocomposites were determined to be a
few nanoseconds. Furthermore, optical nonlinearities in the
nanocomposites depend on the ratio of Cd2+ and Ag+,
which enables us to optimize and synthesize desired optical
materials. Wu et al. [92] investigated the optical nonlinear-
ity of nanosized CdO–organosol. Two samples, CdO–CTAB
(cetyltrimethyl ammonium bromide) and CdO–DBS (dode-
cylbenzene sulfonate) organosols, were measured by using
the Z-scan technique with an 85 fs pulse of a Ti:sapphire

laser operating at a wavelength of 800 nm with a repeti-
tion rate of 82 MHz. Nonlinear absorption and refraction
from the samples were observed. The real and imagi-
nary parts of ��3� at 800 nm have been determined to
be −1�55 × 10−16 m2/W and 0.91 cm/GW for CdO–CTAB
organosol, and −6�97 × 10−16 m2/W and 8.64 cm/GW for
CdO–DBS organosol. The optical Stark effect and surface
trapped states are the possible origins of the observed opti-
cal nonlinearity.
Liu et al. [93] prepared PbS–polymer (C1-PEO-C11-

MA-40, NMA, AN, EGDMA, etc.) nanocomposites by
polymerized bicontinuous microemulsions. The size of PbS
nanocrystal is about 5 nm formed in aqueous domains
embedded in the NMA/AN/C1-PEO-R-MA-40 copolymer
network. They measured the nonlinearity of the nano-
composites at 780 nm using 150 fs pulses delivered by a
mode-locked Ti/sapphire laser, operating at a repetition rate
of 76 MHz. Its third-order nonlinear refractive index (�) at
780 nm is −6�8× 10−12 cm2/W, three orders higher than that
of commercial bulk materials. Such a large optical nonlin-
earity might be due to the surface-induced large separation
of charges between the delocalized electrons and localized
holes.
Two-photon absorption generally involves a transition

from the ground state of a system to a higher lying system
by simultaneous absorption of two photons and leads to a
fast optical limiting phenomena in semiconductors, such as
ZnO, ZnSe, InSb, etc. [94], as well as in some organic mate-
rials. Recently, Sanz and Lbanez [95] synthesized sol–gel
glasses doped with nanocrystals of stilbene 3. The organic–
inorganic nanocomposite materials can be highly doped
with active molecules through the control of nanometer-
scale crystallization. In the nanosecond regime, nonlinear
absorption was observed in the spectral range from 450
to 650 nm. The nonlinear absorption occurs in a two-step
process, which is characterized by two-photon absorption
and excited-state absorption spectroscopies. The two-photon
absorption spectrum of stilbene 3 nanocrystals shows a reso-
nance at 620 nm with a cross-section !TPA = 3�3× 10−48 cm4
s/photon molecule. The excited state absorption spectrum
of stilbene 3 nanocrystals, which was obtained by using a
pump–probe (� = 355 nm) geometry supercontinuum laser
light with a 30 ps time resolution, exhibits a broad resonance
with a maximum at 670 nm and a decrease of quasilinear
absorption at blue wavelengths.
It is interesting to mention that Maciel et al. [96] reported

nonlinear absorption experiments which were performed
with a class of ferroelectric glass–ceramic samples. The sam-
ples were prepared by heat treatment of (in molar %) 35
SiO2–31 Nb2O5–19 Na2O–11 K2O–2 CdO–2 B2O3 glass.
A set of glass–ceramic samples with different volume frac-
tions of sodium niobate (NaNbO3) crystallites was obtained.
The samples exhibit a large transparency window from the
near infrared to the visible average, and the sizes of NaNbO3
crystallites are around 10 nm. The optical transmission was
measured by using a Q-switched Nd:YAG laser (532 nm,
1064 nm, 15 ns, 5 Hz). The energies of the incident and the
transmitted pulses were simultaneously measured by using
two large area photodetectors connected to a fast oscil-
loscope. The photodetector used to monitor the transmit-
ted beam was placed in the far-field region and the light
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intensity was totally collected to avoid misinterpretation of
the data due to contributions of nonlinear refraction. They
found that samples show a nonlinear absorption at 532 nm,
and some of samples exhibit optical limiting depending on
the bandgap of these samples. The nonlinear coefficients of
two-photon and three-photon absorption were determined.
The approaches for increasing optical nonlinearity of

nanocomposites materials are as follows:

(i) increasing particle concentration,
(ii) working at near-resonant wavelength,
(iii) adding the dielectric confinement effect beside the

quantum confinement effect.

For example, the ��3� of 2% CdS doped glass was
estimated to be 1�5 × 10−10 esu at 390 nm, while ��3� val-
ues increase to 6�3 × 10−7 esu after increasing the dop-
ing concentration of CdS up to 8% by the sol–gel process
[97]. Optical nonlinearity can be enhanced by the dielec-
tric confinement effect, which is a surface polarization effect
induced by trapped state and atomic vacancy defects, as dis-
cussed. This includes two cases: (a) nanoparticles with high
refractive index, such as SnO2, CdS, and Pbs doped in a
matrix with low refractive index, such as SiO2 and PMMA;
(b) nanoparticles with a high refractive index, coated with a
low refractive index layer, such as stearic acid.
Very recently, Murugan and Varma [98] have fabricated

glass nanocomposites in the system (100−x)Li2B4O7−x ·
SrBi2Ta2O9 (0 ≤ x ≤ 22�5) by a melt quenching technique
followed by heat treatment. They found that the optical
transmission properties of these glass nanocomposites were
composition dependent. The ��3� values of the system are
higher for compositions containing higher SrBi2Ta2O9 (SBT)
content. The heat-treated samples could have larger ��3� val-
ues than as-quenched ones. The third-order nonlinear opti-
cal susceptibility ��3� for glass nanocomposites x = 15 is
determined to be 3�046 × 10−21 cm3. SHG was observed in
the transparent glass nanocomposites. The dependence of
second harmonic intensity on the angle of incidence is weak
for the compositions with x = 5 and 15. However, an appre-
ciable change in the SH intensity with the angle of incidence
is observed for the composition corresponding to x = 20
possibly due to larger crystallites of SBT.

3.3. Other Nanocomposites

Zhang et al. [99] prepared well-crystallized SBT thin films
by the PLD technique. The nonlinear optical measurements
were performed by using a single-beam Z-scan method.
A mode-locked Nd:YAG laser (1064 nm, 38 ps, 10 Hz)
was used as the light source. They performed an open
aperture Z-scan measurement and no nonlinear absorption
was found. However, closed-aperture Z-scan experiments
revealed a signal profile with a peak followed by a val-
ley, indicating a negative (self-defocusing) optical nonlinear-
ity. The calculated value of the nonlinear refractive index
of the sample is 1�9 × 10−6 esu, which compares favorably
with the nonlinearities of other representative third-order
NLO materials, such as V2O5, high-density Au-dispersed
SiO2 and TiO2 composites. This shows that SBT thin films
are promising materials for applications in NLO devices. In

another recent work [100], Yang et al. have reported reflec-
tion results from SBT and PbZrxTi1−xO3 (PZT, x = 0�30,
0.53, 0.8) samples employing laser pulses of 8 ns at 1064 nm.
For the SBT sample, when the input energy is low, the out-
put energy increases linearly with incident energy. However,
in excess of 270 "J/pulse, the output energy is nearly a con-
stant value of 185.6 "J/pulse. Saturation occurs for higher
inputs and functionally appears as typical limiting behavior.
They found that the output energy of the PZT sample also
shows an optical nonlinearity, and the behavior depends on
the atomic ratio of Zr and Ti. As to the mechanism, the
bandgap of the sample is too wide to make any nonlinear
absorption. The authors suggest that the nonlinearity may
result from a scattering of the incident light by the ferro-
electric domains in the films.
Recently, carbon nanotubes and their nanocomposites

have been investigated [15–17]. Their third-order opti-
cal nonlinearity and optical limiting properties have been
reported [15–17, 101–103]. Recently, Xu et al. [104] obtained
another tube-shaped material, vanadium oxide (VOx), by
a sol–gel technique. These VOx nanotubes are dispersed
in water or embedded in PMMA films. Their nonlinear
optical transmission was measured using 8 ns pulses from
a Nd:YAG laser with an f /40 optical system. At 532 nm
the transmittance of VOx in water drops when input flu-
ence increases. The behavior is similar with that of carbon
nanotube suspensions. However, the phenomena of VOx

embedded in PMMA is much better than that of carbon
nanotube–PMMA nanocomposites because the mechanism
in VOx nanocomposites is two-photon absorption, differ-
ent from the nonlinear scattering that occurred in carbon
nanotubes.
For convenience, Table 2 summarizes some results of the

third-order optical nonlinearities of nanocomposites.

3.4. Optical Limiting Effect

A currently important problem in science and technology is
related to the task of protecting the human eye and the sen-
sors of instruments detecting high-power light beams from
radiation damage [15, 17]. A solution to this problem is the
use of passive optical limiters as protection devices. An ideal
optical limiter is material or device that exhibits linear trans-
mission at low incident fluence, but output light fluence will
reach a saturated value when the incident light fluence is
over one threshold due to the optical nonlinearity of materi-
als. The possibility to fabricate an applicable optical limiter
based on nanocomposites materials was widely investigated.
optical limiting effects can be observed in several materials
and with different mechanisms [15, 17, 105], such as reverse
saturable absorption (RSA), two or three absorption, non-
linear scattering, or nonlinear refraction.
Among the nonlinear optical absorptions, RSA is a pri-

mary mechanism for some organic molecules and is demon-
strated to be one of the best processes to use for optical
limiting because it reduces the total pulse energy rather
than simply reducing the fluence or irradiance [15, 17]. RSA
occurs when a larger absorption from an excited state com-
pared to that from the ground state is observed. For exam-
ple, C60 and its derivatives represent such an interesting class
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Table 2. Third-order optical nonlinearities of some nanocomposites measured by Z-scan (ZS), degenerate four-wave mixing (DFWM), nonlinear
transmission (NLT), or Kerr experiment (Kerr), where � and 
 are laser wavelength and pulse width, respectively.

� ���3�� �
Material and state (nm) 
 (10−10 esu) (10−20 m2/W) Method Ref.

Au/SiO2 film 532 7 ns 10,000 ZS [117]
Au/SiO2 film 532 70 ps 10,000 DFWM [70]
Au/silica film 532 7 ns 30,000 ZS [68]
Au/BaTiO3 film 532 10 ns 6600 ZS [118]
Ag/polystyrene film 830 1011 Kerr [75]
Ag/BaTiO3 film 532 10 ns 10,000 ZS [119]
Cu/Al2O3 film 596 6 ps 2.06 2,930,000 ZS [72]
Cu/Al2O3 film 590 30 ps 1000 8,000,000 ZS [66]
Fe/BaTiO3 film 532 10 ns 7200 ZS [120]
Si/SiO2 film 813 60 fs 13 ZS [121]
CdS/PDA film 530 5 ns 1010 ZS [122]
CdO/CTAB organosol 800 85 fs 1.67 −15�500 ZS [82]
CdO/DBS organosol 800 85 fs 8.22 −69�700 ZS [82]
PbS/polymer 780 150 fs −68�000 ZS [55]
PbS/CdS solution 780 150 fs 1013 ZS [123]
NaNbO3/glass–ceramic 532 70 ps 10 ZS [124]
CuCl/glass 1330 3.3 ZS [125]
Rh /BaTiO3 film 532 10 ns 3590 ZS [126]
GaSb/SiO2 film 632�8 1011 ZS [127]
InP/SiO2 film 632�8 −109 ZS [128]
PbO/glass 532 5 ns 1580 ZS [129]
Cu/silica glass 532 6 ps 108 ZS [130]
Ge/silica 780 150 fs 108 ZS [131]
Ge/silica 532 35 ps 1013 ZS [132]
PbS/microemulsion 780 150 fs −48�000 ZS [133]

of molecules for optical limiting in visible range [17]. C60
exhibits optical limiting behavior with a saturation threshold
lower than other materials. RSA is its dominant mechanism
[17]: there exist allowed broadband transitions from the first
excited singlet and triplet to the higher excited states and
this results in absorption in the visible and near infrared
range that is much stronger than the absorption from the
ground state, leading to RSA. In comparison with the C60–
toluene system, a reduction of the saturated threshold by a
factor of 3 to 5 was obtained by Belousov et al. in a C60–
CCl4 system [106]. Further experiments show that the optical
limiting performance of C60 in room temperature solution
toward nanosecond laser pulses at 532 nm strongly depends
on the fullerene solution concentrations.
Optical limiting from fullerenes in solid materials, such

as SiO2 matrix, was reported [17]. Measurements at 532 nm
on samples with two C60 concentrations exhibited RSA. The
sample with a larger concentration shows a lower limiting
fluence. The presence of thermal effects, scattering, and
other effects besides RSA makes it difficult to get their rela-
tive contributions [17]. The fullerene–metal nanocomposites
remain a relatively unexplored area [17]. Recently, Sun
et al. [107] prepared a novel fullerene–Ag nanocomposite
(DTC60–Ag) by the in-situ reduction of silver ions encapsu-
lated in a new monofunctionalized methano-[60] fullerene
derivative (DTC60) with reverse micellelike structure. Their
experimental measurements demonstrated that the optical
limiting behavior of DTC60–Ag is better than that of both
C60 and DTC60.

We have observed optical limiting effects in Ag–polymer
nanocomposites. Here Ag can be nanoparticles with diam-
eter from 2 to 10 nm or nanorods with length–diameter
ratios of 2:1 to 8:1. Optical limiting at different wavelength
was observed by adjusting the particle size or the length–
diameter ratio of the Ag rod. The limiting comes from
nonlinear scattering from the Ag due to the absorption of
surface-plasmon resonance. Oak et al. [91] found optical
limiting within CdSxSe1−x doped glasses at 1054 nm in the
range of 6 ps. They attributed the main mechanism of lim-
iting to two-photon absorption. At higher input intensities,
additional absorption due to laser-generated carriers was
observed.
Recently, Sanz and Lbanez [95] synthesized sol–gel glasses

doped with nanocrystals of stilbene 3. The organic–inorgnic
nanocomposite materials can be highly doped with active
molecules through the control of nanometer scale crystal-
lization. For sample thickness and concentration to be 1 mm
and 300 g/L, in a f /5 optical system, laser pulse 2.6 ns, at
low energy (<5 "J), the sample is transparent and the trans-
mitted energy increases linearly with the incident energy. At
higher incident energies, the output energy is damped below
20 "J within the visible range due to two-photon absorption
and excited state absorption.

4. CONCLUSIONS
We have not discussed the second-order optical nonlinear-
ities of nanoparticles in this chapter. More details can be
found in the work of Wang et al. [59].
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As discussed, the novel properties of nanoparticles and
nanocomposites are dominated by two major effects: surface
effects and unique characteristics of electrons in confined
systems. The increasing surface energy associated with the
larger surface-to-volume ratio of small particles determines
the physical and thermodynamic properties of the nano-
particles and nanocomposite, such as melting points. Surface
effects and electron confinement combine to produce novel
electronic properties that can be manifested in a wide range
of effects, such as a large nonlinear optical susceptibility, etc.
For metal nanocomposites, people wish to have higher

��3� and lower linear absorption as higher linear absorption
and the corresponding long thermal relaxation time of the
insulating matrix decrease the figure of merit for these mate-
rials. ��3� varies as 1/r3. Thus, it would be the goal to pro-
duce extremely small particles with narrow size distribution
and higher volume ratio of metal particles in the matrix.
For the ideal case of materials composed of linearly

arranged particles, very large enhancements can be obtained
provided that the particles are aligned in the polarization
direction of the incident field. In this case, very high inten-
sities are induced inside the particles at the center of the
linear chain and the local field amplification is accompanied
by a shift of the spectral location of the resonance.
Semiconductor nanoparticles and nanocomposites have

also attracted much attention because they were shown to
have large third-order optical nonlinear susceptibility. Basi-
cally, quantum size and interfacial effects are those we must
consider when we want to increase the optical nonlinearity.
For example, various chemical methods are developed to
passivate the surface of nanoparticles. For the second case,
various functional molecules are used to modify the surface
of nanoparticles to form core–shell structure. Another factor
to increase optical nonlinearity of nanocomposite materials
is the dielectric confinement effect. This effect depends on
the dielectric constant ratio, such as high refractive index
nanoparticles doped in low refractive index matrix or coated
with a low refractive index layer.
Finally, we would like to point out that the optical

nonlinearity of nanoparticles and nanocomposites could be
enhanced by the change of coupling between light and mate-
rials. We observed strong nonlinear absorption in VOx nano-
tubes at 532 nm, but the nonlinear absorption vanishes when
these nanotubes were unrolled into platelets. Another exam-
ple is that a larger optical nonlinearity was observed in B,
N doped carbon nanotubes compared to pure carbon nano-
tubes (see the chapter entitled “Doped Carbon Nanotubes”
in this encyclopedia [15]). This means that the dimensional
and electronic structures play important roles in the NLO
properties of nanoparticles and nanocomposites.

GLOSSARY
DFWM The nonlinear interaction of three optical waves
of the same frequency to generate a fourth, re-emitted
wave is known as DFWM, and the method has provided a
wealth of knowledge about the behavior of excitons in III–V
semiconductors.
Gaussian beam Lowest divergence, smallest radius laser
beam possible for a given oscillator. It is created when the
laser is operating in the TEM00 mode.

Hyperpolarizabilities The coefficient of the higher than
linear terms in the relation between the electric dipole
moment of a molecule and the electric field which acts on
the molecule.
Kerr effect A quadratic nonlinear electro-optic effect
found in particular liquids and crystals that are capable of
advancing or retarding the phase of the induced ordinary
ray relative to the extraordinary ray when an electric current
is applied. It varies as the square of the voltage.
Rayleigh scattering Scattering of radiation in the course
of its passage through a medium containing particles, the
sizes of which are small compared with the wavelength of
the radiation. Method an OTDR uses.
Spectrometer A device used to measure radiant intensity
or to determine the wavelengths of various radiations.
Surface plasmon resonance (SPR) phenomenon The col-
lective oscillation of the conduction electrons of the metal
under the influence of an applied electromagnetic (EM)
wave.
Third-order nonlinear susceptibility Used to characterize
the degree of third-order optical nonlinearity.
Transmittance The ratio of the radiant power transmitted
by an object to the incident radiant power.
Z-scan technique Used to measure the sign and the mag-
nitude of the refractive and the absorptive nonlinearities
with single beam.
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1. INTRODUCTION
Progress in development of computer facilities, optoelec-
tronics, and some other fields of engineering is, above all,
associated with use of thin films as the ground of their ele-
mentary base. At present, a great interest is expressed in
application of nanostructures and quantum dots as com-
pared to use of continuous films [1–11]. There are reasons to
suppose that application of nanostructures in optics, micro-
electronics, biology, or medicine can lead to a qualitative
out-break in evolution of mankind.

Nanostructures can be prepared by various ways [1–5, 12,
14–18]. Here, we examine formation of nanoparticles on the
surface of solid substrates. Particles whose sizes are not in
excess of 100 nm are considered as nanoparticles. As for
crystals of such sizes, they, in general, do not contain dis-
locations or some other linear defects. Films composed of
such particles have a developed surface. This leads to for-
mation of unique properties in the nanosystems, which are

not observed in ordinary materials [2–9, 12, 13]. On the sur-
face of solid substrates, nanoparticles can be prepared by
deposition from liquid or solid phases [1–5, 12, 14–19]. In
addition, they can be obtained by using sol–gel technology
or electrodeposition [20, 21]. Nanocrystal formation pro-
cesses represent typical first-order phase transitions. While
the nanocrystals formed on the surface of substrates are
not elastically stressed, their nucleation can be described by
means of the classical nucleation theory. In the case where
nanocrystals are elastically stressed and they are formed on
crystal substrates, main approaches and methods of descrip-
tion of their nucleation remain unchanged; however, the
mechanism of formation and growth of nanoparticles is of
another physical nature. Therefore, we start with analysis
of nucleation of unstressed nanostructures and then, in the
next section, we present new approaches to description and
examination of growth of coherent nanostructures. In liter-
ature, it is common to call the new phase nuclei as islands,
whereas the island ensembles are named as island films.
Here and elsewhere, we follow the above notations. This
helps the reader to use the results outlined in our review for
description not only of nanoparticles, but also of nuclei of
any sizes. During growth of films containing islands of nano-
sizes, experimenters and engineers are forced to control a
whole number of parameters, such as material and structure
of the substrate, the temperature of the substrate, composi-
tion of vapor, and intensity of its inflow. To obtain the island
size and composition needed, the parameters are selected,
as a rule, empirically. In this case, it is necessary to know a
terminal time of the growth process, in order that the size of
islands does not fall outside the nanosize limits. It is already
clear today that further development will be impossible with-
out analysis of the complicated physical chemical phenom-
ena which take place in the nucleation process [22–46]. The
study of these phenomena began in the mid-1950s. Princi-
pal attention was paid to the new phase nucleation on the
solid surfaces. Initially, the main theoretical analysis of new
phase nucleation was carried out in the framework of the
classical nucleation theory [23–25], disregarding the varia-
tion of supersaturation during condensation and, the more
so, disregarding a possible change of growth mechanisms in
individual islands. Hence, the comparison of experimental
results on surface new phase nucleation with the classical
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nucleation theory revealed a substantial difference between
them. This led the researchers to an erroneous deduction for
the impossibility of using the concepts of the classical theory
of phase transitions in surface processes and the necessity of
rejecting them. In particular, it was assumed that such quan-
tity as the specific interphase energy could not be used at all
in the description of the early stages of thin-film nucleation.
That is why, in the early 1960s, the so-called discrete mod-
els appeared that described the new phase nucleation with
the help of the methods of equilibrium statistical mechan-
ics [29]. It should be noted that these theories could not
describe the nucleation of strongly metastable and unstable
systems in the same measure as the rejected classical model
since they ignored the most important effect, namely, the
increase of long-wave density fluctuations in the spinodal
region [44, 46, 47]. To establish a correspondence between
the theory and experiment, it was actually quite enough to
allow for the variation of the supersaturation in time and the
related possibility of changing growth mechanisms of indi-
vidual islands [22, 23, 37]. Furthermore, most of the models
were constructed for single-component films only, while a
wide variety of experiments were carried out with multicom-
ponent systems. The needs of engineering led, in the course
of time, to the necessity of obtaining composite multicompo-
nent films with prescribed properties and composition, and
the above-mentioned models could, in no way, give answers
to these problems. They rather “diverted” the researchers
from the straight pathway. Meanwhile, fundamental studies
of the kinetics of first-order phase transitions were being
conducted in the same period. It is shown that the kinet-
ics of first-order phase transitions is a complicated multi-
stage process accompanied by various nonlinear phenomena
[47–65]. Such stages typically include nucleation, the sepa-
rate growth of new phase nuclei, coalescence, and the late
stage, that is, Ostwald ripening (OR), where the growth of
the larger islands proceeds at the expense of dissolution of
the smaller ones. The indicated processes have widely differ-
ent time scales. The most rapid stage is the nucleation, then
goes the separate growth, and so on. This time hierarchy
means that the fast processes have time to “keep up” with
the slow ones [63]. Solution of the equations for fast pro-
cesses provides, in fact, the initial conditions for the equa-
tions of slower processes. It turned out that the solution
obtained in the framework classical theory was valid at the
nucleation stage only. At later stages, it is necessary to take
into account the equations of conservation of matter in a
system and to solve the corresponding nonlinear problems.
The extension of these ideas and methods to the nucleation
process of islands, as well as the development of a consis-
tent field approach [63] providing a unified standpoint for
the description of condensation under any arbitrarily high
supersaturations, offered quite a new view of the problems
of the formation of nanofilms. The supersaturation values
were found, for which it was necessary to employ the classi-
cal nucleation theory for the description of the nucleation of
islands, and also the values, for which it was necessary to use
the field approach [63]. All this made it possible to apply a
unified approach to the description of condensation of mul-
ticomponent nanofilms, irrespective of the type of the initial
phase (vapor, gas, liquid, etc.) and condensation conditions.
It was shown that the surface brings appreciable diversity

to the phase transformation, although the basic stages stay
unchanged.

2. THERMODYNAMICS OF
AN ADSORBED LAYER

An important specific feature of the new phase nucleation
on the substrate surface, as compared to homogeneous
nucleation in the bulk, is the presence of various defects on
the substrate. Defects are typically divided into point and
linear ones; the latter include steps, surface dislocations, and
scratches. No rigorous theory of heterogeneous new phase
nucleation on a surface has yet been developed. The exist-
ing theories of new phase nucleation on solid surfaces pro-
ceed either from the classical nucleation theory [22–24, 43]
modified for the two-dimensional case and allowing for the
possible role of defects in nucleation, or from the atomistic
model [29]. The surfaces of solid bodies can, in the general
case, be both crystalline and amorphous. The modern con-
cepts [22, 66] distinguish between atomically “smooth” and
atomically “rough” surfaces. The former usually include sin-
gular and vicinal facets, while the latter include nonsingular
ones. Singular surfaces are characterized by a local minimum
in the surface tension � and a discontinuity in the angular
derivative ��/�� (here � is the angle in the polar diagram
[66]). Such features of � and ��/�� behavior are typical
for all directions described by rational Miller indices, the
minima being sharpest and deepest in the directions normal
to the close-packed planes (with minimum Miller indices).
Vicinal planes have a small deviation from the alignment of
close-packed facets [66]. To describe the atomic structure of
vicinal facets, the TLK (terrace, ledge, kink) model [66] is
most often used, which allows obtaining the binding energy
of atoms that are in different positions. In terms of the TLK
model, one can calculate both the number of ledges and
the spacing between them and can also determine the con-
centration of atoms in each position, that is, in atomically
smooth regions of the surface, on a step, in a ledge, etc. [66].
Thus, even ideal crystal surfaces having a slight deviation
from a close-packed orientation are steplike; at T > 0, the
steps are covered with ledges; the surfaces of real crystals
are rough, contain surface vacancies, surface dislocations,
intergrain boundaries, and other defects [8, 66–69]. They all
essentially affect the parameters of the condensation and
may serve as orienting centers for nucleation of nanoislands.
Crystal surfaces of substrates for nanostructures could be
exposed to thermal or chemical treatment [12, 14, 15, 18,
70–74]. After such a modification, crystal surfaces change
their properties. The orientation and the number of free
chemical bonds change in the process of the modification.
Surface tension changes as well. So, the treatment of sub-
strate surfaces allows the nucleation of nanoislands to be
controlled.

The adsorption, desorption, and diffusion of atoms over
the surface of a substrate have been rather well investigated
[66, 75]. Adsorption is typically thought of as the first stage
of film condensation [2, 4, 12, 14, 22, 23]. In condensation
from a single-component vapor, monomolecular and disso-
ciative adsorptions are most frequently distinguished [22]
which, for small substrate occupation numbers, lead to a
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uniform formation of adatoms over the entire nonoccupied
substrate surface with a constant rate J

J = CgP�2�MkBTv�
−1/2 (1)

where P is the vapor pressure, Tv is the vapor temperature,
M is the mass of one deposited molecule, kB is the Boltz-
mann constant, and Cg is a geometric factor. The adsorbed
atoms can either desorb back into vapor or jump over (dif-
fuse) to one of the neighboring sites [29, 32, 66]. In the
single-component case, the rate of desorption is described
by the equation

dn1

dt
= −n1

�r
� �r = �−1 exp

Ea

kBT
(2)

where n1 is the surface adatom density, t is the time,
dn1/dt is the desorption rate, �r is the characteristic time
of monomolecular desorption (re-evaporation time), Ea is
the desorption activation energy, and � is the frequency of
tangential oscillations of an atom on the substrate surface
[22, 66]. After establishing equilibrium between the surface
and the surrounding initial phase, a two-dimensional “gas”
of adatoms with surface density n1 is formed on the surface
of the solid body [22, 24, 29]. In the case of monomolecu-
lar desorption, this proceeds approximately within a time �r .
A large number of papers is devoted to the study of the ther-
modynamic and kinetic characteristics of such an adsorbed
“gas” [63, 75–77]. The most interesting and important for us
are the thermodynamic stability, instability, and metastabil-
ity of those systems, because it is these characteristics which
are directly connected with the possibility of phase transfor-
mations in adsorbed layers. An expression for the state of
an adsorbed gas on the substrate surface was derived in [63].
The equation is of the form

P

kBTc

= T

Tc

ln
1

1− n
− 2n2 (3)

where n is the density of atoms adsorbed on the surface and
Tc is the critical temperature. For T < Tc, P < Pc = �ln 2 −
1/2�kBTc, the P�V � isotherms contain a characteristic van
der Waals loop testifying to a first-order phase transition of
gas-liquid type. In real systems such a transition occurs only
in the interval Tt < T < Tc between the triple and the critical
points. The given model (the same as other models of this
type) describes only the phase transition of gas-liquid type
(amorphous state), that is, the amorphous film condensation
and the first stage of the crystalline film condensation, which
proceeds by the vapor-liquid-crystal mechanism. In spite of
the simplifications made, this continual model satisfactorily
describes many principal features of the behavior of the
adatom system. From this equation the phase-equilibrium
and spinodal curves can be obtained. The curves are plotted
in Figure 1. where n1e and n2e are the equilibrium densities
of the adsorbed gas and amorphous phase, respectively; n1es
and n2s are the concentrations corresponding to the spin-
odal range. The region of metastable states, n1e < n < n1s ,
corresponds to a supersaturated vapor  = n/n1e − 1, and
the region n2s < n < n2e to a superheated liquid. It is pre-
cisely in the region n1e < n < n1s that the film condensation
proceeds through nucleation, and for n = n1s the critical
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Figure 1. Phase-equilibrium curve (1) and spinodal curve (2) respec-
tively. The values of n1e, n1s , n2s , and n2e are shown for T /Tc = 0!7.
Reprinted with permission from [22], S. A. Kukushkin and A. V. Osipov,
Usp. Fiz. Nauk 168, 1083 (1998). [Phys. Usp. 41, 983 (1998)]. © 1998,
S. A. Kukushkin and A. V. Osipov.

nucleus consists of only one particle. The quantity  max =
n1s/n1e − 1 has the meaning of maximum possible super-
saturation. For supersaturations exceeding  max, the adatom
population becomes unstable and a spinodal decomposition
begins in it [44–47, 63].

3. NANOFILM GROWTH REGIMES
The thin-film growth regimes are typically divided into layer-
by-layer, island, and intermediate [29, 33]. Just the same
regimes are realized during the growth of nanofilms. The
layer-by-layer, or the Frank–van der Merwe, regime is real-
ized in the case when the atoms of a deposited substance
are bound with the substrate more strongly than with each
other. Monatomic layers in this regime are occupied in turn;
that is, two-dimensional nuclei (one atom thick) of a subse-
quent layer are formed on the upper part of the nuclei of
the preceding layer after the latter is occupied. The equilib-
rium form of the nuclei is found by the Wulf theorem [66].
The theoretical description of the layer-by-layer growth is
customarily given in the framework of the Kashchiev model
[24] or its modifications [78, 79]. The island, or Volmer–
Weber, regime is realized in the opposite case, that is, for the
atoms of a deposited substance bound with each other more
strongly than with the substrate. Island growth can only be
realized under the condition [33]

�s < �d + �s−d − const · kBT ln� + 1� (4)

where �s is the free energy of a unit substrate surface, �d is
the free energy of a unit adsorbate surface, and �s−d is the
free energy of a unit substrate-adsorbate interface. Other-
wise, the layer-by-layer regime holds. In the island regime,
small nuclei are formed straight on the substrate surface and
then grow, transforming into large islands of the condensed
phase [33]. Thereupon, these islands merge to form a con-
tinuous film after the channels between them are filled [33].
In the intermediate, or Stranski–Krastanow, regime, the first
to be realized is a layer-by-layer growth and then, after one
or two layers are occupied, island growth begins. There may
be several reasons for the change of the growth mechanisms
[33]. The principal cause is that the lattice parameter can-
not remain unchanged upon occupation of an immediate
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layer. Its variation entails a strong increase of the adsorbate-
intermediate layer interface energy, which provides fulfill-
ment of the island regime criterion (4). A large number of
examples illustrating all three thin-film growth conditions
and experimental methods of their investigation are pre-
sented in reviews [29, 33]. It was shown in [80] that under
certain conditions the faceting of cap-shaped clusters at the
OR stage may lead to a replacement of the island mech-
anism by the layer-by-layer one. In this regime, condition
(4) holds at first and then the change in the condensate
symmetry causes its violation. Thus, the material of the sub-
strate and the type of its surface determine the film growth
regime. At present, investigators pay particular attention to
the growth of films by the Stranski–Krastanow mechanism
[1–5, 12, 14]. First of all, this is associated with require-
ments of optoelectronics in semiconductor structures based
on quantum dots. During the growth of quantum dots, an
elastic energy arising along the substrate-wetting layer inter-
face is of great importance. The elastic energy is responsi-
ble for a substantial difference in the kinetics of nanostruc-
ture nucleation. Nevertheless, the basic equations describing
the nucleation processes of nanoparticles coherently con-
jugated with a substrate and, accordingly, the methods for
their solution are, in most cases, similar to the equations
describing the growth of unstrained structures, from the
mathematical point of view. Therefore, we start to analyze
the nucleation of nanoislands without taking into account
the elastic energy, that is, the islands forming and growing
by the Volmer–Weber mechanism, whereas, then, we inves-
tigate the growth of coherent nanoparticles in Section 9.

4. NUCLEATION PROCESSES OF
UNSTRESSED NANOPARTICLES

4.1. The Nucleation Processes of
One-Component Nanoparticles

Let us discuss the methods used to describe the nucleation
processes on the surface in the cases of single- and multi-
component films. The most widely employed is the so-called
capillary model [24, 25, 27, 31] first formulated by Volmer
and Weber, Becker and Döring, and Zel’dovich. This model
postulates the following. Positive free-energy fluctuations
that lead to overcoming the activation barrier are necessary
for the condensation of a new phase from a supersaturated
vapor in the metastable state (i.e., over the region n1e <
n1 < n1s� [22, 24, 25, 27]. The presence of such a barrier is
associated with the fact that the free energy of nucleation
from a supersaturated vapor has a maximum at a certain
critical point. Nuclei on a substrate may have various shapes
[1, 2, 12, 22, 24] but theoretically they are most frequently
assumed to look like a disc or a hemisphere according to the
film growth mechanism [2], because many films grow by
the vapor-liquid-crystal mechanism. The free energy F of
the formation of disc-shaped clusters on an ideal substrate
can be written in the form [23–25, 27]

F �i� = 2
√
ai − i ln� + 1�− ln�n0/n1� (5)

Here i is the number of particles in a nucleus, a =
��st/kBT �

2�w/h, �st is the effective interphase energy per

unit length of the disc boundary, h is the disc height, w
is the volume occupied by one particle in the nucleus, n0
is the number of adsorption sites on the substrate surface,
n0 ∼ 1/B2, where B is the substrate lattice constant, and F
is expressed in kBT units. The first term in Eq. (5) is the
energy of the surface tension, the second is the chemical
potential difference between the new and the old phases,
and the third is a statistical correction due to the distribu-
tion of n1 atoms over n0 lattice sites [22, 24]. The maximum
of the free energy (5) is positioned at the point

ic = a/ ln2� + 1� (6)

and is equal to

F �ic� = a/ ln� + 1�− ln�n0/n1� (7)

The nucleus has to overcome just such a potential barrier
of height H� � = F �ic� owing to heterophase fluctuations
in order that it might grow further regularly. According to
the capillary model, an elementary act changing the nucleus
size is either an attachment to it or, on the contrary, a
loss of one molecule (the merging of nuclei is ignored). As
regards sufficiently large nuclei containing i � 1 particles,
this change is small, and therefore the evolution of large
nuclei is described by the Fokker–Planck equation [22–24]

�g

�t
= −�I

�i
� I = −W�i�

[
�g

�i
+ g

dF �i�

di

]
(8)

where g�i� t� is the distribution function of nuclei over the
number of particles i in them, I is the nucleation rate (it van-
ishes for an equilibrium distribution g = const · exp�−F �i��,
and W�i� is the diffusion coefficient in the dimension space,
which is equal to the number of molecules coming into the
nucleus from the ensemble of adatoms per unit time. The
stationary solution of this equation has the form [22–25, 27,
38, 40, 41]

gs�i� = I exp)−F �i�*
∫ �

i
W−1�i′� exp F �i′� di′ (9)

(the standard boundary condition gs exp F �i� → 0 as i → �
was taken into account here). The probability of fluctua-
tions described by the second derivative of g with respect
to i increases rapidly with decreasing size. Hence, the store
of subcritical nuclei may be regarded as supplemented so
rapidly owing to the fluctuations that their number remains
in equilibrium in spite of the permanent outflow of the flux
I . Consequently, the boundary condition to Eq. (8) takes the
form gs�i�→ n1 exp)−F �i�* as i → 0 and therefore from (9)
we find

I = n1

[∫ �

0
W−1�i′� exp F �i′�di′

]−1

(10)

The integrand in Eq. (10) has a sharp maximum at the point
i = ic, which allows us to calculate the integral using the
Laplace method:

I = n1

√−F ′′�ic�/2�W�ic� exp)−F �ic�* (11)
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The square root in Eq. (11) is sometimes called a nonequi-
librium Zel’dovich factor. Let us estimate the quantity
W�ic�, which is the frequency with which adatoms are
attached to a critical nucleus. To this end we shall use the
lattice model. Let Rc be the radius of the critical nucleus
linear boundary, l0 the length of diffusive jumps of adatoms,
� the desorption frequency, and Ed the activation energy of
surface diffusion. Then we have

W�ic� = 2�Rcn1-0��d/4� exp�−Ed/kBT � = 2�Rcn1Da/-0
(12)

where Da = �-20�/4� exp�−Ed/kBT � is the diffusion coeffi-
cient of adatoms. From this, for disc-shaped nuclei we arrive
at [23]

I� � = C1n1en0Da� + 1� ln1/2� + 1� exp)−a/ ln� + 1�*
(13)

Similarly, for nuclei in the shape of a hemisphere we have

I� � = C2n1en0Da� + 1� ln� + 1� exp)−b/ ln2� + 1�*
(14)

Here C1 =
√
2w/h-20, C2 = 2 sin �)

√
3/2�-30 × �1 −

cos ��2�2 + cos ��/0*−1/3b−1/2� b = 4���/kBT �303�2 +
cos ���1 − cos ��2/3, � is the interphase energy per unit
area, and � is the contact angle. The time ts of setup of a
stationary nucleation rate has been repeatedly evaluated by
various authors, all the values being coincident in the order
of magnitude [81, 82]. The mean value is as follows

ts =
1

−F ′′�ic�W�ic�
(15)

In thin-film condensation, this time is usually very short
(10−4–10−8 s) both for disc- and cap-shaped nuclei, and
therefore, in practice it suffices only to calculate the station-
ary flow of nuclei I . The method of making allowance for
nonstationary effects (necessary for the description of very
fast processes) was proposed, for example, in [81–83].

4.2. The Nucleation Processes
of Multicomponent Nanofilms

Multicomponent systems may be divided into two groups.
One of them includes systems with solid solutions as islands
[22, 23, 37], and the other involves systems with islands con-
sisting of stoichiometric compounds [22, 23, 84–86]. We shall
first discuss the nucleation of multicomponent stoichiomet-
ric islands and then pass over to an examination of nucle-
ation processes in islands of solid solutions. According to
[23], islands of stoichiometric compounds can be formed in
the following ways:

1. The rate of the chemical reaction is much higher than
the rate at which a new phase forms. In this case,
molecules of the chemical compound are first formed,
and then nucleation of the islands takes place.

2. The nucleation rate of the islands is much higher than
the formation rate of a chemical compound on the
substrate. In this case, islands of a mixture of chemi-
cal elements are formed due to heterogeneous fluctu-
ations, and the chemical reactions then take place in
the islands, producing a stoichiometric compound.

3. The rates of the chemical reaction and formation of
the islands are comparable; the rate of the chemical
reaction is nonlinear and the reaction product behaves
as a catalyst of the reaction. In this case, self-induced
oscillations in the number of the new phase nuclei and
their self-organization are possible.

4. Growth of the islands proceeds as a result of the chem-
ical reaction at their surface [23].

According to results obtained in [87, 88], the stationary
flow of multicomponent stoichiometric disc-shaped islands
of height h nucleating on the substrate surface is given by

I ′
s� � = 1′

s� + 1� ln1/2� + 1� exp)−as/ ln� + 1�* (16)

The flow of cap-shaped nuclei can be expressed by

I ′′
s � � = 1′′

s � + 1� ln� + 1� exp)−bs/ ln2� + 1�* (17)

In Eqs. (16) and (17), 1′
s = A1sn

2
0D

0
s 3 1

′′
s = A2sn

2
0 D

0
s ;

A1s = �0s
m/h�

1/2; A2s = 2 sin �)
√
3/2��1 − cos ��2

�2 + cos ��/0s
m*

−1/3�bs�−1/2; as = ��st/kBT �2�0s
m/h; bs =

4���/kBT �3�0s
m�

3�2 + cos ���1− cos ��2/3; 0s
m =∑ns

i=1 �i0i

is the volume of a molecule of the chemical compound;
0i is the volume of an atom of an ith component of the
chemical compound; �i is a stoichiometric coefficient of an
ith component; ns

1e = n0
∏ns

i=1 5
�i
i0 is the equilibrium density

of molecules of the chemical compound on substrate

D0
s =

[ ns∑
i=1

p2
i li

Dai5i0

]−1

(18)

is the generalized diffusion coefficient; 5i0 is the equilibrium
concentration; pi = �i/

∑ns

i=1 �i are the reduced stoichiomet-
ric coefficients; Dai is the diffusion coefficient of an ith com-
ponent; li the length of diffusive jumps of an ith adatom.
Supersaturation  in the case of multicomponent systems is

 =
∏ns

i=1 5̄
�i
i −Ks

�
Ks�

(19)

where Ks
� =∏ns

i=1 5
�i
i0 is an equilibrium constant of the chem-

ical reaction producing the chemical compound of compo-
sition s, and 5̄i is the concentrations on the surface of an
ith component of the multicomponent system. As it follows
from Eqs. (16) and (17), the formal expression of nucleation
rates in multicomponent stoichiometric systems is similar
to that for single-component ones. However, kinetic coef-
ficients in the equations depend on the kinetic coefficients
for each component. In the case of nucleation of multicom-
ponent films of solid solution, the free energy of a nucleus
depends on the number of particles of each component. Its
calculation is a separate, fairly complicated problem [89].
Let a nucleus be involved in the new phase nuclei repre-
senting a mixture of different components, and let the mix-
ture be a regular solid solution. Let m be the number of
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vapor components, and i1� i2� ! ! ! � im the number of particles
of each component in a nucleus. Then the free nucleation
energy F expressed in the thermal units kBT is equal to [22,
23, 89]

F �i1� ! ! ! � im� = ��i1� ! ! ! � im�S

−
m∑
j=1

ij ln
nj

nje�i1� ! ! ! � im�
− ln

[
n0

/ m∑
j=1

nj

]
(20)

where � is the specific interphase energy, S is the area of
the nucleus phase boundary, nj is the surface concentration
of the component j , nje is the vapor concentration of the
component j which is in equilibrium with the nucleus of this
particular composition, and n0 is the concentration of the
lattice sites on which atoms are adsorbed. The nucleus com-
position is determined by the set of molar concentrations
:�k; of each component, where

�k = ik

/ m∑
j=1

ij �
m∑
j=1

�j = 1 (21)

The dependence of � and nje on �k for a regular solid
solution with a given heat of mixing of components is calcu-
lated within the thermodynamic theory of solutions [23, 89].
In particular, if a nucleus is an ideal solution, then

� =
m∑
j=1

�j�j� nje = n0
je �j (22)

where �j and n0
je are the interphase energies and densities

of a saturated vapor of pure components. Solution of the
system of equations �F /�ij = 0 gives the number of particles
of each component ijc in the critical nucleus, after which
one can readily calculate the height of the activation bar-
rier H = F �i1c� ! ! ! � imc�. The equation H−1�n1� ! ! ! � nm� = 0
specifies the surface that separates the regions of concen-
trations with and without nucleation. In the simplest case
of an ideal solution with equal �j , this equation takes the
form [89]

m∑
j=1

nj

n0
je

= 1 (23)

Along with nuclei containing all m components, those
involving a smaller number of components can be formed
on the substrate, and therefore the whole range of con-
centration variation is divided into different phase regions
with the help of 2m − 1 interfaces of the type H−1�nj� = 0,
H−1�nj� nk� = 0, etc. In particular, for m = 2, three dividing
lines H−1�n1� = 0 �n1 = n0

1e�, H
−1�n2� = 0 �n2 = n0

2e�, and
H−1�n1� n2� = 0 specify five phase regions; see Figure 2.

In region a no new phase formation is observed; in region
b only two-component islands nucleate, in region c two-
component islands and those of the atoms of the second
component, nucleate in region d two-component islands and
those of the atoms of the first component nucleate, and in
region e two-component islands and islands of the atoms
of each component nucleate (the nucleation rate for islands
of a mixture is as a rule much higher than the single-
component nucleation rate). In the newly formed islands of

Figure 2. Phase diagram of a binary system. Reprinted with permission
from [22], S. A. Kukushkin and A. V. Osipov, Usp. Fiz. Nauk 168, 1083
(1998) [Phys. Usp. 41, 983 (1998)]. ©1998. S. A. Kukushkin and A. V.
Osipov.

a new phase, a reaction begins among the components or
(if the components cannot make up a chemical compound)
a eutectic decay, or the formation of a solid solution takes
place. The behavior of the system is determined by the type
of the corresponding state diagram for a solid mixture. In
particular, for a binary system there exist five main types of
state diagrams for a solid mixture [23, 89]. All possible cases
of condensation are accordingly divided into 25 variants. All
of them are considered in detail in [89]. Systems with three
or more components are analyzed similarly but with a sig-
nificantly greater number of versions. The analysis of the
behavior of an ensemble of adsorbed particles shows that all
the versions of multicomponent film condensation make up
a set of processes, each proceeding at a certain stage [89].
We shall point out the processes that play the key role:

1. chemical reaction in an adsorbed multicomponent gas
with a simultaneous nucleation of the final product of
the reaction;

2. formation of nuclei representing a mixture of
components;

3. chemical reaction in such nuclei;
4. growth of islands of a new phase from a supersaturated

adsorbed vapor;
5. separation of a eutectic mixture;
6. evaporation of nuclei.

The methods of description of processes 1–6 are presented
in [23]. In the case of nucleation of islands from solid
solution, the Fokker–Planck equation becomes multidimen-
sional, and accordingly the boundary condition at the zero
point becomes more complicated. The method of its solu-
tion is based on the simultaneous diagonalization of both
the equation and the boundary condition by way of a linear
change of variables [57]. Then, it turns out that the nucle-
ation rate I can be estimated as

I = n0

( m∑
k=1

dk

)
exp�−H0� (24)

where dk are the diffusion coefficients for each of the m
components in the dimension space for i = ic [89], and H0 =
H + ln�n0/

∑m
k=1 n1k� is the nucleation barrier height with-

out the entropy correction. It has been assumed above that
the nucleation takes place on an ideal substrate, namely,
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in a homogeneous way. However, various substrate defects
often initiate nucleation by reducing the activation barrier
height H . In particular, the work of heterogeneous nucle-
ation at the step of a substrate has recently been found
by Hirth and Pound. They shown that steps may substan-
tially increase the nucleation rate [29]. This is confirmed by
numerous experimental data [24, 29, 33, 36]. The activation
barrier of nucleation on a step can be so small (∼kBT ) that
a nucleus consisting of two particles will already be super-
critical, that is, F �2� < F �1� (or n1 > n1s). In this case, as
has already been mentioned, a new phase will be formed
not through conventional nucleation, but through a spin-
odal decomposition, namely, an increase of the periodic fluc-
tuations of substance concentration [46, 63]. At the same
time, the size distribution of new phase islands on the step
and their spatial distribution will already be different. Many
modifications of the classical capillary model of nucleation
on a substrate exist. We can point out several corrections
to the height of the activation barrier, namely, the correc-
tion due to internal degrees of freedom of a cluster [22],
the correction due to free-energy variation upon separa-
tion of a group of i molecules from a large ensemble [23,
24, 33], the correction due to cluster boundary smearing
(see [63]), corrections due to cluster faceting [66] and non-
isothermal effects [90], and so on. These corrections are, as
a rule, relatively small and, moreover, have different signs.
The most significant is obviously the correction due to the
influence of nucleus surface curvature upon the interphase
energy [63, 91]. It leads to a 102 ± 106-fold increase in the
nucleation rate. We recall that the capillary model described
above is only applicable for ic � 1, because it is only in
this case that the attachment and detachment of particles to
and from critical nuclei can be described by the differential
Fokker–Planck equation (8). An alternative to this model
for ic < 10 is the atomistic Walton model [29] exploiting the
methods of equilibrium statistical mechanics. It allows I to
be expressed in terms of ic, but does not give the depen-
dence of ic on  . Moreover, it is invalid for ic = 1 and
ic = 2, when the increase of long-wave density fluctuations is
appreciable.

4.3. Effect of Medium Acidity on
the Kinetics of Nucleation in Solutions

As it is mentioned previously, nanofilms of various materi-
als can be prepared by deposition from ionic solutions [9,
19–21, 92–94]. In the course of film deposition, the acidity
of a solution, that is, its pH, can be changed. The change
in pH of the solution causes a change in equilibrium con-
centrations of components from which the film grows. This,
in its turn, can alter supersaturation of the solution and, as
a consequence, the rate of nucleation. The influence of pH
on the kinetics of nucleation is examined in [95]. The inves-
tigation is performed by using as an example sedimentation
of ionic compounds from liquid solutions. In [95], analytical
expressions describing the nucleation rate–pH of a medium
relationship are derived. The dependencies are obtained for
two mechanisms of growth of nuclei. In the case where the
growth of nuclei is controlled by diffusion of components

in solution, the expression for the nucleation rate is of the
form

ID�pH� = DNa50 �pH�
√
kBT

4�0
√
�

exp

(
− 16��302

3 2�pH��kBT �3

)
�

(25)

where D is the diffusion coefficient of a matter dissolved in
solution, 50 is the equilibrium concentration of a material
dissolved, Na is the density of the molecules in the solution,
 �pH� is the dependencies of the supersaturation from the
pH of solution (the specific form of this dependence can be
found in [95]). In the case where the growth of nuclei is lim-
ited by the boundary kinetics, the nucleation rate depending
on pH is of the form

ISK�pH� = =
√
�

2�
√
kBT

exp
(
− 16��302

3 2�pH��kBT �3

)
(26)

where = is the specific boundary flow. Dependencies of the
nucleation rate of Pb(OH)2 and CaCO3 in water solutions
on the pH value calculated by Eqs. (25) and (26) are given
in Figure 3.

5. GROWTH AND EVOLUTION
OF ISOLATED NANOISLANDS

5.1. Growth Mechanisms

After the formation of nuclei of a new phase on the sub-
strate surface, they start growing and interacting with atoms
of the old phase of which they were formed. This latter
phase may be a single- or multicomponent vapor, a single- or
multicomponent solution-melt, an amorphous phase, a solid
solution, etc. [22, 37]. Accordingly, the island growth mech-
anisms are changed substantially as well. Thus, the diffusion
flux of atoms of the old phase towards the surface of the
nuclei is responsible for their growth from vapor medium.
Both the removal of the latent heat of phase transformations
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Figure 3. Dependencies of the nucleation rate of Pb(OH)2 and
CaCO3 in water solutions on the pH value; 1a—IDCa(OH)2, 1b—
ISKCa(OH)2, 2a—IDPb(OH)2, 2b—ISKPb(OH)2, 3a—IDCaCO3, 3b—
ISKCaCO3. Reprinted with permission from [95], S. A. Kukushkin and
S. V. Nemna Dokl. Akad. Nauk 377, 792 (2001) [Dokl. Phys. Chem. 377,
117 (2001)] © 2001, S. A. Kukushkin and S. V. Nemna.
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and the diffusion of atoms of the old phase are responsi-
ble for the island growth from solutions-melts and from an
amorphous medium. If the film growth is due to decom-
position of a supersaturated solid solution, the islands will
grow via the presence of a diffusion flux of atoms of the
old phase. In a case when the film growth proceeds in the
course of another type of phase transformation, for instance,
a film decay caused by elastic strains [14, 96] occurring at
film-substrate interfaces, the islands grow owing to the diffu-
sion atomic flux induced by elastic strains. The surface intro-
duces an appreciable diversity into the nucleus growth mech-
anisms compared to the growth in the bulk of solids. Accord-
ing to contemporary concepts [22, 23, 37, 97], the following
basic ways of atomic migration and energy, in particular,
heat transfer over the surface, are distinguished as follows:
three-dimensional or volume diffusion of atoms and three-
dimensional heat removal; two-dimensional atomic diffu-
sion over the substrate surface and two-dimensional heat
removal; one-dimensional atomic diffusion along substrate
steps, surface dislocations, and other linear defects. Islands
may also grow owing to an immediate arrival of atoms from
a vapor onto their surface. The ultimate goal of the study of
island growth mechanisms is the determination of the islands
growth rate as a function of their radius and the degree of
supersaturation. With this purpose, the corresponding heat
and mass transfer equations are solved [22, 23, 37]. Such
problems are typically referred to as the Stefan problems
[66]. They have been widely examined for three-dimensional
systems [98], in particular, for crystal growth from single-
component and binary melts. Similar calculations for the
diffusion mechanism of island growth on surfaces have been
made by Sigsbee and Chakraverty [99, 100] and others [14,
22–24]. But the authors of these papers analyzed only one
of the possible mechanisms of island growth, namely, island
growth due to surface diffusion of adatoms. It turned out
that the island growth rate is notably governed by non-
stationary effects induced by the nucleus boundary motion
[23]. These effects become predominant for small values
of R/

√
Da�r , where R is the island radius, and

√
Da�r is

the diffusion path length of adatoms. Below, we shall only
consider the quasi-stationary approximation for the island
growth rate, which holds for high values of R/

√
Da�r . The

structure of diffusion fields in the bulk of a vapor phase,
on a substrate surface, and with linear defects was investi-
gated in detail and the expressions for the island growth rate
vR were found in [37, 86, 101]. Islands usually grow simul-
taneously through several atomic diffusion mechanisms. It
is, however, more convenient to consider each mechanism
of island growth separately. According to [37, 86, 101], the
expression for the new phase island growth rate vR can be
written in the following general form for each of the mass
transfer mechanisms:

vR = −M2−d′
w
JDR>���

R3−d′ (27)

Here w is the volume per atom in the islands of a new
phase; d′ is the dimension of the space in which the diffusion
fluxes propagate: d′ = 3 for mass transfer in the bulk of a
phase, d′ = 2 for mass transfer over the surface, and d′ = 1
for one-dimensional atomic diffusion along substrate steps
or other linear defects (in this formula 2 − d′ is assumed

to take only nonnegative values); JDR is a diffusion flux of
atoms onto the island surface, which is found from the cor-
responding diffusion equations (for more details see [23, 37,
86, 101]), and >��� is the function taking into account the
island geometry. For caplike islands we have >��� = 2�2 −
3 cos � + cos3 ��−1�1 − cos �� when the diffusion of atoms
proceeds in the bulk of a gas phase, >��� = 2 sin �/�2 −
3 cos �+ cos3 �� for the diffusion of atoms over the substrate
surface, and >��� = )2��2− 3 cos �+ cos3 ��*−1 for the one-
dimensional atomic diffusion, and, finally, M is the number
showing how many linear defects are crossed by an island
during its growth. To find the atomic diffusion flux of atoms
JDR to a nucleus, one has to solve the corresponding diffu-
sion equations. The form of these equations, the boundary
conditions on them, and the methods of their solution can
be found in [23, 37, 86, 101]. The general expression for the
new phase island growth rate has the form

vR = Kp

Rp−1

(
R

Rc

− 1
)

(28)

Here Kp is a constant involving the parameters which char-
acterize the material of the island and the kinetic parameters
of its growth (particular values of Kp in different cases can
be found in [23, 37, 86, 101]), and the number p assumes
the values 2, 3, 4 depending on the mass transfer mecha-
nism. For our further purposes, it is convenient to express
the number p in terms of the island dimension d and the
growth index m, which takes the values 1, 3/2, 2, 3 depend-
ing on the island shape and the type of the limiting stage:
p = d/m+ 1. At the initial stages of phase transformation,
the island radius is R � Rc, and therefore the unity in the
right-hand side of Eq. (28) is customarily ignored as being
negligibly small compared to R/Rc. Furthermore, it is con-
venient to write this equation not in terms of the radius
growth rate but via the change of the number of atoms in
the nucleus. Then, Eq. (28) will be rewritten in the form [23]

di

dt
= m

 

t0
i�m−1�/m (29)

where  is supersaturation, and t0 is a constant having the
dimension of time and called the characteristic time of island
growth. It is expressed through the constant Kp and the con-
stants relating supersaturation to the critical radius [64]. It
has been shown theoretically and experimentally that the
new phase island growth is determined by two principal pro-
cesses, namely, a substance transfer to the island, that is,
diffusion proper, and the passage of atoms through the old
phase–new phase interface, that is, the boundary kinetics.
Having passed through the phase interface, an atom joins
the island surface. The island surface, the same as the sur-
face of any crystal (see Section 2.1), can be atomically rough,
atomically smooth, or vicinal. The ways in which the atom
joins the island surface are different and depend on the type
of surface [37, 66]. So, phase interfaces rough at the atomic
level grow by the normal mechanism of growth. Atomically
smooth surfaces grow by way of two-dimensional nucleation
on their facets. Vicinal surfaces grow either through the
motion of already existing steps or through the use of screw
dislocations appearing on their surfaces. Island growth by
the two-dimensional nucleation, as well as the evolution of
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an ensemble of such islands, was described in [102]. In [37,
80], a rigorous analysis of island growth due to the motion of
dislocations over their surfaces was carried out and the con-
ditions under which this growth mechanism is realized were
found. The next stage represents incorporation of adatoms
into a new phase island. The growth rate (28), namely, the
constant Kp and the index p, are significantly influenced by
which of the processes is limiting. The particular form of
the constant Kp for each type of mass transfer mechanism
can be found in [23, 37, 86, 101]. In the course of formation
of multicomponent nanofilms, atoms arrive at the substrate
surface and they may initiate islands of various chemical
compounds. Many of the islands of these compounds rep-
resent an intermediate phase in the course of growth of
other phases. Islands of a chemical compound will further
on be referred to as the phase s. As in single-component
systems, the growth of multicomponent islands is due to the
same mass transfer mechanisms [23, 37, 86, 101]. However,
there is one important difference in that the chemical com-
ponents of which an island of phase s is formed, may diffuse
towards it in different ways. One of the components may
arrive at the island surface through surface diffusion, and
another through gas diffusion. In this situation one usually
has to find the component responsible for the limitation and
by this component determine the main flow of substance
towards the island. The growth rate of a multicomponent
island of an arbitrary phase s will as before be described
by Eq. (27) in which, however, instead of the product of
the atomic flux JDR by the volume w, there stands the sum
of the products of an atomic flux from each component by
their volume wi, that is,

∑ns

i=1 w
s
i J

s
iR, where the subscript i

stands for the corresponding sort of atoms. Since the islands
have a stoichiometric composition, it follows that on their
surfaces, according to [23, 37, 86, 101], the stoichiometry
condition J s

iRr/�
s
i = J s

i′Rr/�
s
i′ holds. This condition allows us

to express the quantity
∑ns

i=1 w
s
i J

s
iR in terms of the prod-

uct of the flux of one of the components i by the volume
ws

m of a molecule of the chemical compound of phase s,
that is, J s

iRw
s
m/p

s
i , where ws

m = ∑ns

i=1 p
s
iw

s
i is the volume per

molecule of phase s and ps
i = �s

i /
∑ns

i=1 �
s
i . Thus, to calcu-

late the growth rate of a multicomponent island, it suffices
to find the flux J s

iR of only one arbitrary component. In [23,
37, 86, 101], all possible mechanisms of substance transport
in multicomponent systems were investigated and analytical
expressions for any type fluxes J s

iR were found. Their substi-
tution into an equation of growth rate of the type (27) leads
to an equation of motion for an island of phase s, which
has the form (28), where the constant Kp is replaced by a
generalized constant containing kinetic and some other coef-
ficients of each component entering the phase s. The critical
radius Rc in Eq. (28) is replaced by the critical radius Rs

c

for a given phase. The exact calculation of the growth rate
of solid-solution islands is much more sophisticated than
that for stoichiometric compounds. If the diffusion processes
inside the islands are slowed down compared to the same
processes outside the islands, the island composition along
their radii will be inhomogeneous. Only provided the dif-
fusion rate inside the islands appreciably exceeds the rate
of variation of their radius, the island composition may be
thought of as homogeneous. To determine the island growth

rate, it is necessary to know in what proportion the com-
ponents are built in an island. This question can only be
answered after the mixing entropy of the components is cal-
culated [89]. The solution of this problem can be approached
differently, namely, one may use the state diagram relating
the composition of the old and the new phases [23, 37, 86,
101]. Solid-solution islands are formed as a rule from the
vapor phase and melts. Any state diagrams of substances
in which there are no chemical interactions can be rep-
resentedin the form of one or other modification of the
two simplest state diagrams, namely, the diagram describ-
ing melting crystallization of substances insoluble in each
other when in solid state (Fig. 4a, the diagram with a eutec-
tic point) and the diagram describing melting-crystallization
(evaporation-condensation) of substances that form a con-
tinuous solid-solution series (Fig. 4b) [66]. Islands produced
from systems of the first type are single-component sub-
stances of composition A or B, respectively. At a eutectic
point (see Fig. 4b), there simultaneously appear islands of
both A and B compositions. In [23, 37, 103] it was shown
that whenever the volume diffusion in the island matrix was
fast enough, the expression for the growth rate remained
the same (27), but the flux JDR already consisted of the dif-
ference of atomic fluxes of components A and B. The aver-
age composition of islands changed during their growth by
a definite law (see Section 7.2). The examination of island
growth from single-component melts has shown that the
principal mechanisms of island growth are as follows: three-
dimensional heat removal into the melt, three-dimensional
heat removal into the substrate, and two-dimensional heat
removal from the nucleus along the substrate. The limiting
stages in this process are the thermal conductivity proper
and the mechanism of atomic incorporation into an island,
which depends on the crystalline structure of its surface. The
general expression for the island growth rate for each heat
transfer mechanism takes the form

vR = w
JTR>���

qR3−d′ (30)

where q is the latent heat of phase transition per atom. Con-
crete expressions for the heat flows and the island growth
rates can be found in [23, 37, 104]. Thus, the mechanism

Figure 4. State diagrams of binary systems: (a) system with a eutec-
tic point; (b) system with infinite component solubility in the solid
phase; 5s and 5l are equilibrium concentrations in the solid and liquid
phases, respectively; T0 is the equilibrium temperature, T �0� and 5�0�
are respectively the temperature and the composition at the onset of
island growth. Reprinted with permission from [22], S. A. Kukushkin
and A. V. Osipov, Usp. Fiz. Nauk. 168, 1083 (1998) [Phys. Usp. 41, 983
(1998)]. ©1998, S. A. Kukushkin and A. V. Osipov.
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of island growth defines its rate vR which enters the main
equations of film condensation kinetics and hence ultimately
determines the structure and composition of the growing
nanofilm, as will be shown later.

5.2. Morphological Stability of Nanoislands

The main problem of the theory of morphological stability
is to find out whether a given particular form of a vapor-,
solution-, or melt-grown island is stable under small distor-
tions. The analysis of stability is carried out by the following
scheme: one assumes the shape of an island or a crystal to be
slightly distorted, and then finds out whether this distortion
increases or disappears. The necessity of examining stability
stems from the fact that crystals often grow in the form of
dendrites. Dendrites, or treelike crystals, consist of a central
trunk and primary, secondary, etc., branches off it. They are
often observed in nature and in laboratory conditions in melt
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Figure 5. Schematic sketch of the fundamental mechanisms of island
growth: (a) growth of edged and nonedged islands, when the limiting
stage is the surface diffusion of adatoms; (b) the limiting process is the
diffusion of atoms in the vapor phase (evaporation-condensation), (c)
growth of nonedged islands, when the process is controlled by the entry
of atoms from the vapor phase, but the heat removal occurs over all
their surfaces; (d) the same, but with the heat removal through the sub-
strate only; (e) growth of islands through linear diffusion along the steps
of the substrate: 1—substrate, 2—non edged island, 3—edged island, to
the surface of which atoms join only in specific places, 4—the island at a
substrate step, 5, 6, 7, 8—the atom in the vapor phase, on the substrate
surface, on an island surface, and at a substrate step, respectively, 9—
heat flow angle. Reprinted with permission from [22], S. A. Kukushkin
and A. V. Osipov, Usp. Fiz. Nauk 168, 1083 (1998) [Phys. Usp. 41, 983
(1998)]. © 1998, S. A. Kukushkin and A. V. Osipov.

crystallization. A quantitative analysis of the stability of the
form of the growing crystal was first carried out in the classic
paper by Mullins and Sekerka [105]. Numerous experiments
on film growth show that the form of nuclei on the surface
changes as they grow. It either becomes edged or, on the
contrary, unstable or dendrite-like [66, 98]. This fact signif-
icantly influences both the nucleation and the structure of
nanofilms. The growth of islands on the surface from vapor
medium differs noticeably from the melt growth of three-
dimensional crystals. This is first of all associated with the
fact that deposited atoms are permanently supplied to the
substrate surface and, having a finite lifetime (see Section
2.1), leave the surface by evaporating. This introduces essen-
tial changes and thus has a crucial effect upon the physics
of the process. The morphological stability of nanoparticles
growing on the surface of solid substrates in examined in
[106]. The stability of shape for a flat disc-shaped island of
height H and radius R is analyzed there. It is assumed that
the island grows due to diffusion of adatoms. A change in
the island shape is induced by two forces. On the one hand,
a ledge on the island surface appears to be in the region of
higher concentration gradients of adatoms and must, there-
fore, increase in size. On the other hand, a ledge increases
the curvature and thus raises the saturated vapor density at
this point, which in turn slows down the growth rate of the
ledge compared to the neighboring points of the nucleus
boundary.

The analysis of the corresponding diffusion equation [106]
has shown that the shape of nanoislands becomes unsta-
ble in the case where island radius R0 lies within the range
R1��� < R0 < R2���, where R1��� = Rc for Rc/

√
Da�r �

1, Rc is the critical radius of a nanoparticle, R2��� =
)��2 − 1�/2*

√
Da�r , � are the integers corresponding to the

order of modes arising in the course of an island shape
change. Note that conditions needed for evolution of insta-
bility of the islands are substantially differnt from the con-
ditions leading to formation of dendrites in the course
of crystal growth from melts [66, 105]. A shape of the
islands is more stable with respect to minor fluctuations as
compared to the corresponding shape of three-dimensional
crystals.

5.3. Structure of the
Nanoparticle-Gas Interface

As it was noted before, the physical properties of nanoparti-
cles differ significantly from the properties of volume mate-
rials. The reason for this is the influence of the surface of the
particles on their properties. The problem of development of
the rigorous model for the determination of the structure of
interphase border nanoparticle-environment and the influ-
ence of surface active substances on the structure attracts
attention of researchers (see, e.g., [24, 43, 47, 56, 57, 62,
107–109]).

The rigorous perturbation theory of the evolution of a
small-sized cluster was developed in the framework of the
density functional method in [110]. In this paper, for the
first time, the size dependence of the surface tension for
a cluster is defined and structure of the nanocluster-vapor
phase interface is determined analytically. So, in the case of
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clusters, the correction to the surface tension ��R� for the
curvature is of the form

��R� = R

R+ �d − 1�@
(31)

where R is the nanocluster radius, d is the space dimen-
sion (d = 3 for a drop and d = 2 for a disc-shaped island
in the growth of nanofilms), �0 is the surface tension of a
solid material, which is calculated by the approach cited in
[110], @ plays the role of a correction to the surface ten-
sion for the curvature; that is, @ the Tolman parameter, @
is strictly estimated within the framework of the perturba-
tion theory [110], the O�1/R2� term denotes the corrections
of higher orders within the framework of the perturbation
theory. The density profile for a liquid cluster in the van
der Waals three-dimensional gas at T = 0!7Tc calculated in
[110] is plotted in Figure 6. The temperature dependen-
cies of the surface tension calculated [110] for the van der
Waals three-dimensional gas and the two-dimensional lat-
tice gas are displayed in Figure 7. This figure also shows
experimental values of the surface tension for four gases,
namely, methane, neon, argon, and krypton [110]. As is
clearly seen, the theoretical results obtained for the surface
tension of the van der Waals gases are in excellent agree-
ment with experimental data. Figure 8 depicts the temper-
ature dependence of the Tolman parameter for the van der
Waals gas. It can easily be shown that, in the temperature
range 0!5 < T /Tc < 1, where Tc is the critical temperature,
the Tolman parameter is of the order of @ ∼ 0!1 3

√
5c/m ∼

0!5 · 10−10 m. This will suffice to have a pronounced effect
on the nucleation [111].

5.4. Surface Migration of Islands

Numerous experimental studies demonstrate that at the ini-
tial stages of crystal nanofilm condensation on foreign crys-
talline substrates, the nuclei of a new phase can rather
rapidly transfer over the substrate surface [112–115]. This
process serves as an important link in the nanofilm struc-
ture formation [113, 116]. Such migrations proceed under
the action of various external forces: collisions with fast par-
ticles of the flow, the temperature gradient, the electric and

0 5 10 15 20 25
0.0

0.5

1.0

1.5

2.0

2.5

ρ/
ρ c

r/λ

Figure 6. Density profile for a liquid cluster in the van der Waals gas
at T = 0!7Tc . Here, Tc is the critical temperature, 5 is the density of
the material at each point, 5c is the critical density of the material, r
is the specific coordinates of a point of the medium, B = 3
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the mass of one molecule. Reprinted with permission from [110], P. V.
Gordon et al., Fiz. Tverd. Tela 44, 2079 (2002) [Phys. Solid State 44, 2175
(2002)]. ©2002, P. V. Gordon, S. A. Kukushkin, and A. V. Osipov.
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Figure 7. Temperature dependence of surface tension of the planar
interface for the van der Waals gas (solid line) and the 2D lattice gas
(dashed line). Points are the experimental data taken from [110]: 1 �
CH4, 2 + Ne, 3 × Ar, 4 ∗ Kr. Reprinted with permission from [110],
P. V. Gordon et al., Fiz. Tverd. Tela 44, 2079 (2002) [Phys. Solid State 44,
2175 (2002)]. © 2002, P. V. Gordon, S. A. Kukushkin and A. V. Osipov.

magnetic fields, the interaction with moving steps, etc. As
concerns the mechanism of island migration, only two basic
models describing the island transfer have been used up to
now [112]. First, particle diffusion proceeds only across the
island surface, and particles attached to the boundary sur-
face remain immobile about it. Second, an island is assumed
to slide over the substrate surface. Many specific mecha-
nisms of the morphological change of the island and of the
sliding process have been proposed, but all of them yield
relatively low values for the migration velocity and the dif-
fusion coefficient compared to those actually observed in
some cases [113, 114]. In the models of the first type, this
is associated with the low values of the coefficients of self-
diffusion of adatoms which cannot provide sufficiently fast
island migration. In models of the second type, this is caused
by the high values of the sliding friction forces between the
island and the substrate (i.e., the high activation energy of
slide) particularly during epitaxial growth. We have recently
proposed [117] an essentially different model of transfer
of growing islands oriented over a foreign substrate. As is
well known, under certain conditions mismatch dislocations
are generated on the island-substrate interface. If the Burg-
ers vector lies in the slip plane, the motion of the island
can be provided by the motion of these dislocations (soli-
tons) [117]. Such a mechanism looks preferable to the usual
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Figure 8. Temperature dependence of the Tolman parameter for the
van der Waals three-dimensional gas. Reprinted with permission from
[110], P. V. Gordon et al., Fiz. Tverd. Tela 44, 2079 (2002) [Phys. Solid
State 44, 2175 (2002)]. © 2002, P. V. Gordon, S. A. Kukushkin and A.
V. Osipov.
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sliding because during the motion of the dislocation at every
instant of time almost all the atoms of the island remain
immobile with respect to the substrate, and it is only a very
small group of atoms that move. The passage of a disloca-
tion (compression or rarefaction waves) from one end of an
island to the other is equivalent to island displacement by
one lattice constant of the substrate [117]. If the dislocation
(soliton) velocity is much smaller than the velocity of sound
in the material of the film, then the energy losses during its
motion are very small; that is, in such displacement of an
island there is almost no friction against the substrate. The
estimate of the “effective” mass of an island migrating over
a substrate owing to soliton motion takes the form [117]

Meff = 4cM ln
1

C − Cc
(32)

where M is the island mass, c is the ratio of forces acting
on an atom from the side of other atoms of the island to
those from the side of the substrate, C is the parameter of
lattice mismatch between the film and substrate, and Cc is
the critical lattice mismatch parameter corresponding to the
onset of generating mismatch dislocations.

6. KINETICS OF NANOFILM
CONDENSATION AT
THE INITIAL STAGE

Among the whole variety of processes accompanying film
growth, the principal one is, undoubtedly, the new-phase
nucleation of islands, that is, the first-order phase transition.
It is at this initial stage of condensation that the number of
islands of a new phase determines composition and structure
of nanofilms.

6.1. Nanofilm Condensation
at Low Supersaturations

The description of the real kinetics of new phase nucleation
and the occupation of a condensation surface by the nuclei
is one of the most important problems of the theory of first-
order surface phase transitions. A large number of papers of
both classical and nonclassical direction have been devoted
to this issue [17, 22–29, 31–34, 36, 38, 40, 41, 50, 64, 118,
119]. The cornerstone of any theory is a correct account of
the nonlinear feedback between supersaturation and the size
distribution function of new-phase islands. Indeed, growing
islands absorb adatoms and thus diminish the supersatura-
tion which is responsible for the nucleation rate and the
growth rate of the islands, that is, ultimately for the distri-
bution function [64]. One of the first models describing film
condensation kinetics was posed by Zinsmeister [120]. He
was the first to investigate the influence of a supersaturation
decrease due to cluster growth upon the nucleation kinet-
ics. This model has at least three shortcomings. First, the
cluster growth rate is thought to be independent of cluster
size. Second, the number of particles in a critical nucleus
is always assumed to be equal to unity and not to increase
with falling supersaturation (the decay of all the clusters is
ignored). Third, the nucleation rate I is assumed to be equal

to const · n2
1 over the entire nucleation stage (the possibility

of a spinodal decomposition is neglected altogether). As a
result, the island concentration given by the model is overes-
timated and increases infinitely in course of time. This model
was further developed in many papers where the decay of
all the clusters was also disregarded and it was assumed that
I ∼ n2

1 over the entire film formation stage [23, 24]. Several
papers have been devoted to the calculation of the maximum
surface cluster concentration Nmax by the equation

I�Nmax� = VcoalN
2
max (33)

where Vcoal is the rate of pair cluster coalescence (see Sec-
tion 7) calculated from various geometric considerations
[121], and I depends in a certain way on Nmax through the
supersaturation  . Such models typically ignore the fact that
the limitation on the number of clusters is not only due
to coalescence, but is largely due to the deterioration of
supersaturation and the associated abrupt decrease of the
nucleation rate I . An important step in the development of
film condensation kinetics was the model of the rate equa-
tions [122]. It is based on the division of all nuclei into
subcritical and supercritical and the use of averaged con-
densation characteristics, such as the average number of
particles in supercritical nuclei, the average rate of parti-
cle trapping by supercritical nuclei, the average radius of
particles, etc. This model is frequently employed in numer-
ical computations, which determine various characteristics
of condensation. The shortcomings of the model [122] also
include the absence of analytical results, the absence of data
on the size distribution function of nuclei, as well as a forced
assumption of an identical rate of adatom consumption by
growing clusters of various sizes.

We should specially mention the nonstandard Kikuchi
model which represents the nucleation and thin-film growth
as an irreducible cooperative process and exploits the so-
called path probability method [123]. The method of path
probabilities also determines the equation of state for a sys-
tem of adatoms on a lattice.

The cluster model [26] describes the nucleation, growth,
and coalescence of islands of a new phase using the micro-
scopic stochastic equations reformulated in terms of “clus-
ters.” “Clusters” are defined as independent fluctuations of
the local order parameter [26]. The division of all the vari-
ables into “relevant” and “irrelevant” (“irrelevant” prop-
erties induce random transitions in “relevant” coordinates,
which are described by the Markov master equation) allows
simplification of the kinetic equation. This equation is thor-
oughly examined in [26]. The stochastic models [124, 125]
describe the film growth by various approximate stochastic
equations. The characteristic feature of such models is the
scaling behavior of various parameters of a growing film, for
instance, its roughness.

The kinetic theory [64] yields analytical expressions for
all the basic characteristics of film condensation at the ini-
tial stage using specially developed methods for an approx-
imate account of the nonlinear feedback mentioned earlier.
Finally, the continual model [63] represents thin-film con-
densation as the order-parameter field relaxation, the sur-
face adatom density being the order parameter in this case.
This approach is apparently the most general [63] because
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it allows a description of film deposition in terms of both
nucleation and spinodal decomposition, and for low super-
saturations it becomes a standard kinetic model. Further-
more, there is an opinion that it is precisely this approach
that will allow us to describe the appearance of the crys-
talline order during film growth from a vapor or melt.

6.2. Perturbation Theory

The variety of approaches to the description of thin-film
growth is largely due to the impossibility of an exact analyt-
ical solution of the main system of equations of film forma-
tion in the opening stage, that is, the system consisting of the
equation of conservation of matter on the substrate and the
kinetic equation for the size distribution function of nuclei
(this system is derived using the division of the whole size
axis into three portions: subcritical, critical, and supercritical
[64]).

Here, the set of equations is of the form [23, 64]

 0
 �t�

− 1 = �k + 1��r
n1et0

∫ �

0
5kg�5� t�d5 (34)

�g

�t
+  �t�

t0

�g

�5
= 0 (35)

g�0� t� = I� �t��t0
 �t�

� g�5� 0� = 0 (36)

where Eq. (34) describes the law of conservation of matter
on the substrate, Eq. (35) is the kinetic equation describing
evolution of the size distribution function for nanoparticles,
Eq. (36) includes the initial and boundary conditions, and
t0 is the characteristic cluster growth time involved in the
law of growth of stable islands (29), g�5� t� is the size dis-
tribution function of stable clusters 5 (5 = i1/�k+1��, I� � is
the nucleation rate,  0 is the initial value of supersaturation,
k = m+ 1.

Practically all the above-mentioned models apply approx-
imate methods for the solution of this system, which are
based on some small parameter of the theory. From the
physical point of view, the “principal” small parameter is
the inverse number of particles in a critical nucleus (at the
moment of maximal supersaturation). It is just this param-
eter that stands in the denominator of the nucleation rate
exponent. Expanding all the quantities in power series of
the small parameter directly, one obtains series that diverge
for sufficiently long times, that is, not uniformly valid series.
In order to provide convergence of the series, it is neces-
sary to use a rigorous perturbation theory [126]. It should
be noted that the presence of a small parameter does not
always allow the solution to be represented in the form of a
convergent series; that is, it is not always possible to provide
a uniform validity of the series by way of a particular renor-
malization [126]. Therefore, it should be especially empha-
sized that the system of equations governing kinetics of the
first-order phase transition in general and of thin-film con-
densation in particular admits an analytical solution in the
form of a power series of the small parameter. The uniform
convergence of this series is provided by the time renormal-
ization procedure, that was made in [118, 119].

In the capillary nucleation model, the nucleation rate I� �
entering Eq. (36) has the form [see Eqs. (14), (15)]

I� � = P� �e−H� � (37)

where H is the nucleation barrier height, and P is the pre-
exponential factor depending on supersaturation. The most
important parameter D of the phenomenological theory is
connected with the function H as follows [118]:

D = −  0
dH

d 

∣∣∣∣
 = 0

(38)

For films growing from vapor medium and high values of  0,
we have D ∼ ic � 1, where ic is the number of particles in
critical nuclei at  =  0. Consequently, the quantity

E = 1/D (39)

is the small parameter of the given problem. As a result of
the analysis performed in [118], it was proved that all the
unknown functions will be expressed here in terms of the
auxiliary function Fk�x� specified by the equation

dFk

dx
= exp�−xkFk�� Fk�0� = 0 (40)

The dependence of Fk on x is plotted in Figure 9. We shall
only present the net result to the first approximation in pow-
ers of E [118]:

 �t� =  0
1+ �1/D�T k�t�Fk�T �t��

(41)

I�t� = I� 0�
exp)−T k�t� Fk�T �t��*

1+ �1/D�T k�t�Fk�T �t��
(42)

N�t� = I� 0�tkFk�T �t�� (43)

g�5� t� =
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Figure 9. Dependence of the function Fk�x� on x: 1 − k = 0; 2 − k =
1/2; 3− k = 1; 4− k = 2. Reprinted with permission from [119], S. A.
Kukushkin and A. V. Osipov, Fiz. Tverd. Tela 38, 443 (1996) [Phys. Solid
State 38, 244 (1996)]. © 1996, S. A. Kukushkin and A. V. Osipov.
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The time dependencies of the nucleation rate and the size
distribution function of new-phase islands are illustrated in
Figures 10 and 11.

The same method can be used to describe the growth
of multicomponent films as well as inhomogeneity effects
[118]. The perturbation theory technique [118] turned out
to be rather effective. Application of the approach allows
to describe the kinetics of phase transitions proceeding
in various systems. Thus, for instance, in [127] the pro-
cesses of nucleation of nanofilms from solutions or melts are
described, whereas the phase transitions in ferroelectrics are
investigated in [128].

The shortcoming of the small parameter technique is the
impossibility of describing a phase transition for arbitrary �r ,
D , and t0, which can only be done numerically by solving the
equations of condensation kinetics (35)–(37).

6.3. Nucleation of Islands in Solutions
Under Light Exposure

Precipitation of matter from photoactive solution is one of
the methods of the island films formation. So, in [129, 130],
a process of obtaining Ag, Au, Cu films on flat quartz sub-
strates in solutions of photoactive chemical coordination
compounds was experimentally investigated. The essence of
this method consists in the following: supposing that one has
a solution of coordination compound )Mz+Ln*Xm, where
Mz+ is the central metal atom (z+ is the degree of oxida-
tion), L is inner-sphere ligands and X is outer-sphere coun-
terions. If ligand-to-metal charge transfer (L → M) occurs
in this compound, then irradiation of the solution by light at
wavelength B= BL→M results in the reduction of metal atom.
Under irradiation of a solution the one-electron reduction
of a metal atom can be produced. Thus, we are able to write
the following scheme of the entire process:

)Mz+Ln*Xm

h�−→ M0 + L+ +X−

One has to put the substrate to be deposited on the bottom
of the vessel containing the solution. If we direct a light
beam from above with its intensity decreased according to
the Lambert–Buger–Behr law toward the substrate, then the
beam is adsorbed on it. When a critical concentration of
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metal on the substrate’s surface is reached, the growth of
new crystal metal phase starts.

In [129, 130] it has been noted that the essential feature
of films which are obtained with the method described is the
narrow size distribution of grains in the film.

The kinetics of the growth of thin metal films from solu-
tions of photoactive chemical coordination compounds irra-
diated by light at certain wavelength has been theoretically
investigated in [131]. In the framework of our mathematical
model, the time dependencies of the basic characteristics
of film growth process (size distribution function, density of
nucleation, concentration of metal on surface) have been
computed. Calculation of the characteristics is performed
by the theory perturbation method mentioned earlier and
described in [118]. These are according to experimental
data. It is shown that the flux of metal (substance) from solu-
tion onto substrate’s surface can be derived from station-
ary diffusion equation with added term taking into account
the influence of photochemical substance source. It is con-
cluded that the variation of light intensity, in wide range,
saves the kinetics of the process of film deposition without
drastic changes.

6.4. Nanofilm Condensation
at High Supersaturation

If the external source of deposited particles has a large
power such that a one-particle nucleus is energetically more
advantageous than a two-particle nucleus, that is, F �2� >
F �1�, then in the ensemble of adatoms a spinodal decom-
position starts [44, 47, 63]. Any thermodynamic fluctuations
increase in this case, the long-wave fluctuations increasing
faster. A theory of spinodal decomposition in a system of
adatoms was formulated in [63]. If the external source of
deposited particles has such a power that in a metastable
system it creates a supersaturation  close to  max, which
corresponds to approximately ic = 2− 4, then the character
of the nucleation process radically changes. First, the corre-
lation radius in the system may exceed the average cluster
size (for ic = 1 the correlation radius is equal to infinity).
Second, the distribution of subcritical nuclei may be other
than equilibrium, and, third, for small ic the structure of
critical nuclei and, therefore, the character of the interphase
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energy significantly change. Hence, strongly metastable sys-
tems should be considered separately [132, 133]. It is appro-
priate to describe them in the framework of the continual
theory [63], which represents a phase transition as a relax-
ation of the order-parameter field. The nucleation rate in
this case depends on the supersaturation as

I� � = I� max� exp)−const� max −  �2* (46)

Thus, there exist three ways of relaxation of a supersat-
urated adatom population. The first is realized in weakly
metastable systems where the supersaturation  is much
lower than  max = n1s/n1e−1. In this case the critical nucleus
is so large (ic � 1) that its fluctuations lead to a change of
only the coordinate of its boundary, although it has a con-
siderable thickness. The structure of the nucleus itself will
remain unchanged. In this event it is convenient to apply
the capillary model, in particular, formula (14). The second
way of relaxation takes place for  ≤  max. Here the critical
nucleus contains only a few particles and is so small that
its fluctuations affect not only the boundary, but the whole
nucleus. In other words, the internal structure of the critical
nucleus itself changes during fluctuations. Finally, the third
way of relaxation lies through spinodal decomposition. It is
realized for  ≥  max. In this event the system is unstable,
ic = 1, and thermal fluctuations generally destroy the struc-
ture of critical nuclei and lead to an increase of periodic
fluctuations of substance concentration. This periodicity is
a consequence of the fact that near a growing new-phase
island no other islands are produced, and the whole ensem-
ble of islands is strongly interacting [63].

7. KINETICS OF NANOFILM
CONDENSATION AT THE LATE STAGE

The late stage of nanofilm growth is characterized by the
fact that the new-phase islands generated earlier begin to
interact. There exist three main types of cluster interaction.
The first is cluster merging due to their migration over the
surface (the migration mechanisms were briefly discussed
in Section 5.4). The second is cluster merging due to their
lateral growth [134]. The third is the growth of larger clus-
ters at the expense of the evaporation of smaller ones (OR
stage). The latter type of interaction is realized through the
generalized diffusion or temperature field [37].

As a rule, cluster coalescence according to the first two
types proceeds in a rather fast way. When merging, the
islands are increased in their size. It can cause the size of
islands to fall outside the limits of nanodimensions. How-
ever, investigation of the problem lies outside the scope of
our chapter, and we do not discuss it here in detail. The
readers interested in the phenomenon may refer to origi-
nal paper [134] or reviews [22–24], where the problem is
discussed more thoroughly. We only note that in prepara-
tion of nanostructures, it is necessary to avoid this process
in coalescence.

The OR is a slow process. When changing such parame-
ters as the substrate temperature, feed rate of components,
and the substrate, one can effectively control the size and
composition of nanoparticles. This process we shall discuss
in more detail in the following subsections.

7.1. Ostwald Ripening Stage

The Ostwald ripening (OR) stage is the late stage of the
phase transition. It begins only when the sources of evapo-
rated adatoms are sufficiently weak and the supersaturation
 on the substrate is small and tends to zero. No new islands
are formed in this situation. The estimate of the starting
point of this stage can be found in [23, 37, 84, 85, 118, 132].
The physical meaning of OR is as follows. At a late stage of
evolution of an ensemble of islands, they begin to interact
in a peculiar manner. This interaction is realized through
a generalized self-consistent diffusion field. On a substrate,
this field can be established by adatoms with a concentra-
tion 5̄a, vapor atoms with a density 5̄r or, if the substrate
surface contains linear defects, by adatoms (5̄l) adsorbed at
the steps. This field depends on the size distribution func-
tion f �R� t� of islands and is in equilibrium with islands of
critical size Rc. Islands of size R < Rc are dissolved in the
diffusion field because near them the equilibrium concen-
tration 5R of atoms exceeds the mean field concentration:
5R > 5̄a� 5R > 5̄l, or 5R > 5̄l. Islands of size R > Rc grow
because for them 5R < 5̄a� 5R < 5̄l. The critical size Rc itself
goes on increasing because the islands absorb the substance
from the substrate, thus lowering the supersaturation.

For this interaction and, therefore, the OR stage to take
place, it is necessary that the two-dimensional island density
would satisfy the inequalities [23, 37]

)��R̄+ Bi�
2*−1 < Ns < ��R̄2�−1 (47)

where Ns is the two-dimensional island density, R̄ is the
mean island radius, Bi = Bs for mass transfer over the sub-
strate surface, and Bi = Bl for mass transfer along the steps,
Bs and Bl being respectively the mean free path along the
substrate surface and along the steps. Otherwise, if Ns ≥
��R2�−1, the islands will “collide” and for Ns ≤ )��R +
Bi�*

−1 the adatoms on the substrate will evaporate and will
not participate in the OR process provided that Bi = Bs .
When Bi = Bl, the adatoms can leave the step and will not
participate in ripening of the ensemble of islands located at
the step.

The OR of an ensemble of islands in thin films was
first investigated by Chakraverty [100, 135]. He examined
the evolution of an ensemble of single-component islands
with the shape of a spherical segment and located on
solid substrates in the regime of complete condensation
and also in the presence of atoms sputtered onto the sub-
strate. Chakraverty [100, 135] believed that mass transfer
between islands is realized only through a surface diffusion
of adatoms and that the island growth rate can be controlled
both by the surface diffusion (heterodiffusion) of adatoms
and by the rate of consumption and emission of atoms by the
islands, that is, by boundary kinetics. He assumed that the
emission and absorption (building-in) of atoms are realized
not by the island contour, but by its whole surface. Such an
assumption corresponds to the fact that self-diffusion flows
along a free island surface must exceed the heterodiffusion
flows on the substrate surface. This statement should have
been additionally grounded. This problem was solved more
exactly by Geguzin and Kaganovskii [136]. They studied the
evolution of an ensemble of islands growing by the follow-
ing mechanisms: surface diffusion of atoms, gas diffusion of
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atoms, evaporation-condensation of atoms, one-dimensional
atomic diffusion along steps, and surface dislocations on a
substrate (see Section 5.1) with allowance for a possible
island growth control by boundary kinetics.

Later, the OR stage of an ensemble of single-component
islands with allowance made for all possible growth mech-
anisms and in the presence of atoms sputtered on the sub-
strate was investigated by various authors (see reviews [23,
37]). The authors of these papers found the laws of variation
of the critical radius, height (if the islands had the shape
of a flat disc), the island density in time, as well as island
size distribution to a zeroth approximation. The analysis has
shown that these characteristics depend substantially on the
island growth mechanism and the intensity of atomic sup-
ply onto the substrate. According to [22, 23, 37], if a flux
of atoms coming onto a substrate has a power-law asymp-
totics: g�t� → ng0t

n−1, where n ≥ 0 and g0 is the constant,
then there exist only two types of sources, namely, weak with
n < d/p and strong with d/p ≤ n.

The main idea of the OR analysis of such systems took
root in the pioneering paper by Lifshitz and Slezov [137].
These authors showed that any disperse systems containing
new-phase nuclei and old-phase atoms possess a whole num-
ber of common properties inherent only in disperse systems
and apparent in the course of their evolutionary growth.
From the thermodynamic point of view, this common prop-
erty of disperse systems is their deviation from equilibrium
state simultaneously in many parameters. One of the main
signs showing that a disperse system resides in a nonequilib-
rium state is the presence of a fairly extended phase inter-
face associated with an excess free energy. At heightened
temperatures, when an appropriate diffusion mechanism
becomes valid, some processes proceed in disperse systems
that lead to a relaxation of the excess energy. These pro-
cesses must be accompanied by a diffusive mass transfer
which is responsible for the emergence of OR. This process
was named after the German scientist W. Ostwald who, at
the beginning of the century, examined this phenomenon
experimentally during precipitation ripening. The principal
system of equations describing this process has been pre-
sented in numerous works generalized in reviews and mono-
graphs [23, 37, 84, 85]. The basis for the analysis of the
OR process is the Fokker–Planck equation (8) in which the
term with the second derivative of the distribution function
is omitted. When describing the non-isothermal ripening, we
propose a more general system of equations, a particular
case of which is the one given. The OR stage was also thor-
oughly investigated by Wagner [138], Ardell [139], Kahlweit
[140], Oriani [141], Cahn [142], Voorhees and Cliksman
[143, 144], Enomoto, Kawasaki, Tokuyama [145, 146] and
many other authors [147–152, 154–156].

The general OR theory in non-isothermal conditions was
constructed in [37, 101, 153, 157]. The OR processes in mul-
ticomponent systems are richer and more diverse than sim-
ilar processes in single-component systems. In multicompo-
nent systems, substance redistribution is a consequence of
not only the Gibbs–Thomson effect, but also of the chem-
ically nonequilibrium state. Islands of a chemical substance
(phase s) may be stable from the point of view of the Gibbs–
Thomson effect but unstable from the point of view of the
thermodynamics of chemical reactions. At the OR stage in

multicomponent systems, when the component concentra-
tion is 5j�0� � 1 (here 5j�0� is the concentration of the
component j by the onset of OR), new islands are not
formed and all the islands of the ensemble interact with each
other through their generalized diffusion field. Islands of
phase s with radius R smaller than the critical radius Rs

c are
dissolved in the diffusion field, while islands with a radius
exceeding the critical one grow. In a multiphase system, not
only islands of the same phase, but also those of different
phases will interact, and of all the stable phases only those
for which the solution is supersaturated will be stable. For
low component concentrations, when the law of mass action
can be applied to the proceeding chemical reactions, this law
can be written in the form

∑
j

�s
j L

s
j = ln

∏
sj �5j�0��

�sj

Ks�
≥ 0 (48)

Here Ks
� is the equilibrium constant of the sth chemi-

cal reaction, sj is the number of the phase containing the
j-component, and Ls

j is the chemical potential of the j-
component. If the islands generated in the system do not
contain common components, condition (48) is necessary
and sufficient since they will grow independently. Provid-
ing the islands contain common components, during their
growth substance redistribution among the islands is pos-
sible and, although the solution was at first supersaturated
in separate components, it may further appear to be unsat-
urated. In this case condition (48) is only necessary for a
selection of islands capable of further competitive growth.
In multicomponent systems, in the course of OR heat is lib-
erated in chemical reactions, which affects the reaction con-
stants. The thermal fields induced due to the heat liberation
in chemical reactions affect the size distribution of islands in
a nonlinear manner. The equilibrium concentration of the
dissolved substance is not constant, but increases with tem-
perature. The supersaturation will then tend to zero faster
than in the isothermal case; however, the substance concen-
tration gradient decreases in the process, which leads in turn
to a decrease of the island growth rate. The amount of heat
liberated in the course of phase transformation therewith
decreases (if the system is conservative), which brings about
stabilization of the equilibrium concentration; that is, the
diffusion and thermal fields become self-consistent. Thus,
the system temperature heightening may lead to a decay of
some phases. A complete system of equations governing the
evolution of an ensemble of multicomponent and multiphase
islands at the OR stage looks like this [23, 37, 101, 153]:

�f s�R� t�

�t
+ �

�R
�f s�R� t�vs

R� = 0 (49)

Ms
∑
sj

∫ �

0
f s�R� t�R3−dh3−dJ s

DR dR = n1�gDj
�tn1−1 (50)

ns∏
j=1

�5s
jR�

�sj = Ks
R�TR� (51)

J s
jr

�s
j

= J s
j ′R

�s
j ′

(52)
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K∑
s=1

Msqs
∫ �

0
f s�R� t�Rd−1h3−dJ s

T �R dR = n2�gT �tn2−1 (53)

qs
ns∑
j=1

�s
j J

s
jR = J s

TR (54)

Ks
R = F�T s

R� (55)

Here f s�R� t� is the size distribution function of islands of
phase s, J s

jR is the flux of atoms of the j-component onto
an island of phase s, J s

TR is the heat flux liberated during
the growth of phase s, 5j is the mean concentration of the
j-component on the substrate (or in a vapor), Ms is the coef-
ficient dependent on the island shape, qs is the chemical
reaction heat liberated during growth of islands of phase s
per molecule of phase s, �gDj

� and �gT � are the intensities
of the fluxes of j-component and heat, respectively, and,
finally, n1 and n2 are damping exponents. A method for
the solution of this type of system was developed in [23,
37, 101, 153]. This method allows reduction of the system
of equations (49)–(55) to a single-component system [23,
37, 101, 153]. Further, this set of equations can be solved
by the Lifshitz and Slezov approach [137]. However, not
long ago, a rigorous asymptotic theory of OR was devel-
oped in [158]. According to the rigorous results obtained in
[158], the asymptotic laws of variation of the critical radius,
the height and the density of islands coincide with those
of [137], whereas the asymptotic size distribution function
differs from the functions obtained in the zeroth approx-
imation. In accordance with the results obtained in [158],
the asymptotic solution of the set of equations (49)–(55) for
sources with n < d/p are of the form

�R�t� = const ·Rs
c�t� (56)

Rc�t� = const · �As
pdt�

1/p (57)

h�t� = const · �As
pdt�

1/p (58)

N�t� = const · tn−d/p (59)

f �R� t� = N�t�

Rc�t�
Pp

(
R

Rc�t�

)
(60)

Pp�u� =
up

up+1 − �p + 1�u+ p

× exp
[
d − n�p + 1�

2

∫ up

u

xp dx

xp+1 − �p + 1�x + p

]
(61)

Here Pp�u� is the distribution function normalized to unity,
so that

∫ �
0 Pp�u� du = 1, and

vp�u� =
pp�p − 1�−�p−1��u− 1�− up

p up−1
(62)

u = �p − 1�R/pRc, up are constants determined from the
normalization condition

∫
Pp du = 1, N�t� is the density of

the islands of phase s, As
d is the kinetic coefficient of phase s

depending on mass or heat transfer coefficients and on other
constants of the deposited material. The values of these con-
stants are given in [101, 153] for all the cases of heat and
mass transfer which can be realized in the course of evo-
lution of an ensemble of islands. As an example, we only
present the value of As

pd for the case where the principal

mechanism is the surface diffusion of adatoms and the heat
is transferred over the substrate surface. In this case, one
can obtain

As
pd = 27Dos�sn0KsblT

s
0 �w

s
0�

2P1���

32 )Dos
s n0�q

s�2 ln�H/Rs
1�+KsbBeffkB�T

s
0 �

2*
(63)

where

Dos =
( ns∑

j=1

�pj�
2 ln�Bj/R

s
1�

Daj5
s
j�

)−1

is a generalized surface diffusion coefficient for Bsj � Rs
1;

Daj is the coefficient of Brownian motion of adatoms of the
j-component, P1��� = 2�2 − 3 cos � + cos3 ��−1, with � as
the contact angle, and the other designations were presented
above.

In the case of atomic sources with d/p ≤ n < d/�p − 1�,
both for cap-shaped and disc-shaped islands the critical
radius is also specified by Eq. (57) and the distribution func-
tion can be calculated within the kinetic nucleation model
[see Eq. (44)].

The solution also showed [37, 153] that at the OR stage
Na�n

∑K
s=1 q

s�gs
D� = �gT � and n1 = n2; that is, the powers of

sources (sinks) of all the phases and heat are related to
one another and vary in time by one and the same law.
Otherwise, the ripening process is impaired. The equations
allowing the determination of regions in the concentration
and temperature space which demonstrate the coexistence
of phases were obtained in [37, 101, 153]. In Section 8, an
example of construction of the phase diagram, that is, the
coexistence of phases for the system of GaN nanoislands, is
considered.

Thus, in multicomponent systems the conditions of quasi-
thermodynamic equilibrium are favorable to the distribution
of the substance of components in a most advantageous way
over phases and to the establishment of the regions of phase
coexistence, while the action of the surface tension leads to
a universal size distribution of islands of the existing phases.
Notice that such a distribution is only possible for low com-
ponent concentrations, when the law of mass action can be
applied to the chemical reactions proceeding in the system.

We shall now turn to OR of solid-solution islands. Islands
of such composition are mainly produced in the growth of
films from melts which have a “cigar” type diagram of state
(Fig. 3b). The theory of OR of islands growing from binary
melts of this type was developed by a number of authors
(see references in [23, 37, 157]). In particular, Voorhees
[143, 144], independently of the authors of works [102, 103],
described the ripening of new-phase nuclei in binary melts
allowing for the fact that their growth is due to both the
diffusion and the removal of the latent crystallization heat
into the melt. Notice that the hypothesis of a non-isothermal
OR was first suggested in [37, 157], where the system of
equations governing the evolution of an ensemble of islands
and determining the kinetic growth diagram was derived. In
these papers it was also shown that generalized diffusion-
thermal fields are induced in the course of OR in binary
melts. Such fields result from crystallization heat removal
during the growth of islands, which causes a temperature
increase in the system. This leads in turn to a change of
equilibrium concentrations and the diffusion coefficients of
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atoms as well as to the appearance of an involved nonlin-
ear relation between supersaturation and supercooling on
the one hand, and the size distribution and the growth rate
of islands on the other. The OR theory for islands grow-
ing from a eutectic melt (Fig. 3a) was formulated in [103].
It turned out that in the course of evolution of ensembles
of nuclei growing from a eutectic solution-melt, the nucleus
growth at the OR stage proceeds by the thermal OR mecha-
nism [23, 37], that is, only due to a decrease of supercooling.
The solution-melt supercooling becomes equal for islands of
both components, and their critical sizes and the distribu-
tion functions appear to be interrelated and similar to each
other. It has been established that among some substance
constants (crystallization heat, surface tension), there hold
simple relations allowing us to calculate the constants of one
substance through those of the other.

7.2. Evolution of the Composition
of Nanofilms

It is a well-known fact that the properties of films are mainly
determined by their composition. It is precisely the composi-
tion that determines the majority of electrophysical, optical,
strength, and other properties. To gain an insight into the
evolution of film composition, so as to be able to control this
composition during film growth, is one of the most impor-
tant problems of thin-film physics. It was shown in [157] that
at the OR stage the radius of solid-solution islands and their
composition are in a one-to-one correspondence. Later, a
rigorous theory describing the evolution of phase composi-
tion of ensembles of such islands at the OR stage was for-
mulated in [159]. In particular, the composition distribution
function of islands F�1/MR� t� in the presence of substance
sources with 0 ≤ n < d/p has the form

F�1/MR� t� = N�t�Q�t�Pp�U� (64)

The average film composition changes according to the
law

M̄�t� = 2�w5L0�1+ S�

kBT �A
0
pt�

−1/p
(65)

Here � is the specific interphase energy of the island-vapor
boundary; 5L0 is the equilibrium concentration of one of the
components, for example, A (Fig. 3b) in the liquids line, that
is, in the liquid or vapor phase; S is the slope of the straight
line joining the liquids and solidus lines (Fig. 3b).

7.3. Effect of Electromagnetic Radiation
on the OR Stage

Electromagnetic radiation can markedly influence the evolu-
tion and nucleation of nanoparticles [160]. Influence of lumi-
nous radiation on the evolution of islands at the OR stage
is studied in [161]. Here, we assume that a medium, where
islands are present, is transparent and it does not absorb
energy, whereas the islands absorb luminous radiation. In
this case, the temperature of islands rises. The degree of
heating of the islands is dependent on their size and thermal
conductivity of the medium. As it is shown in [161], contin-
uous influence of radiation leads to dissolution of islands.

The islands are dissolved due to increase of the equilibrium
concentration in heating that causes supersaturation to fall.
Under pulse action of the radiation on an island ensemble,
evolution of the islands is substantially changed. It turned
out that a certain critical size is established in such a system.
In the case where a size of islands is less than the critical
one, the islands are to dissolve, whereas in the case with a
larger size they will grow. This fact makes it possible to con-
trol the size of islands efficiently, that is, to segregate the
islands according to their size.

8. NUCLEATION AND EVOLUTION
OF GaN NANOISLANDS

Processes of nucleation of GaN nanoislands prepared by
the MBE and MOCVD methods are investigated in [87,
88]. The compound of GaN is a stoichiometric compound;
therefore, analysis of nucleation processes is performed in
parameters [87, 88] in the framework of the theory of island
growth of stoichiometric compounds (see Eqs. (16)–(18)).
The analysis shows that at the temperature of substrate (sap-
phire covered with a layer of AlN), T = 480 �C, the proba-
bility of nucleation of liquid Ga islands is higher than that
of nucleation of islands of GaN compound. GaN particles
are formed after the nucleation of islands of liquid Ga as
a result of chemical reactions between gallium and nitro-
gen. At 750 �C > T ≥ 600 �C, only GaN is nucleated. The
physical cause for such behavior is following. Diffusion coef-
ficients, lengths of diffusion jumps, and equilibrium concen-
trations of Ga and N included into the generalized coef-
ficient of diffusion are highly dependent on the substrate
temperature. At a low temperature, Ga atoms make a main
contribution into diffusion mobility, therefore, the proba-
bility of nucleation of liquid GaN islands (at T = 480 �C
gallium is present in a liquid phase) determined by formula
(14) is higher than that of nucleation for islands of GaN
compound estimated by expression (17). At higher temper-
atures, the mobility of N atoms, equilibrium concentration
of Ga, rate of chemical reaction between gallium and nitro-
gen are increased. It leads to the fact that the probabil-
ity of nucleation for islands of GaN compound becomes
higher as compared to that of Ga nucleation. Mechanisms
of growth for islands of GaN within the temperature range
T > 480 �C and temperature conditions for a change in
nanoisland growth mechanisms are described in [87, 88].
Dependencies of the nucleation rate and size distribution
functions of nanoislands estimated by Eqs. (17) and (40)–
(44) at the substrate temperature T = 650 �C are given in
Figures 12 and 13. The OR of an ensemble of GaN nanois-
lands is examined in [88]. It proved that at the substrate
temperature T > 650 �C, the process of OR of the ensemble
is fairly subjected to the laws described by Eqs. (56)–(61)
with subscript p = 3. Also, in [88] the kinetic phase dia-
gram calculated by equations from [101] is plotted. The set
of equations describing the phase diagram for GaN is of the
form

Q0Ga = 50Ga + JGa

+ JGaN

Q0N = 50N + JGaN
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Figure 12. Time dependence of the nucleation rate I�t� GaN on the
substrate surface at temperature T = 650 �C. Reprinted with permission
from [88], S. A. Kukushkin et al., Fiz. Tverd. Tela, 44, 2079 (2002) [Phys.
Solid State 44, 1399 (2002)]. © 2002, S. A. Kukushkin, V. N. Bessolov,
A. V. Osipov, and A. V. Luk’yanov.

�1− 1
Q0N

JGaN��1− 1
Q0Ga

JGaN − 1
Q0Ga

JGa� = Ks
�

Q0NQ0Ga

50Ga = kGa (66)

where Q0N and Q0Ga are relative amounts of the total ini-
tial nitrogen and gallium on the substrate and in the new-
phase nuclei at the start of the ripening stage; JGa, JGaN

are the total mass of the nuclei of liquid Ga and GaN at
the end of the ripening stage; Ks

� is the constant of GaN
dissociation on the substrate surface; 50Ga and 50N are the
equilibrium concentrations Ga and N on a substrate; kGa is
a quantity equivalent to the chemical reaction constant for
single-component substances. The GaN phase diagram cal-
culated by Eq. (66) at three different temperatures is given
in Figure 14.

9. NUCLEATION OF COHERENT
NANOPARTICLES

The elastic energy released during the formation of
nanoparticles coherently connected with matrix or sub-
strate influences significantly the nucleation process [24,
98, 162–166]. This energy can lead to either the increase
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Figure 13. Time dependence of the size distribution function, f �R� t�,
where R is the radius of islands of GaN nuclei on the substrate surface
at the nucleation stage at temperature T = 650 �C. Reprinted with
permission from [88], S. A. Kukushkin et al., Fiz. Tverd. Tela, 44, 2079
(2002) [Phys. Solid State 44, 1399 (2002)]. © 2002, S. A. Kukushkin,
V. N. Bessolov, A. V. Osipov, and A. V. Luk’yanov.
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Figure 14. Phase diagrams of island GaN films at different tempera-
tures: 1—T = 480 �C 2—T = 850 �C 3—T = 1000 �C. Reprinted with
permission from [88], S. A. Kukushkin et al., Fiz. Tverd. Tela 44, 2079
(2002) [Phys. Solid State 44, 1399 (2002)]. © 2002, S. A. Kukushkin,
V. N. Bessolov, A. V. Osipov, and A. V. Luk’yanov.

[1, 2, 4, 5, 14, 167–169] or the decrease [24, 98, 162, 163] of
nucleation rate. In the process of formation of nanoparticles
coherently connected with solid matrix, the formation work
of nanoparticle increases by the value of an elastic energy
which leads to the decrease of the nucleation rate. The elas-
tic energy is the driving force of the nucleation process in
case the nanoparticle forms on the surface of substrate from
the elastically strained wetting layer. This particular process
will be considered here in detail.

Let us start from the brief review of literature devoted to
the analysis of growth of coherent nanoparticles. At present,
the self-aligned Stranski–Krastanow growth of coherent
semiconductor islands, which contain no lattice mismatch
defects, is actively used for obtaining ordered structures
with nanodimensional quantum dots (QDs) [1, 2]. The great
interest in such structures is due to the prospects of their
practical implementation in optoelectronics in relation to
the localization of charge carriers in the vicinity of QDs [3].
In order to control the island shape during island growth, it
is necessary to determine the driving force of nucleation. In
Section 3 of this paper, we note that two principal mecha-
nisms of nanofilm growth exist. According to the first mech-
anism described, the growth of nanoislands is due to a high
density of adsorbed atoms on the wetting-layer surface. The
islands grow in such a way by the Volmer–Weber mecha-
nism, as a rule. In the case where there is close interaction
between substrate and film materials in a film-substrate, the
islands ought to grow due to the Stranski–Krastanow mech-
anism. In this case, the nonclassic nucleation from the atoms
of the wetting layer itself proceeds under the effect of elas-
tic energy [1, 2, 4, 5]. Thus, in the first case, the free energy
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of the island decreases due to the difference in chemical
potentials of the atoms in the two-dimensional adsorbate gas
and in the island itself, whereas in the second case, the free
energy decreases due to the difference between chemical
potentials of the atoms in the wetting layer and in the island.
Here, the chemical potential is determined by the differ-
ence between the elastic energy and the wetting energy. The
island growth by the first mechanism occurs on a wetting
layer of constant thickness. In the second case, the thickness
of the wetting layer should decrease during the nucleation.
The reason is that part of the atoms of the wetting layer
transfer to islands in order to decrease an elastic energy [1].
A theory of growth of coherent nanoislands via the Stranski–
Krastanow mechanism is outlined in [14, 96]. There, calcu-
lations and estimations are made taking the growth of Ge
on �100� and �111� Si surfaces as an example. Experimental
investigations to verify the extended theory are described in
[96]. The Ge films were deposited by chemical vapor depo-
sition in a vacuum chamber equipped with a spectroscopy
ellipsometer and a mass-spectrometer. Digermane Ge2H6,
which was diluted with pure He, was used as the precursor in
the pressure range from 4 mbar. Depiction of coherent Ge
islands on �100� surface of Si (see [96]) is given in Figure 15.

A growing-film model of the structure of Ge layers on Si
surface used for ellipsometric measurements of the growth
of Ge layers on �100� surface of Si (see [96]) is shown in
Figure 16.

The following mechanism of the formation of coherent
islands, which is based on our experimental data on the
Ge on Si(100) growth, was considered in [96]. Initially, the
layer-by-layer growth of the Ge film on the Si substrate
occurs, since the Si surface energy is noticeably higher than
the Ge surface energy, and wetting is favorable. However,
Ge and Si have different lattice parameters, and the elas-
tic energy increases with film growth (the elastic energy per
atom is constant). The wetting energy per atom continuously
decreases, since the Ge atoms are removed farther and far-
ther apart from the substrate. At the instant when the elastic
energy per atom is equalized to the wetting energy per atom
for the upper atoms of the wetting layer, the layer itself is in
equilibrium. However, the wetting layer continues to grow

Figure 15. SFM picture of Ge coherent islands on Si �100� at T =
500 �C and the average deposition rate of 2 monolayers per minute.
Reprinted withe permission from [96], S. A. Kukushkin et al., Fiz. Tekh.
Poluprov., 36, 1177 (2002) [Semiconductors, 36, 1097 (2002)]. © 2002,
S. A. Kukushkin, A. V. Osipov, F. Schmitt, and P. Hess.
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Figure 16. Two-layer scheme for spectroscopic modelling of a growing
film; dWL and dIL are thicknesses of the wetting layer �WL� and the
island layer �IL�, respectively. Reprinted with permission from [96],
S. A. Kukushkin et al., Fiz. Tekh. Poluprov. 36, 1177 (2002) [Semiconduc-
tors 36, 1097 (2002)]. © 2002, S. A. Kukushkin, A. V. Osipov, F. Schmitt,
and P. Hess.

and becomes metastable, making it possible for the elas-
tic energy to relax. One of the possible ways of relaxation
is nuclei formation on the wetting-layer surface, since the
higher clusters have a higher elastic energy compared with
the lower clusters. This process sets in when the nucleation
barrier becomes low enough. Due to this fact, the nuclei
formed grow and reduce the elastic energy of the film, and
the wetting layer becomes thinner, thus supplying the grow-
ing islands with atoms. After some time, the nucleation pro-
cess will be completed, since a decrease in the wetting-layer
thickness will lead to heightening of the nucleation barrier.
As a result of the studies, the expression of free energy is
derived. The free energy of the formation of the coherent
island from the wetting layer is represented by three sum-
mands

F = QFsurf − �QFelas − QFatt� (67)

Here, QFsurf is the increase in the surface energy due to the
formation of an additional surface of the film material, QFelas
is the decrease in the free energy due to the elastic energy
relaxation within the island, and QFatt is the increase in the
free energy due to weakening of the attraction (wetting) of
the island atoms to the substrate. It is evident that the energy
parenthesized in relationship (67) is the only driving force
of this nucleation process. Each of the three quantities in
relationship (67) depends not only on the number of atoms
in the island but also on its shape. This is the distinction
of this model from the theory of nucleation of incoherent
islands. To calculate the QFsurf , QFelas, QFatt quantities, the
simplest island configuration is used. Specifically, we assume
that a cuboid-shaped island with a square base L and height
H lies on the wetting strained layer with a height h. For
such an island configuration with two parameters L and H ,
all results are obtained in the analytical form. Calculations
from [96] show that the coherent form of free energy (67)
is as follows:

F �i� =�  �

kBT
= ai2/3=1/3 + b

i

=
− c i (68)

Here kB is the Boltzmann constant, T is the temperature,

a = 4�f �h0l
2
0�

2/3

kBT
� b = κ

6�
h0

l0
� c = κS (69)
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κ = BE2
0h0l

2
0/kBT is the elastic-to-thermal energy ratio, S =

ln�U�/BE2
0h0� is the constant characterizing the wetting-to-

elastic force ratio, h0 is the height of the monolayer film, l0
is the average interatomic distance in the same layer, S =
ln�U�/BE2

0h0� is the lattice mismatch between the film and
a substrate, df is the lattice parameter for the film, ds is the
lattice parameter for the substrate, B is the elastic modulus,
and U� = �s−�f−�s-f, the surface tensions of the substrate,
film, and interface between them. The expression derived for
the free energy of a coherent nanoisland allows to describe
the whole process of nucleation of the islands. Thus, the
equations of nucleation rate, elastic energy relaxation rate
time-density relations for the islands, and evolution laws of
the thickness of a wetting layer in time were obtained.

Theoretical and experimental dependencies of the wetting
layer thickness and the total Ge amount in the islands mea-
sured in monolayer units in relation to the depositions time
are given in Figure 17.

As for theoretical time dependencies between the nucle-
ation rate and surface concentration of Ge islands on �100�
surface of Si, they are shown in Figure 18.

A model of self-limiting growth of coherent islands is con-
structed in [14]. It is shown that in the case where there is a
barrier for addition of atoms on the boundary of an island
and the barrier is dependent on the island size, the process
of secondary nucleation is probable there. Accordingly, the
size distribution function of nuclei becomes binodal. This is
substantially different from the size distribution function of
incoherent nanoislands, which has only one maximum in all
cases. Dependencies of the nucleation rate-size distribution
functions of coherent Ge islands on �100� surface of Si with
the barrier for addition of atoms on the island boundary can
be found in [14].
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Figure 17. Theoretical and experimental dependencies of the wetting
layer thickness and the total Ge amount in the islands measured in
monolayer units versus the deposition time for the Si �100�. Reprinted
with permission from [96], S. A. Kukushkin, et al., Fiz. Tekh. Poluprov.
36, 1177 (2002). [Semiconductors, 36, 1097 (2002)]. © 2002, S. A.
Kukushkin, A. V. Osipov, F. Schmitt, and P. Hess.
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Figure 18. Time dependencies of the main characteristics of nanois-
lands nucleation Ge of surface Si �100�, at T = 550�C. Reprinted with
permission from [96], S. A. Kukushkin, et al., Fiz. Tekh. Poluprov. 36,
1177 (2002) [Semiconductors, 36, 1097 (2002). ©2002,] S. A. Kukushkin,
A. V. Osipov, F. Schmitt, and P. Hess.

10. CONCLUSION
We have presented all the basic modern theoretical con-
cepts describing both the nucleation of nanoparticles and
the further evolution of nanoparticles. Our presentation was
based on the general theory of the first-order phase transi-
tions. This provides a general approach allowing a unified
standpoint in the investigation of processes on the sub-
strate surface and in the surrounding volume upon nanofilms
deposition from the gaseous, liquid, amorphous, and solid
phases. Due to application of the generalized approach, we
could investigate the influence of various factors on nucle-
ation of nanoparticles. In this review, we considered the
effects of the free energy arising between substrates and
nanoparticles, composition of an environment, temperature,
electromagnetic radiation, and acidity of a medium upon
the processes of nanoparticle nucleation. It was shown that
application of the field approach to investigation of nucle-
ation of nanoparticles allows to calculate the structure of
an interface and dependence of surface tension upon the
size of a nanoparticle. It should be mentioned that experi-
mental studies are beyond the scope of this review, because
the authors do not rank themselves as skilled experimenters.
At present, there is a great deal of technical literature,
where experimental plants and techniques for preparation
of nanostructures are described, and for details the readers
can address the literature.
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The authors hope that the present publication will help
the reader to gain insight into these processes and to
better and more quickly comprehend the range of questions
described.

GLOSSARY
Coalescence Interaction of nuclei of the new phase in the
case of their direct contact. In the course of such a process
the junction of nuclei in one particle can be realized.
Heterogeneous fluctuations Fluctuations of atoms or
molecules in the volume of an old phase leading to the
formation of the nuclei of the new phase.
Nucleation Formation of the nuclei of the new phase in
the process of first-order phase transition.
Nucleation rate Number of the nuclei of the new phase
formed in the unit volume (or on the unit surface) of an old
phase per time unit during the process of phase transition.
Nuclei of the critical size Nuclei of the new phase which
are in equilibrium with the initial phase under given super-
saturation.
Ostwald ripening The late stage of first-order phase trani-
sitions on which the interaction of nuclei of the new phase
with each other takes place by means of generalized diffu-
sion, heat or another field. During such a process the bigger
nuclei grow at the expense of the smaller ones.
pH The quantity characterizing the acidity of liquid media.
pH is expressed by means of minus of the decimal log-
arithm of the concentration of hydrogen ions in a fluid
(environment).
Spinodal curve The bounding curve of an area where
phase is absolutely unstable with respect to arbitrarily small
fluctuations.
Spinodal decomposition Non-barrier phase transition in
the unstable (spinodal) region, that occurs by increasing of
long-wave heterophase fluctuations.
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1. OVERVIEW
Bionanotechnology is an emerging field with great promise
in molecular science. The field is so new that it has yet to
be formally defined. However, it can be characterized as
a primitive technology that takes advantage of the proper-
ties of highly evolved natural products like nucleic acids and
proteins by attempting to harness them to achieve new and
useful functionalities on the nanoscale.
It is appropriate to compare bionanotechnology to the

technology of the paleolithic in which natural products
like wood and stone were shaped into implements and
devices. Much like the paleolithic technologists who used
knowledge of their surroundings to identify components
and processes used in tool-making, modern bionanotech-
nologists use knowledge of chemistry, biochemistry, and
molecular biology to identify components and processes for
the construction of self-assembling materials and devices.
Paleolithic technology was limited by the basic properties of
natural products like wood and stone. Wood and stone could
be shaped and modified, but they could not be forced into
the arbitrary de novo designs that can be attained with our
modern understanding of wood composites and ceramics.
In a like fashion, bionanotechnology is limited by the basic
properties of biomolecules. The field will certainly mature
in the near future, but this maturation will require, among
other things, advances in our understanding of the nature
of nucleic acid and protein folding so that arbitrary de novo
design of such molecules can be contemplated.
Like other forms of nanotechnology, bionanotechnology

seeks to define approaches to the fabrication of useful

materials and devices. However, the construction princi-
ples utilized in the field often originate in biology and
the goals are often biomemetic (e.g., the construction of
biosensors [1]) or aimed at the solution of long-standing
research problems (e.g., protein crystallization [2]. Nonbio-
logical problems have also been approached in attempts at
the construction of electronic circuitry using biomolecules
[3] and the construction of a fuelled nanomechanical oscil-
lator [4] and a nanomechanical switch [5). At the heart
of these approaches is the concept of self-assembly. Self-
assembly of ordered elements is a defining property of living
things. Moreover, the progressive increase in the complexity
of the processes used by living things in self-assembly is a
defining property of evolution. During the roughly 4.2 bil-
lion years of prebiotic and Darwinian evolution that have
taken place on earth, an almost incomprehensible variety of
molecular structures, functionalities, and associations have
appeared. This evolutionary experience is stored in modern
living systems. For this reason, modern living systems com-
prise a wealth of addressable macromolecular components.
Of these, the nucleic acids and proteins are the most easily
manipulated and the best understood. Thus, it is not surpris-
ing that they have been the first to be exploited to produce
nucleoprotein-based addressing systems in nanobiotechnol-
ogy [6–11] that attempt to exploit self-assembly and ordered
proximity.

1.1. Creation of Biomolecular Machines
by Directed Evolution

A machine is usually defined anthropomorphically as a
device having a purpose [12]. A more general definition
is as an assemblage of parts that transmit forces, motion,
and energy one to another in a predetermined manner [13].
Such definitions are meant to encompass the spectrum of
machines from the simple lever and wedge to the most
complex networks of automata. In biology this definition
encompasses an even broader spectrum of entities from the
simplest biomolecular catalysts to the planetary biosphere.
The central thesis in modern biology has been that the plan-
etary biosphere arose spontaneously. Consequently an enor-
mous amount of scientific research has been focused on
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138 Nucleoprotein Assemblies

understanding how the earth underwent a transformation
from an apparently lifeless state to the biosphere that it has
now become.
A significant body of knowledge in support of this spon-

taneous transformation has now been accumulated in the
field of prebiotic chemistry. This body of knowledge sug-
gests pathways for the spontaneous production of each of
the components of nucleic acids and proteins from con-
ditions likely to have been present on the primitive earth
[14, 15]. Most of this work has been aimed at construct-
ing plausible routes to self-assembling chemical systems that
would become subject to Darwinian natural selection. Work-
ing backward from apparent molecular fossils, the stated
goal of these studies is to plausibly order the events that
occurred on the prebiotic earth that gave rise to Darwinian
evolution [16, 17].
The discovery of unifying principles in this area has

been stimulated enormously by the discovery that nucleic
acids themselves can serve as catalysts and must therefore
be listed with peptides and proteins as the raw materi-
als of simple biomachines. The current hypothesis is that
the early stages of prebiotic evolution generated a series
of supramolecular aggregates composed largely of RNA.
These aggregates, sometimes termed metabolosomes [18],
are postulated to have attained a high degree of complexity
permitting them to carry out a complex series of chemical
transformations. The level of complexity at which evolution
by natural selection could take hold has been called the
Darwinian threshold [17]. It is thought that the entity that
crossed this threshold was a supramolecular aggregate that
possessed the capacity for self-assembly, self-replication,
and perhaps translation (i.e., the capacity to convert infor-
mation stored in ribonucleic acid sequences into protein
sequences [17]).
In efforts designed to recreate the basic designs for the

postulated primitive nucleic acid machines, simple labora-
tory procedures for their construction have been developed
using the principles of directed evolution in vitro [19–24].
Generally these techniques involve the production of a pool
or library of nucleic acid sequences that are subjected to a
selection process involving binding or catalysis. Those mem-
bers of the library that can perform the binding or catalytic
task dictated by the selection criterion are retained by the
selective process. Initially, this represents only a tiny frac-
tion of the initial library. This fraction is copied so as to
increase the total number of copies of the selected species.
After repeating this process many times, the resulting pool is
thus reduced in complexity to a few representative molecules
having the desired properties.

1.1.1. Aptamers
Aptamers represent perhaps the simplest class of molecu-
lar machine that has been produced by using bionanotech-
nology. The word aptamer is derived from the Greek word
“aptus” meaning to fit, in this case, a molecule adapted to fit
into another molecule. Under the first definition above [12],
aptamers represent a class of molecular machine that can be
considered to be devices having a specified purpose: binding
to a ligand. Ligands that have been bound include organic
dyes [23], proteins [25], other small molecules [26], and

other nucleic acids [27]. Aptamers have been produced from
both DNA [25] and RNA [23]. Although most aptamers
are essentially static machines, in the sense that a wedge
is a static machine, more recently aptamers have been pro-
duced that exhibit behavior that can be regulated by a small
molecule [28]. This suggests that the ligand either modifies
the structure of the aptamer so that it fits into its target
site properly or that the ligand forms part of a complex
complementary to the targeted binding site. In short certain
aptamers may be dynamic machines since they appear to
move in order to bind.

1.1.2. Ribozymes
It is a short step from binding to catalysis because bio-
logical catalysts are selected so as to bind to and thereby
stabilize transition states in a given reaction pathway. This
property of catalytic biomolecules allows them to drive
many organic reactions at ambient temperatures with rea-
sonable efficiencies. RNAs with these properties are readily
isolated by directed in vitro evolution techniques. In vitro
selected ribozymes exhibit rate enhancements ranging from
103 to 105 over the uncatalyzed reactions. RNAs that have
been isolated by these methods include those that catalyze
carbon–carbon bond formation in a Diels–Alder reaction
[29], phosphate bond cleavage in cleaving single-stranded
DNA [22], phosphate bond formation during RNA poly-
merization [30], RNA ligation [31], carbon–nitrogen bond
formation during self-alkylation [32], and carboxyl attack on
phosphorous during amino acid activation.

1.1.3. Deoxyribozymes
Most secondary structure in nucleic acids involves hydro-
gen bonding. Since DNA lacks the 2′ hydroxyl group on
ribose that is present in RNA, it possesses a reduced poten-
tial for hydrogen bond formation and was initially thought
to be less suitable for in vitro selection of aptamers and
catalytic nucleic acids because it cannot adopt as many sec-
ondary structures as RNA (i.e., its conformation space [33]
is restricted relative to RNA). This initial concern notwith-
standing, catalytic DNAs of many types have also been
selected by directed in vitro evolution. Porphyrin metallation
[34], peroxidase activity [35], phosphoesterase activity [36],
and DNA degrading activity [37] have all been documented,
suggesting that the collection of accessible deoxyribozymes
may be nearly as extensive as the collection of ribozymes.

1.1.4. Enzymes
Biologically occurring deoxyribozymes have not yet been
observed. Biologically occurring ribozymes are rare, but sev-
eral are known to exist. Catalytic proteins (enzymes), on the
other hand, are the overwhelmingly predominant catalytic
molecules in living things, with many thousands of different
forms present in the average mammal, for example. Thus,
by any measure, the collection of biologically occurring cat-
alytic proteins (enzymes) is currently much larger than the
collection of known catalytic nucleic acids since it encom-
passes the vast majority of the aggregate number of gene
products contained in all species now present on earth. Even
so, directed evolution techniques have been applied to the
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development of new enzymes. Here, the methods are gener-
ally based on the selection of whole bacteria. In this process
the bacteria develop previously unknown catalytic functions
by recruiting proteins that are normally expressed in the
bacteria for other purposes through a process of mutation
and selection [38, 39]. For example, bacteria that are nor-
mally unable to use a certain sugar for growth are exposed
to a DNA damaging agent that introduces random changes
(mutations) in the genetic code of the organism. Most of
these changes are deleterious and either cause the bacte-
ria to die or grow more slowly than it would in its natural
growth medium. However, if the mutated bacteria are forced
to grow on the sugar that they are normally unable to use,
a small fraction of them (perhaps 1 in 108� will be able to use
the sugar in question for slow growth. Subsequent rounds
of this mutagenesis and selection process yield new enzyme
functionalities associated with absorbing and breaking down
the sugar in question. Such de novo protein development
completes the spectrum of currently known techniques for
the de novo development of nanoscale components available
for nanobioscience and nanobiotechnology.
Each of these de novo methods takes advantage of the

almost incomprehensible conformation spaces available to
proteins, RNAs and DNAs [33] as noted above. Given
the hydrogen bonding capacities of each polymer and the
number of commonly observed monomeric building blocks
(4 each for nucleic acids and 20 for proteins), the number
of available conformations is canonically ordered as fol-
lows: protein � RNA > DNA when each oligomer con-
tains the same number of monomers. It is worth noting
that even the conformations available to the most restricted
system (the DNAs) is 4n (where n = sequence length in
nucleotides) assuming only one conformation per sequence.
It is clear that the vast collection of shapes available to
oligmers of modest length �n > 20� offers an almost inex-
haustible wealth of potential devices available for nanoscale
assembly.

1.2. Modification of Existing
Biomolecular Machines

Directed evolution has provided a productive route to the
de novo selection of new nanoscale machines; however,
with proteins, it has often been simpler to modify exist-
ing molecules for purposes related to their current function.
This makes recombinant DNA technology among the most
powerful tools in bionanotechnology. Recombinant DNA
technology is generally used to place desired proteins under
the control of specific DNA sequences, called promoters,
that permit the production of large quantities of the desired
material. This is generally coupled with the second tool,
site-directed mutagenesis, which allows the modification of
the protein itself. In site-directed mutagenesis, recombinant
DNA techniques from molecular biology are used to alter
the genetic code so as to modify the amino acid sequence
of the protein. The resulting proteins have generally been
redesigned so as to suit a particular application. In gen-
eral these alterations improve stability or functionality of the
protein in a given application.
These techniques have been used to optimize [40, 41] the

capacity of the light harvesting protein bacteriorhodopsin to

cycle between two stable photochemical states so as to per-
mit the construction of a three-dimensional memory device.
In this device the modified protein is first immobilized in a
matrix. A paging laser at 570–630 nm is used to cycle the
engineered bacteriorodopsin from an all-trans state through
a series of 13-cis retinal states to a light-adapted proto-
nated all-trans retinal state. A full power write laser at
680 nm acting orthogonally through an active matrix liq-
uid crystal light modulator is then used to convert volume
elements of the protein-containing matrix from the light
adapted all-trans retinal isomer to the 9-cis isomer to set
the state of engineered protein in the matrix, thus creating
a three-dimensional (3D) (volumetric) information storage
pattern. The 570–630 nm paging laser is coupled with the
680 nm laser at low power to read the information by pro-
jecting the stored data onto a charge-coupled device. Bac-
teriorhodopsin is stable in this state and data stored in this
manner are stable for decades in the absence of blue light
or high temperatures. Erasure is accomplished with a 410–
430 nm diode-pumped laser that converts the 9-cis to one of
the all-trans states.
This working system integrates bionanotechnology (pro-

tein engineering and 3D immobilization techniques) with
laser based input–output (IO) technology to achieve a stor-
age device that is resistant to the high levels of radiation and
shock required for satellite communications, while achieving
a 1000-fold improvement in memory storage capacity over
currently operational devices. The ultimate goal of bionan-
otechnology is to create devices based on biomolecules that
achieve the even greater degree of complexity and miniatur-
ization exhibited by living things.

2. SUPRAMOLECULAR ASSEMBLIES
A key step in the origin of life appears to have been the
origin of translation [17, 18]. Translation is the process
by which RNA sequence information is copied into pep-
tide or protein sequence information. In general, this is
assumed to have occurred at a time in prebiotic evolution
when catalytic RNAs provided the only mechanism by which
metabolic interconversion of chemical compounds could be
accomplished. The appearance of translation is thought to
have moved evolution to a new plane in which supramolec-
ular aggregates (SMAs) appeared that had crossed the
Darwinian threshold (i.e., the point at which the complex-
ity of the aggregate permitted replication, self-assembly, and
natural selection). This transition is thought to have been
achieved by incorporating information storage and feedback
to the storage mechanisms [17].
The modern ribosome is generally considered to be a

molecular fossil representing a highly refined version of one
of the key components of these supramolecular aggregates
or SMAs. The more primitive SMAs that gave rise to them
are generally thought of as metabolosomes in which nucleic
acid scaffolds of RNA called organizing centers held cat-
alytic RNAs in place by base-pairing between a short region
of the nucleic acid scaffold and a short region of the catalytic
RNA [18]. In this model, the alignment of sequestered cat-
alytic RNAs was set by the sequence of the complementary
RNA in the organizing center. This alignment and proxim-
ity is thought to have facilitated sequential reactions in the
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metabolosome. The linear arrangement along the organiz-
ing center is thought to have been translated into the linear
arrangement of amino acids, thus promoting the forma-
tion of peptides by ordering condensation reactions through
appropriate juxtaposition of the amino acid adapters com-
posed of RNAs. It is thought that these adapters ulti-
mately evolved into modern transfer RNAs or tRNAs and
that they continue to serve this purpose in modern living
things. Bionanotechnological approaches to the construction
of supramolecular aggregates have adapted many of these
biological principles.

2.1. Creation of SMAs Using Base-Pairing
in Complementary Nucleic Acids

Several nucleic acid scaffolds have been constructed using
DNA complementarity. These scaffolds are assembled by
annealing complementary DNAs followed by enzymatic lig-
ation, or splicing, of the subsections of a larger entity. The
scaffolds are defined by their connectivity. A cage having
the edge connectivity of a cube [42] has been character-
ized, as well as a system with the connectivity of Borromean
rings [43], the connectivity of a truncated octahedron [44],
and the connectivity of a 2D lattice [45]. Thus, the topol-
ogy available for the construction of supramolecular aggre-
gates is quite elaborate. This topology has been used in
the construction of a two-state switch that is actuated by
changes in salt concentration [5] and in the construction of
a DNA-fuelled oscillator [4] that is activated by the addition
of oligodeoxynucleotides.
The two-state switch is based in the well-known transition

of DNA from the right-handed B-form double helix seen
at low salt to the left-handed Z-form double helix seen at
high salt. In Z-DNA the phosphate backbone zigzags around
the stacked base pairs instead of winding smoothly around
them in a helical pattern as it does in B-form DNA [5].
This conformational change twists the DNA from the right-
to the left-handed form, and it is favored by sequences
that are rich in guanine–cytosine base pairs. Interestingly,
it was found that a double-crossover molecule could be
made to stabilize two duplex strands of DNA into a side by
side arrangement that appears to remain in the B-form at
high salt. Double-crossover is a term from genetics used to
explain genetic exchanges that often occur during the DNA-
strand exchanges that characterize recombination in biol-
ogy. Physically a system of this type comprises four strands
of DNA intertwined so that two of the strands cross over
from one of the double helices to the other and back again
so as to constrain them to lie side by side. This rigid sys-
tem resists conformational change as salt concentration is
altered. When two double-crossover systems are connected
by a short double-stranded region that is rich in guanine–
cytosine base pairs, the two double-crossover regions at
either end of the double-stranded region can be made to
lie on the same side of the double-stranded region at low
salt and on opposite sides of the region after the B to Z
transition induced by high salt. Resonant intramolecular
energy transfer from chromophores placed at the ends of
the double-crossover strands that lie near the linking region
can be used to detect the change in proximity induced by the

increase in salt concentration. In effect, the system becomes
a biosensor that can detect changes in salt concentration [5].
The DNA-fuelled oscillator likewise induces nanome-

chanical motion in a supramolecular assembly formed
from DNA [4]. Here again, resonant intramolecular energy
transfer is used to detect the close approach of two chro-
mophores during the formation of a duplex waste prod-
uct from the sequential addition of two complementary fuel
strands. The system essentially makes use of strand displace-
ment in DNA. Here a chromophore and a fluorescence
quencher are placed at each end of a short DNA strand
during synthesis. This short strand is hybridized (annealed)
to two strands that are complementary to the ends of the
chromophore-containing strand, extend beyond the ends by
several nucleotides, but do not cover the central nucleotides
of the chromophore-bearing strand. In this state the duplex
DNA region is extended by the stiff stacking interactions
along the Z-axes of the two duplex regions, thus maintain-
ing the ends of the strand containing the chromophore and
the fluorescence quencher at a distance adequate to pre-
vent quenching of the fluorescent signal. Once this state is
achieved, a closing fuel strand is added that is complemen-
tary to the unpaired ends of each of the previously added
strands but is longer than one of them so as to leave another
unpaired region. Once annealed, this strand forces the
chromophore-containing strand into a hairpinlike conforma-
tion that juxtaposes the chromophore and the quencher,
extinguishing the fluorescence signal by resonant intramolec-
ular energy transfer. The system remains in this conforma-
tion until an opening fuel strand is added that is completely
complementary to the closing fuel strand added previously.
Annealing between the two fuel strands begins at the short
unpaired region and continues by strand displacement until
the opening fuel strand that maintains the chromophore con-
taining strand in the hairpin conformation is stripped away
to relax the system and permit fluorescence to reappear [4].

2.2. Creation of SMAs Using
Complementary Protein Domains

Multisubunit proteins can exhibit a form of complementar-
ity between subunits that results in self-assembly of defined
multimolecular protein aggregates. Protein–protein interac-
tion is not easily predicted, as can be anticipated from
the increased complexity intermolecular interactions possi-
ble between the 20 common amino acids compared to that
of the 5 common bases that comprise the nucleic acids.
However, as the number of known 3D protein structures
has increased it has become possible to catalog numer-
ous interactions between internal protein domains that can
be reproduced with synthetic peptides. For example, the
SH2 and SH3 domains of the Src tyrosine kinases are
known to interact with phosphotyrosine and proline rich
motifs to form internal associations that influence kinase
activity. SH3 and SH2 are well characterized examples
of protein domains whose natural folds are spontaneously
adopted by recombinant peptides containing the native pep-
tide sequence �46� 47�. Each isolated domain retains its affin-
ity for phophotryosine (SH2) or proline rich peptides (SH3)
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that interact with these domains to form complex associa-
tions involving the Src kinases.
In general, domain–domain interactions also govern the

spontaneous association of multisubunit proteins. Dimeric
proteins often associated with DNA-binding proteins [48]
represent the simplest examples of these aggregates. In addi-
tion, the multimeric assemblies that form viral capsids [49]
provide examples of the complexity that is achieved in biol-
ogy with simple interactions of this type. The symmetry rules
that govern the self-assembly of these subunits into complex
multimers are well known [49, 50].
These advances in the understanding of protein domain

structure have allowed the construction of fusion proteins
(i.e., chimeric proteins constructed by recombinant DNA
techniques that fuse disparate functional domains in to a sin-
gle unit) with predictable subunit–subunit complementarity
that have been used in the formation of a closed tetrahe-
dron protein cage and an extended protein filament [51].
The closed protein cage was designed by searching a pro-
tein database for dimeric and trimeric protein structures
that begin or end in an alpha helix. Molecular modeling
was than used in computer-aided design of a fusion between
domains thus identified. Once models were constructed, they
were examined to determine whether or not they possessed
appropriate symmetry for self-assembly into a closed geo-
metric figure. One fusion between the trimeric bromoper-
oxidase of Streptomyces aureofaciens and the dimeric M1
matrix protein of the influenza virus was shown to be capa-
ble of the formation of a tetrahedral cage by molecular mod-
eling. Molecular cloning techniques were used to express
the designed fusion protein in E. coli. The purified fusion
protein was shown to form the expected tetrahedral cage
based on sedimentation velocity, light scattering, and elec-
tron microscopy experiments. Similar methods permitted the
construction of an extended filament [51].
Biomolecular motors are also potential components of

a variety of protein containing devices that have obvious
potential in structuring or redirecting flow and mixing in
nanofluidic systems. The F1-adenosine triphosphate syn-
thase (F1-ATPase) provides a well-studied example of a
molecular motor. It is also a naturally occurring supramolec-
ular protein aggregate, comprising three alpha, three beta,
and one gamma protein subunits. It is effectively a three-
point stepper motor that generates ATP from ADP and inor-
ganic phosphate by using rapid sequential conformational
changes driven by a proton gradient. The conformational
changes associated with the stepwise rotation of the pro-
tein rotor (i.e., the gamma subunit) between the surrounding
sets of alpha and beta subunits cause the enzyme to cat-
alyze the formation of ATP. This mechanism of action was
deduced through studies of the biochemical kinetics of the
system [52]. It was later supported by 3D structure deter-
mination [53] and unequivocally demonstrated by chemical
means [54] and by direct real-time observation [55, 56] of the
reverse reaction in which ATP is hydrolyzed. These advances
in understanding of the system have permitted it to be
modified using site-directed mutagenesis so that it could
be mounted on an engineered substrate in order for it to
be able to produce controlled rotation of synthetic arms.
Rotation can be initiated by the addition of one compound
(2 mM adenosine triphosphate) and halted by the addition

of another compound (sodium azide). With further protein
modification, rotation could be halted by the addition of the
metal ion Zn2+ and reinitiated by the addition of the metal
ion chelator EDTA. In short, the rotation of this modified
machine can now be controlled by changing its chemical
environment [57–59].

2.3. Addressable Supramolecular
Assemblies Based on Nucleic
Acid Complementarity

As noted above the key feature postulated for metabolo-
somes is the ability of the nucleic acid scaffolds that
formed the organizing centers to sequester and align nucleic
acid adapters. Base-pairing between a short region of the
nucleic acid scaffold and a short region of the adapter is
thought to have generated the appropriate alignment of the
adapters [18]. This concept has also been employed in sev-
eral applications in bionanotechnology. See Figure 1.
For example gold nanoparticles can be linked to DNA by

attaching alkanethiol groups to the ends of single-stranded
DNA molecules [10, 11]. When the modified DNAs are

Figure 1. Addressable nucleoprotein assemblies. (a) Molecular
addressing using nucleic acid complementarity. Here the central
duplex is formed either by DNA �DNA interaction or by DNA �RNA
interaction along a DNA or RNA organizing molecule. Short tethers of
DNA are used to link thermostable moieties to which other molecules
can be attached (e.g., gold or streptavadin molecules) indicated by
the spheres [6, 11]. (b) Molecular addressing using protein–nucleic
acid interaction. Here the central duplex contains 5FdC residues that
form covalent complexes with DNA (cytosine-5) methyltransferase
fusion proteins as they catalyze methylation of the DNA target. The
fusion proteins are ordered along the DNA sequence based on the
biospecificities of the cytosine methyltransferses of which more than 40
are known [8]. Each fusion protein can carry a different functionality
indicated by the irregular shapes attached to each sphere. (c) Molecular
addressing to a lattice. In this proposal [70] a lattice of DNA is ligated
together so as to serve as a host for guest molecules (ovoid shaped
objects). The purpose of this proposal is to drive crystallization so as
to facilitate 3D structure determination. (d) Molecular addressing of
silicon objects to a patterned DNA surface. In this proposal, DNA is
patterned onto a surface (depicted here as a checkerboard). Silicon
objects bearing complementary DNA strands on one of their surfaces
are moved into the vicinity of their complementary strands on the
surface pattern where they should attach biospecifically [9]. The
attached object is linked to the DNA strands on the front left of the
surface. Noncomplementary DNA states at the right rear of the surface
are ignored.
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exposed to a gold surface they adsorb by forming cova-
lent bonds between the gold and sulfur atoms. Like other
metal sulfur bonds the Au–S bond is very strong and can
easily link a long DNA molecule tightly to the surface
of the gold particle. The sequences of the attached DNA
molecules can be chosen so as to be complementary to
a linker strand. This permits the nanoparticles to sponta-
neously self-assemble into aggregates when mixed with the
linker strand [10]. If they are complementary to a linear
DNA strand, then they can be tethered to duplex DNA in
an ordered fashion [11] around the screw axis of the B-DNA
molecule (36�/base-pair). This approach can also be used to
order the thermostable-protein streptavadin along the screw
axis of a DNA helix [6]. Here biotinylated DNA is allowed
to interact with streptavadin prior to nucleic acid hybridiza-
tion. The steptavadin protein binds to the end of the DNA
due to the innate capacity of streptavadin to bind extremely
tightly to biotin. A DNA or an RNA organizing molecule is
then used to sequester and align the tethered streptavadin
molecules [6] much as originally envisioned by Gibson and
Lamond [18] for the metabolosome. When DNA is used as
the organizing molecule the streptavadin moieties should be
arrayed in accordance with the screw axis of the B-DNA
molecule (36�/base-pair). When RNA is used this orienta-
tion is expected to be in accordance with the screw axis of
the RNA �DNA hybrid (30�/base-pair).
Both the gold and the streptavadin aggregates pro-

vide the opportunity for secondary assembly via the gold
or streptavadin moiety. For example, the streptavidin
molecule binds biotin with a stoichiometry of four biotin
residues per protein moiety, leaving three unused sites
on the DNA–streptavadin conjugate. These unused sites
have been used to attach biotinylated antibodies to DNA-
tethered streptavadin [6]. This permits the derivatization
of microstructured surface arrays of DNA using the base-
pairing complementarity of the array so as to convert it to
a protein array of different antigen specificities [6]. Further,
by adding biotin to both of the 5′ ends of complementary
oligdeoxynucleotides it has been possible to form ring struc-
tures or networks of DNA linked by two, three, or four
biotin contacts per streptavadin residue [60].
Biotinylated proteins can be linked to streptavadin and

then targeted to DNA or RNA organizing molecules.
Although high-fidelity annealing is generally only achieved
at temperatures above 50 �C, annealing with bound proteins
can be carried out at room temperature [61]. Alternatively,
biotinylated proteins can be sequestered without regard to
order along an organizing DNA or RNA molecule by incu-
bating them at low temperature with streptavadin molecules
tethered to DNA or RNA [62].
Using these methods, the effects of protein proxim-

ity have also been studied with this system. Here, the
NAD(P)H/FMN oxidoreductase was placed adjacent to
luciferase in order to improve the properties of light emis-
sion by the system that is normally coupled by these enzymes
in their soluble form. Chemical biotinylation of proteins is
not regioselective and can damage proteins. To avoid this
problem, fusion proteins were prepared that contained a
biotin acceptor region from the E. coli biotin carboxy car-
rier protein. This served as a biospecific attachment site for
E. coli biotin ligase for the regiospecific attachment of biotin

to the luciferase and to the NAD(P)H/FMN oxidoreduc-
tase. Streptavadin-containing adapters were attached to the
fusion proteins and annealed to a DNA-linker strand that
linked the two enzymes either to the same or to different
strands. The SMAs thus created were then deposited on a
microplate surface again through a streptavadin–biotin link-
age to the end of the carrier strand. A 2.0- to 2.5-fold rate
enhancement was observed when the proteins were adja-
cent on a linear DNA compared to randomly placed on a
surface [61].
Each of these systems results in a free (often soluble)

nanoscale assembly. On a larger scale DNA sequences can
be manipulated by electrophoresis in ways that immobilize
them on the micro- and submicroscale [63]. Such arrays
become templates for addressing silicon and gold compo-
nents [9] as well as biotin linked antibodies and proteins
�6� 61� 62�.

2.4. Addressable Supramolecular Assembly
Based on Protein-DNA Specificity

The feasibility of an approach to addressable self-assembly
that enables the construction of ordered assemblies and
devices has also been described [7, 8, 64–66]. The princi-
pal advance brought about by this work is the ability to
place fusion proteins in preselected positions on a DNA
scaffold under conditions that do not denature sensitive pro-
tein components. The protein–nucleic acid structures self-
assemble at 5FdC [7, 8, 64] or dU substituted [66] recogni-
tion sites. Order is specified during the synthesis of the DNA
by placing DNA methyltransferase recognition sites along
the DNA. Two- and three-address assemblies are obtained
in good yield [65], and fusion proteins have been constructed
and targeted to preselected sites on linear [8] or branched
targets [67].
One advantage of fusion protein-targeting over strep-

tavadin protein-tethering is that a covalent linkage is estab-
lished between the cytosine methyltransferase and the DNA
that is heat stable. Thus, an array of ordered fusion proteins
that might find application in a thermal cycling system could
be constructed by this method without difficulty, whereas the
streptavadin system would break down under repeated ther-
mocycling not only at the level of nucleic acid but also at
the streptavadin–biotin linkage. With the tethering system,
one could imagine ligating the tethers in place after assem-
bly had taken place at lower temperatures. However, streric
problems would reduce yields in many cases and ligation
would not solve the problems associated with the biotin–
streptavadin linkage in this application.
An advantage of tethered assemblies like those ordered

by streptavadin conjugation is that the length of the tether
can be varied in order to accommodate proteins or other
elements of unknown dimensions by trial and error. On the
other hand, the use of methyltransferase fusion proteins in
ordering elements on DNA or elements that contain DNA
requires considerable effort in computer-aided design. This
is because the structural imperatives that are imposed by
such assemblies must be anticipated, insofar as is possible.
As noted above for the construction of SMAs from fusion
proteins [51] extensive use of the 3D structures of proteins
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available in protein databases is made [7, 8, 64, 66] in devel-
oping potential fusions and SMAs based on this method.
Once it is determined that the proposed design can assem-
ble spontaneously, it is important to test these predictions in
several ways. Several interesting phenomena have surfaced
in producing these assemblies.
For example, as DNA is added to either side of the four

base-pair binding site in a linear DNA molecule, it has been
shown that the rate of the coupling reaction between methyl-
transferases and the targeted 5-fluorocytosine residues
increases in an apparently sigmoid fashion [8]. The initial
inflection point in this reaction rate occurs at about 25
to 30 bp of total length for two unrelated bacterial cyto-
sine methyltransferases (M �HhaI and M �MspI). This was
interpreted as the kinetic footprint of the enzymes (i.e.,
the minimum space required for unhindered approach by
a methyltransferase to its targeted recognition sequence).
However, the 3D structure of M �HhaI bound to DNA
shows that it only physically covers about 13 bp of DNA [68],
suggesting that it could be made to decorate DNA recogni-
tion sites that are closer then the 25 bp inferred from the
kinetic experiments. This inference from the 3D structure
turns out to have been correct, since three-point assembly
along a linear molecule has been achieved with center to
center placements as close as 17 bp [65].

3. DESIGNS
Although a considerable number of technical and struc-
tural feats have been achieved in bionanotechnology, an
even larger number of designs for devices and assemblies
based on addressable assembly have been proposed. See
Table 1. Of these, many continue to be biomemetic with
antecedents in prebiotic evolution. Proposals for macro-
molecular carcerands [69] and host–guest systems [70, 71]
containing DNA form an important set of examples, since
the protective nature of these assemblies touches upon one
of the long-standing problems in prebiotic evolution: under-
standing how DNA ultimately became intertwined with the
postulated RNA world. Given the rules that have emerged
defining the attributes of the entity that first crossed the
Darwinian threshold, it would appear that DNA was not
required for the initial evolution of primitive supramolecu-
lar aggregates or metabolosomes [17, 18]. Nevertheless, the
best evidence suggests that DNA was recruited early on in
the evolution of these SMAs [16].
Recent discoveries on the structure of the supramolec-

ular aggregates present in the macronucleus in protozoans
and the nucleolus in primitive eukaryotes suggest that these
structures may make use of the cohesive ends of DNA pro-
duced by telomerase. Telomerase is a molecular fossil with a
structure resembling that of a ribosome, in that it comprises
several proteins assembled on a functional RNA. In this
case, however, one of the protein moieties serves to comple-
ment the RNA moiety in such a way that the supramolecu-
lar assembly becomes a primitive reverse transcriptase capa-
ble of generating short (often hexameric) DNA repeats that
are capable of forming strong associations based primar-
ily on hoogsteen pairing between guanine residues. Many
of these associations can survive even in boiling water and

Table 1.

Concept Proposed Achieved

DNA array addressing [63]
DNA-adapter-linked protein ordering on [6]
linear DNA

Fusion protein ordering on linear DNA [8]
Protein assembly on branched DNA [67]
DNA-adapter-linked gold ordering on [11]
linear DNA

DNA directed gold particle aggregation [10]
to 2D lattice

DNA directed protein assembly on 3D [70]
lattice

DNA directed silicon component addressing [9]
aggregation to 2D array

thus can provide considerable integrity to a supramolecu-
lar structure. Moreover, in an RNA world, one can safely
assume that competition between evolving supramolecular
aggregates would involve the production of RNA degrading
enzymes or ribozymes selected for their destructive power
against competing metabolosomes. Thus, the evolution of a
primitive ribonucleoprotein assemblage capable of generat-
ing a protective DNA cage or matrix that was impervious
to RNA-degrading activities would offer an important selec-
tive advantage for such a system. In short, telomerase-like
reverse transcriptases may have been both enveloped and
protected by their DNA products in the distant past. This
possibility is consistent with the association of the modern
telomerases (as molecular fossils) with macronuclei [72, 73]
and with the membraneless aggregate of nucleic acid and
protein called the nucleolus [74, 75]. Of these the nucle-
oli of the lower eukaryotes (e.g., D. Discodium and P. poly-
cephalum) [76, 77] may represent living molecular fossils
that evoke the freestanding supramolecular aggregate pos-
tulated as the antecedent of modern living systems [16, 17].
The DNA contained in these nucleoli is a short linear ele-
ment that ends in cohesive telomeric DNA and encodes the
other important molecular fossil from the RNA world: the
ribosomal RNA [77, 78]. As with other nucleoli these are
membraneless structures that are enclosed in an apparently
freestanding fashion by the nucleus. That DNA came to be
associated with the RNA world in this fashion is also consis-
tent with the findings of Ohno who pointed out that all mod-
ern genes appear to have evolved from iterated repetitive
elements of the type produced by modern telomerases [79].
These systems form biomemetic models for nanoscale

cages, carcerands, and extended 3D assemblies that can
be constructed with the bionanotechnological tools for
supramolecular assembly and addressing described above.
The utility of such assemblies lies in their potential as
devices that may some day acquire the complexity attributed
to nanorobots that can be directed to perform complex
tasks in a nanoscale environment [80]. Targeted drug deliv-
ery, selective cell destruction, selective cell remodeling,
telemetered detection of cellular abnormalities [80], and the
creation of new life forms [81] are often suggested as long-
range goals for these technologies.
More immediate goals for these technologies revolve

around their potential for contributing to understanding
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biological molecules and their interactions. A key area here
has been the desire to control solid state 3D assembly of
macromolecules so as to permit structure determination by
X-ray diffraction. To this end, designs for extended 3D crys-
tals based on DNA cages with oriented guests [70, 71] have
also been proposed in the hope that macromolecules that
interact with DNA scaffolds could be forced to adopt reg-
ular crystalline arrays that would diffract to high resolu-
tion. These nucleic acid-based proposals are supplemented
by proposals for the assembly of 3D crystals based on pro-
tein cages and extended structures [51]. As with the DNA
technology described above, designs for cages and shells,
double-layer rings, two-dimensional layers, and helical fila-
ments have all been proposed based on the ordered assem-
bly of protein domain fusions [51].
Designs for nucleoprotein cages have also been pro-

posed [69]. Here closed structures take advantage of ordered
placement of methyltransferase targeted protein donors
(e.g., proline rich peptides) and methyltransferase targeted
protein acceptors (SH3 domains). When donors are ordered
along one set of branched or linear DNA scaffolds and
acceptors are ordered along another set, self-assembly can
be initiated by mixing the two sets of biostructures. Using
this method, it should be possible to achieve assembly of
relatively large DNA cages and extended assemblies akin to
those that characterize the macronucleus and the nucleolus
as noted above.
Ordered assembly using biomolecules on an even larger

scale has also been proposed [9]. Here, one envisions a two-
step process utilizing complementary oligodeoxynucleotides.
In the first step a surface is decorated with single-stranded
oligodeoxynucleotides in a predetermined pattern using well
known techniques [63]. In the second step, etching tech-
niques are applied to a separate silicon-on-insulator wafer.
The wafer is etched with potassium hydroxide around ele-
ments protected on their surface by a mask of Au/Cr.
These islands are then released from the silicon insula-
tor layer with hydrofluoric acid and linked to thiols at the
ends of synthetic oligodeoxynucleotides through interactions
with the gold surface. The silicon elements can then to be
moved in an electric field until they contact the complemen-
tary oligodeoxynucleotide in the previously prepared surface
causing them to become fixed in a predetermined pattern
[9]. In principle such a system would permit macroscale
addressing for assembly of electronic devices.
Designs for ordering functional proteins so as to pro-

duce vectored chemical processes on the nanoscale have also
been proposed [6–8, 82]. In this case, the implication is that
ordered proximity for a set of enzymes or ribozymes per-
forming a sequence biochemical reactions would produce
advances in understanding the nature of vectored biological
catalysis and its potential applications in signal amplification.

4. CONCLUSION
Bionanotechnology adapts not only the results (func-
tional proteins and nucleic acids) but also the pro-
cesses (e.g., directed evolution, supramolecular aggregate,
and metabolosome construction) of molecular evolution.
Molecular addressing systems, based on DNA complemen-
tarity and DNA–protein interaction selectivity, are now

available for the ordered assembly of a variety of func-
tional elements from biology. Molecular motors, DNA-
based switches, DNA-based oscillators, enzymes, ribozymes,
deoxyribozymes, gold particles, chromophores, fluorescence
quenching agents, antibodies, aptamers, and nucleic acid
binding proteins can all be ordered along nucleic acid scaf-
folds. The potential for construction of useful devices utiliz-
ing the extraordinary wealth of functionality made possible
by ordering these elements is quite broad. Given the suc-
cess of this paradigm it is reasonable to assume that clues
from biology will continue to be applied to the construction
of useful bionanotechnological devices. It is likely that the
successful construction of these devices will shed new light
on both the origin and nature of living things. Moreover,
one can anticipate the possibility that one of these devices
might itself cross the Darwinian threshold at some time in
the future.

GLOSSARY
Aptamer A short nucleic acid composed of DNA or RNA
that has been adapted by selection using directed evolution
to fit into a molecular surface.
Biosensor A device designed to detect a specific biologi-
cal molecule, system of biological molecules, or biologically
produced signal.
Conformation space A three-dimensional vector space
occupied by representations of the 3D shapes that can be
assumed by a molecule.
Darwinian threshold The point at which a system can
begin to evolve by self-replication variation and natural
selection.
Deoxyribonucleic acid (DNA) A naturally occurring poly-
mer composed of deoxy ribonucleotides. Although com-
monly found as a double-stranded, right-handed helix it can
adopt one-, three-, and four-stranded forms having a variety
of shapes.
Directed evolution The process by which molecules are
selected from a replicable library. Multiple rounds of selec-
tion and replication generate a desired product.
F1 ATPase A naturally occurring multisubunit complex of
proteins capable of synthesizing ATP in living systems.
Hydrogen bond A weak polar bond formed between two
electron-rich atoms, one of which is covalently bonded to a
hydrogen atom.
Macronucleus A large inclusion found in the cells of cer-
tain living things that contains multiple copies of genes that
are in constant use by the organism.
Membraneless structure A substructure often present
inside a living cell that is not bounded by a lipid bilayer
membrane.
Metabolosome A nucleoprotein assembly that has been
designed or selected for functionally carrying out a series of
chemical reactions.
Molecular fossil A molecule that has been preserved by
evolution over eons of geologic time stretching to or nearly
to the dawn of life.
Molecular machine A machine comprising an assembly of
a small number of molecules.
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Molecular modeling A computer-aided design process in
which computational chemistry software programs are used
to create models of macromolecules based on electronic
structure, and molecular mechanics calculations coupled
with 3D experimental data.
Mutation A change in the information storage mechanism
of an evolving system that alters the information it contains
but may or not alter the form or function of the system.
Nucleolus A substructure within the cell nucleus that is
composed largely of the genes responsible for the produc-
tion of ribosomal RNA.
Ribonucleic acid (RNA) A naturally occurring polymer
composed of ribonucleotides. Although commonly found in
its single-stranded form, it can adopt two-, three-, and four-
stranded forms having a variety of shapes.
Selection of whole bacteria Directed evolution in which
bacteria and not macromolecules are used as the substratum
for growth.
Transition state An intermediate and generally unstable
state in a chemical reaction in which reactants are trans-
formed into products resembling both states but identical to
neither.
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1. INTRODUCTION
Within the last decade, nanoscience and nanotechnology
[1–7] have reached the status of leading sciences with fun-
damental and applied research in all basic physical, life, and
earth sciences as well as engineering and materials science
[8–17]. An important feature of nanoscience is that it bridges
the crucial dimensional gap between the atomic and molec-
ular scale of fundamental sciences and the microstructural
scale of engineering and manufacturing [18]. Accordingly,
a vast amount of true multidisciplinary fundamental knowl-
edge is to be explored and linked [19, 20]. It shall lead to a
tremendous amount of in-depth understanding as well as to
the fabrication of novel high technological devices in many
fields of applications from electronics to medicine [21–24].
Therefore, it should improve tremendously the level of tech-
nological advance to a much greater rate than human his-
tory has ever experienced. As a result, the technological,
educational, and societal implications [25] of nanoscience
and nanotechnology are of immense importance, which are
attested to by the tremendous interests, the major economic
efforts, and the national initiatives of many countries around
the world.
At the end of the 20th century, most efforts were dedi-

cated to develop synthesis and characterization techniques
to produce and probe smaller and smaller nanoparticles.
Such studies were rewarded by the generation of a new class
of materials called quantum dots [26] that are characterized
by zero dimensionality (0D). Such materials have revealed
fascinating size-induced physical and chemical properties

due to quantum confinements and very high surface-to-
volume ratio [27–33].
One-dimensional (1D) nanostructures, a new class of low

dimensional nanomaterials, have emerged recently. These
maintain one of their dimensions in the nanometer range,
but with a much larger length scale, ranging from hundreds
of nanometers to hundreds of microns and up to millime-
ters in certain cases [34–37]. Such dimensionality can give
aspect ratios (length over diameter) of several thousands:
for example, 10,000 for a 1D object of 10 nm in diame-
ter and 0.1 mm in length. With no specific nomenclature,
the shortest 1D nanomaterials are often called nanorods and
the longest are called nanowires regardless of their diame-
ter. Also, many straightforward names have been used to
describe their morphology and appearance based on their
microscale analogs. One may find them in the literature as
quantum wires, nanofibers, nanopillars, nanocables, and nano-
lines. They are also referred to as nanowhiskers by analogy
to their micrometer counterpart [38–57]. However, these
names are essentially similar and all of them refer to 1D
anisotropic nanoscale objects of circular cross-section. For
the sake of clarity, nanorod will be used in this chapter for
1D anisotropic objects with length below 1 mm and nano-
wire will be used for length exceeding such dimension. Their
diameter ranges from several nanometers to several hun-
dreds of nanometers.
Such 1D objects can also be produced with a hollow inte-

rior and are referred to as nanotubes regardless of their
length, inner, or outer diameters. Such porous anisotropic
nanostructures show very large specific surface areas.
Very recently, a new class of 1D building blocks has been

reported. Such novel objects are called nanobelts and nano-
ribbons. Compared with nanowires and nanotubes, they have
extended length (up to millimeter scale) and exhibit a rect-
angular cross-section.
A schematic representation of 1D nanostructures is dis-

played in Figure 1.
The basic goals have been to develop synthetic tech-

niques to produce a large quantity of 1D building blocks
in a controllable and fashionable way. The crucial chal-
lenge remaining for scientists and engineers is to develop
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Figure 1. Schematic representation of 1D nanostructures. From top to
bottom: nanowire, nanorod, nanotube, and nanobelt/nanoribbon.

the ability and competence to hierarchically order, connect,
and integrate nanowires, nanotubes, and nanobelts in func-
tional networks, thin film coatings, and three-dimensional
(3D) arrays to generate and manufacture practical nano-
devices. These future devices based on such building blocks
should revolutionize materials science and engineering given
that they possess the unique properties of nanoscale as well
as the ability to connect the nanoworld to the microworld.
Along with metal oxides, several classes of materials have
already been produced as 1D nanostructures [58] such as
metals (Ag, Al, Au, Bi, Co, Cu, Fe, Na, Ni, Pb, Pd, W,
Zn, and Zr), semimetals (B, MgB2, C60, C70, Ge, Se, Si,
and Te), chalcogenides (Ag2Se, CdSe, CuInSe, NiSe2, MoSe,
PbSe, Sb2Se3, Ag2Te, Bi2Te3, CoTe2, FeTe2, ZnTe, Bi2S3,
CdS, CuInS, AgInS2, Cu2S, PbS, PbSnS3, Cu3SnS4, WS2,
and ZnS), nitrides (AlN, BN, GaN, InN, Si3N4, and Ge3N4),
carbides (AlC, BC, Fe3C, NbC, SiC, and TiC), phosphides
(GaAsP, InAsP GaP, InP, and Sn4P3), and arsenides (GaAs,
and InAs).
This chapter will focus exclusively on metal oxide com-

pounds, which are the most common, most diverse, and rich-
est class of materials in terms of electronic structure and
physical, chemical, and structural properties. Such proper-
ties include, for instance, optical, optoelectronic, magnetic,
electrical, thermal, photoelectrochemical, photovoltaic,
mechanical, and catalytic ones. As a result, numerous appli-
cations of metal oxides such as ceramics, (chemical, gas,
and bio-)sensors, actuators, lasers, waveguides, infrared and
solar absorbers, pigments, photodetectors, optical switches,
photochromics, refractories, electrochromics, (electro- and
photo-)catalysts, and support for catalysts, insulators, semi-
conductors, superconductors, supercapacitors, transistors,

varistors, resonators, dielectrics, piezoelectrics, pyroelectrics,
ferroelectrics, magnets, transducers, thermistors, thermo-
electrics, protective and anticorrosion coatings, fuel cells,
alkaline and lithium batteries, and solar cells have been
developed.
The diversity of such applications originates from the

more complex crystal and electronic structures of metal
oxides compared with these of other classes of materi-
als. The main reasons are related to their variety of oxi-
dation states, coordination number, symmetry, ligand–field
stabilization, density, stoichiometry, and acid–base proper-
ties, which yield fascinating compounds exhibiting insulat-
ing, semiconducting, conducting, or magnetic behaviors with
transitions among those states.
The combinations of such a variety of distinctive proper-

ties and applications with the unique effects of low dimen-
sionality at nanoscale make the development of 1D metal
oxide nanostructures an important challenge from both fun-
damental and industrial standpoints. The synthesis tech-
niques leading to the formation of rational 3D assemblies of
1D metal oxide nanostructures as well as their achievements
will be presented in this chapter.

2. SYNTHESIS TECHNIQUES
The general deposition of metal oxides onto substrates and
the fabrication of coatings such as dense thin films or nano-
to microparticulate thin films have been mastered for several
decades and a plethora of physical and chemical process-
ing techniques is available. Techniques such as molecular
beam epitaxy (MBE) [59–125], oxygen–plasma assisted MBE
[126], ion beam-assisted deposition (IBAD) [127], electron
beam evaporation [128], laser-assisted catalytic growth [129],
laser photolysis [130], pulsed laser deposition (PLD) [131–
191], thermal evaporation [192], metal organic vapor phase
epitaxy (MOVPE) [193], vapor–liquid–solid (VLS) catalytic
growth [191–197], spray pyrolysis [198, 199], chemical vapor
deposition (CVD) [200, 201], radiofrequency magnetron
sputtering [202–204], liquid phase deposition (LPD) [205,
206], spin coating [207], dip coating [208], electrodeposition
[209, 210], electrostatic self-assembly [211], and Langmuir–
Blodgett (LB) [212–222] techniques are the most utilized by
scientists and engineers.
Although many thin film processing techniques are avail-

able, there are very few methods that can generate ordered
and oriented anisotropic 1D metal oxide nanostructures
onto various substrates in a controllable way. Such tech-
niques can be divided in two major categories: the gas phase
and the (wet) chemical methods.

2.1. Gas Phase Methods

2.1.1. Chemical Vapor Deposition
The process of CVD involves a gas-phase chemical reaction
that generates a thin solid film onto a substrate [200, 201,
223–226]. Vapors of the precursors are transported via a car-
rier gas onto a heated substrate (500–1000 �C) where they
condense and form a thin film. Such substrates can be sin-
gle crystalline and induce the oriented growth of the thin
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film onto the substrate by epitaxy, which is called epitax-
ial CVD. When such precursors are alkoxides or metallo-
organics (MO), the technique is referred to as MOCVD.

2.1.2. Thermal Oxidation Methods
Thermal oxidation is a simple gas-phase method to pro-
duce metal oxides onto substrates [227–229]. The synthesis
involves the high temperature annealing of a metal sheet
in the presence of oxygen at ambient or higher pressures.
It has used successfully to generate oriented crystalline
metal oxide nanowires from various metal substrates despite
its apparent simplicity. The formation of anisotropic fea-
tures is attributed to the relaxation of thermal expansion
mismatch stresses between substrates and thin films [230].
Indeed, the oxidation of various metals produces metal
oxides with anisotropic crystal structure and such anisotropy
promotes oxygen diffusion along specific crystallographic
planes. A large volume change is induced, which leads to
large compressive stresses that are relaxed by the formation
of anisotropic features (i.e., hillocks).

2.1.3. Vapor–Liquid–Solid Processes
The VLS technique [35, 129] was developed several decades
ago for the growth of single crystalline whiskers [194–196],
which are the microscale equivalent of nanowires and nano-
rods. The mechanism involved three steps: alloying, nucle-
ation, and axial growth (Fig. 2). The anisotropic crystal
growth is promoted by the presence of a liquid alloy/solid
interface. By supplying vapors of the metal at high temper-
ature and in presence of oxygen, the alloy reaches super-
saturation and consequently nucleation of the metal oxide
occurs followed by the anisotropic growth of the nanowire.
If such a process is carried out in presence of a substrate,
large arrays of highly oriented nanowires are obtained onto
the substrates. To achieve better control of the alignment
and orientation of the nanowires, epitaxial VLS (VLSE) can
be utilized to produce the epitaxial growth of 3D arrays of
well-aligned nanowires onto selected substrates [196].

Figure 2. Schematic representation of the major steps (alloying, nucle-
ation, and growth) involved in the vapor–liquid–solid (VLS) catalytic
growth of 1D nanowires (top) and 3D nanowire arrays (bottom).

2.2. Wet Chemical Methods

Solution chemistry-based and wet chemical techniques rep-
resent the most economical and simplest techniques to
produce 3D arrays on a large scale. They will contribute
significantly to the manufacturing of raw nanostructures and
play a large part in the fabrication of practical nanodevices.
Such methods are template-based synthesis, electrodeposi-
tion techniques, and aqueous chemical growth.

2.2.1. Membrane and Template Syntheses
The most common process to produce oriented anisotropic
metal oxide materials (i.e., nanorod and nanotube) is the
so-called template-based synthesis [231–233].
This method consists of growing materials within the

cylindrical pore (template) of a membrane. Subsequently,
the membrane is removed either by thermal decomposition
or by chemical dissolution in concentrated basic solutions,
yielding ordered arrays of 1D nanomaterials (Fig. 3). There
are two types of available membranes: polymeric track-etch
and porous aluminum oxide membranes. In addition, any
porous nanostructure can also be used as a template.

Track-Etch Membrane The track-etch membranes are
formed by bombardment of � particles on nonporous tar-
gets such as polycarbonate, polyester, mica, or silica glass
[234]. The result is a membrane with randomly distributed
tracks that are subsequently chemically etched to form a
random array of uniform pores. The size of the pores is
within the range of 10 nm to 1 �m with a typical maximum
pore density of 109 cm−2. The available thickness range is
6–20 �m. Such membranes are commercially available from
Cyclopore, Millipore, Nucleopore, Osmonics, and Poretics
as filtration membranes.

Anodic Aluminum Oxide Membrane Porous alumina
membranes are obtained by anodic oxidation (anodization)
of aluminum sheets in acidic medium such as sulfuric, oxalic,

Nanorods Nanotubes

Figure 3. Schematic representation of the major steps involved in
the fabrication of 3D arrays consisting of 1D nanostructures by the
template-based synthesis method.
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or phosphoric acid. The membranes consist of cylindrical
pores of uniform diameter organized as hexagonal array with
a porosity of 25–65% (Fig. 4). The dimension of the cylindri-
cal pores is tunable from 4 to several hundred nanometers
with a typical pore density of 109 to 1011 cm−2. The avail-
able thickness range is 10 to 100 �m. Such membranes are
easily fabricated and commercially available from Whatman
Anapore and Anotech.

Other Templates Theoretically, any nanostructure could
act as a template for the growth of another nanostructure.
Therefore, several types of nanostructured materials have
been utilized for such purposes. The most frequently used
alternative nanostructure template is the carbon nanotube
[235].
The synthesis paths to elaborate materials within the tem-

plates can be summarized into two categories: electrochem-
ical deposition and chemical deposition. The former [236]
involves coating one side of the membrane with a conduc-
tive material and subsequently applying a potential between
the membrane and a solution consisting of metal salts or
complexes (Fig. 5).
Chemical depositions involve the use of a membrane

as a chemical reactor in which the reaction is performed.

200 nm

2000 nm

Figure 4. Scanning electron microscopy (SEM) photographs of a typical
alumina membrane obtained by anodization of aluminum sheets.

I

V

Figure 5. Schematic representation of the experimental set-up involved
in the fabrication of 3D arrays consisting of 1D nanostructures by
template-assisted electrodeposition.

In most cases, the sol–gel synthesis method is carried out
within the pores of the membranes. A subsequent dissolu-
tion of the membrane is performed to release the structure.
Heat treatments usually follow to assure the formation of
stoichiometric oxides.

2.2.2. Electrodeposition
Electrodeposition [237–266] is another simple and efficient
synthesis method to produce metal oxide thin films with
a certain degree of orientation. There are two different
generic processes of electrodeposition yielding the forma-
tion of thin films on an electrode (cathode): the elec-
trophoretic and electrolytic depositions.

Electrophoretic Deposition Electrophoretic deposition
is a process in which charged nanoparticles (in kinetically
stable dispersions) migrate and accumulate onto the surface
of an electrode under the influence of an applied electric
field in a liquid medium at room temperature. No redox
reaction happens at the electrode surface, and the oxide
nanoparticles are deposited onto the surface at a rate of 1 to
1000 �m/min. The deposition rate depends on the applied
electric field, suspension concentration, and electrophoretic
mobility of the nanoparticles. The liquid media are usu-
ally organic solvents with low conductivity rather than water
because the latter could easily evolve oxygen and hydrogen
gases under the influence of an applied potential. Film thick-
nesses of 1 to 103 �m are commonly achieved and depend
directly on the voltage, current density, and deposition time.
The uniformity of the films depends on the size of the par-
ticle and the electric field.

Electrolytic Deposition Electrolytic deposition is a pro-
cess that produces metal oxide or hydroxide thin films from
the hydrolysis–condensation of metal ions or complexes in
solution by a redox reaction at the electrode that is the elec-
trogeneration of a base from water. Nanoparticles of oxides
nucleate at the interface at a rate of 10−3 to 1 �m/min. Such
a process is governed by Faraday’s law, which means that the
amount of material deposited is monitored by the deposi-
tion time and current density. The liquid medium is usually
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a mixing of water and organic solvent with high conductivity.
Film thicknesses of 10−3 to 10 �m are commonly achieved.
The uniformity of the films is excellent due to the use of
molecular scale species.

Epitaxial Electrodeposition A more advanced electrode-
position technique is the epitaxial electrodeposition [267–276]
in which thin films are deposited in epitaxy onto a sub-
strate; that is, the crystal structure and crystallographic lat-
tice parameters of the substrate induce a crystal orientation
of the thin film. This method has the ability to produce metal
oxide nanoparticulate thin films with fairly large area, and
many devices have been developed by such techniques.

2.2.3. Aqueous Chemical Growth
This novel technique has emerged recently as a simple and
powerful tool to fabricate, at low cost and mild tempera-
tures, large areas of metal oxide nano- to microparticulate
thin films [277]. 3D arrays consisting of oriented anisotropic
nanoparticles are easily generated with enhanced control
over orientations and dimensions. The synthesis involves the
controlled heteronucleation of metal oxides onto substrates
from the hydrolysis–condensation of metal salts in aque-
ous solutions. The most pertinent parameter to control the
nucleation and growth and therefore the overall design and
architecture of a thin film is the interfacial free energy of
the system [278].

Theoretical Concepts The main idea here is to play
on the thermodynamics and kinetics of nucleation, growth,
and aging of the systems by controlling experimentally
their interfacial tension [279]. The ability to segregate the
nucleation and the growth stage enables control of the
monodispersity of the system. Indeed, performing the aque-
ous precipitation far from the typical point of zero charge
(PZC) of the metal oxide allows enhanced control of the
nucleation, growth, and aging processes. According to the
well-known acid–base surface properties of metal oxides,
decreasing (or increasing) the pH of precipitation from the
PZC will increase the surface charge density by adsorption
of protons (or hydroxyl ions) and consequently reduce the
interfacial tension of the system. In addition, a high ionic
strength will also increase the surface charge density by
screening the electrostatic repulsion at the interface, allow-
ing more surface sites to develop a charge. The surface
charge may therefore reach its maximum, which is directly
related to the composition and structure of surface oxygen.
This will contribute to a further lowering of the interfacial
tension of the system. From then on, thermodynamic col-
loidal stability may thus be reached, resulting in a consider-
able lowering of the secondary aging processes and hence-
forth maintaining constant the size and shape of the nano-
particles as well as avoiding crystal phase (and morphologi-
cal) transformations. By careful consideration of the param-
eters involved in the nucleation and growth processes, the
free enthalpy of nucleation shows a maximum as a function
of the particle size, which depends on the interfacial tension
at the cubic power. Therefore, reducing the interfacial ten-
sion leads to an important lowering of the nucleation energy
barrier, leading to the reduction of the particle size and its
distribution [280].

The experimental verification on the aqueous precipita-
tion of spinel iron oxide (i.e., magnetite Fe3O4) at room
temperature [281] has clearly illustrated that the thermo-
dynamic stability of metal oxide nanoparticles does exist.
It also demonstrated that the average particle size may
experimentally be monitored and empirically predicted over
an order of magnitude in the nanometer range with narrow
size distribution. The excellent agreement between theory
and experiments has yielded strong evidence for efficient
growth control of metal oxide nanoparticles under low inter-
facial tension conditions; it has also produced great expec-
tations for future development of nanomaterials devices
and the optimization of their physical properties. Moreover,
when the thermodynamic stabilization is achieved, not only
is the size tailored but also the shape as well as the crystal-
lographic structure may be controlled. For instance, at low
interfacial tension, the particle shape does not need to be
spherical; indeed, very often nanoparticles are spherical to
minimize the surface energy because the sphere represents
the smallest surface for a given volume. However, if the
synthesis or dispersion condition is suitable (i.e., yielding to
the thermodynamic stabilization of the system), the shape of
the crystallites will be driven by the symmetry of the crys-
tal structure and an anisotropy may therefore be developed.
Manipulating and controlling the interfacial tension enables
one to grow nanoparticles with various sizes and shapes.
Applying the appropriate solution chemistry (precipitation
and dispersion media) to transition metal ions along with the
natural crystal symmetry and anisotropy or forcing the mate-
rial to grow along a certain crystal direction by controlling
chemically the thermodynamics and kinetics of nucleation,
growth, and aging phenomena, one can reach the ability to
develop novel crystal morphologies. In addition to particle
size and shape control, precipitating nanoparticles at “zero”
interfacial tension allows stabilization of metastable crystal
phases.
Crystal phase transition in solution usually operates

through a dissolution–re-crystallisation process to minimize
the surface energy of the system. Indeed, when a solid offers
several allotropic phases, it is generally the one with the
highest solubility and consequently the lowest stability (i.e.,
the crystallographic metastable phase that precipitates first).
This is understood by considering the nucleation kinetics of
the solid. At a given supersaturation ratio, the germ size is
as small and the nucleation speed as fast as the interfacial
tension of the system is low. Thus, because the solubility
is inversely proportional to the interfacial tension, the pre-
cipitation of the most soluble phases and consequently the
thermodynamically less stable phases is therefore kinetically
promoted. Indeed, due to its solubility and metastability, this
particular phase is more sensitive to secondary growth and
aging that lead to crystallographically more stable phases
essentially by heteronucleation. This is typically the case for
aluminum hydroxide (boehmite to bayerite or gibbsite), tita-
nium dioxide (anatase to rutile), and ferric oxyhydroxides
(goethite, akaganeite, and lepidocrocite to hematite). Usu-
ally, the growth and aging processes are delicate to control
and the phase transformation appears within a few hours to
a few days in solution, resulting in an undesired mixing of
various allotropic phases. However, by careful consideration
of the precipitation conditions, such a phenomenon might
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be avoided when systems are precipitated at low interfacial
tension [278].
In summary, by adjusting the experimental conditions

to obtain the thermodynamic stability conditions, the par-
ticle size, shape, and crystal structure may be tuned and
optimized and shape anisotropy may be generated and/or
maintained.

Thin-Film Processing By applying the above-mentioned
thermodynamic concepts to the thin film processing tech-
nology, an inexpensive and effective aqueous growth tech-
nique at mild temperatures has been developed to produce
functionalized coating of metal oxide materials onto vari-
ous substrates [282]. Such a technique allows generation of
advanced nano/microparticulate thin films without any tem-
plate, membrane, surfactant, or specific requirements in sub-
strate activation, thermal stability, or crystallinity. Given that
the crystallites grow from the substrate, a large choice of
thin film/substrate combinations is offered, which provides
consequently better flexibility and a higher degree of materi-
als engineering and design. To understand the possibility of
growing nano- and microparticulate thin films from aqueous
solution as well as the ability to grow and align anisotropic
nanoparticles into large arrays on a substrate, one has to
take into account the differences between homogeneous and
heterogeneous nucleation phenomena. In most cases, homo-
geneous nucleation of solid phases from solution requires
a higher activation energy barrier and therefore heteronu-
cleation will be promoted and energetically more favorable.
Indeed, the interfacial energy between two solids is usually
smaller than the interfacial energy between a solid and a
solution, and therefore nucleation may take place at a lower
saturation ratio onto a substrate than in solution. Nuclei will
appear onto the substrate and various morphologies and ori-
entations can be reached depending on the chemical com-
position of the medium.
For instance, if the nucleation rate is controlled and the

number of nuclei is limited by the precipitation conditions,
the growth will take place according to the crystal symme-
try and relative face velocities along the favorable direction
of crystallization. A condensed phase of anisotropic single-
crystalline nanorods parallel to each other and perpendic-
ular to the substrate will be generated. However, if the
number of nuclei is further limited and if the crystal symme-
try allows it, the system will promote twinning. The prefer-
ential growth of the rods along the favorable axis from the
same nuclei will induce a star-shape (or flower-shape) mor-
phology. Finally, if the rate is enhanced by the precipitation
conditions, the fast appearance of a large number of nuclei
will result in 2D growth, promoting therefore, the formation
of the anisotropic nanoparticles with a parallel orientation
with respect to the substrate.
The ability to design materials with different orientations

stimulates the study of the influence of such parameters on
the physical properties of materials and gives further oppor-
tunities for materials design.
The aqueous chemical growth method consists of heat-

ing an aqueous solution of metal salts (or complexes) in
the presence of a substrate at moderated temperatures
(below 100 �C) in a closed vessel. Therefore, such tech-
nique does not require high-pressure containers and is also

entirely recyclable, safe, and environment friendly because
only water is used as solvent. Such a process avoids the
safety hazards of organic solvents and their eventual evapo-
ration and potential toxicity. In addition, because no organic
solvents or surfactants are present, the purity of the mate-
rials is substantially improved. The residual salts are easily
washed out by water due to their high solubility. In most
cases, no additional heat or chemical treatments are neces-
sary, which represents a significant improvement compared
with surfactant-, template-, or membrane-based synthesis
methods.
Full coverage of the substrate is obtained within a few

hours provided that the heat capacity of water and surface
coverage control are achieved by monitoring the synthe-
sis time in the early stages of the thin film growth. Par-
tial coverage is obtained within the first hours, which may
be necessary for certain applications to adjust and tune the
overall physical properties of devices (e.g., optical properties
of multi-bandgap thin films). Such a technique is a multi-
deposition technique and the growth of layer-by-layer of thin
films is readily obtainable. The development of multilayer
thin films of various morphologies and/or of various chem-
ical compositions, that is, composite, multi-bandgap, and
doped thin films, is reached. The complete thin film archi-
tecture may thus be modeled, designed, and monitored to
match the application requirements. In most cases, it should
improve the physical and chemical properties of the devices.
It also gives the capacity to create novel and/or improved
thin film integrated devices. Growing thin layers directly
from the substrate does substantially improve the adherence
and the mechanical stability of the thin film compared with
the standard solution and colloidal deposition techniques
such as spin and dip coating, chemical bathing, screen print-
ing, or doctor blading. Moreover, given that such materi-
als do precipitate in homogeneous solution from molecular
scale compounds (i.e., condensed metal complex), they will
grow on virtually any substrate. It goes without saying that
the overall mechanical stability of the thin films does vary
from substrate to substrate, but in most cases, strong adhe-
sion is observed. Scale-up is potentially easily feasible, and
this concept and synthesis method are theoretically appli-
cable to all water-soluble metal ions likely to precipitate in
solution. Large-scale manufacturing at low cost is therefore
achievable with such a technique. In addition to all these
industrial related advantages, such a technique is also poten-
tially very interesting due to the compatibility of water and
aqueous solution to biological compounds. For instance, 3D
arrays of composite bionanomaterials have been obtained
using the aqueous chemical growth. Such concepts and thin
film processing technique have been applied successfully to
basic oxides and oxyhydroxides of transition metals [283–
289] (Figs. 6, 7, and 8).

3. 1D METAL OXIDE NANOSTRUCTURES
One-dimensional metal oxide nanostructures such as nano-
rods, nanowires, and nanotubes are defined by their aspect
ratio, which is essentially the ratio of the (outer) diameter
to their length (Fig. 9).
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Nanorods and Nanowires A literature survey of the syn-
thesis and investigations of nanorods and nanowires of metal
oxides, hydroxides, and oxyhydroxides is given below (sorted
by alphabetic order of chemical formula):
• Aluminum
�-Al2O3 [290–292], �-AlOOH, and �-Al2O3 [293]

• Boron
Al18B9O33 and MgB4O7 [294]

• Cadmium
CdO [295–297]

• Cobalt
CoO [298] and Co3O4 [299]

• Chromium
�-Cr2O3 [300] and BaCrO4 [301]

• Copper
CuO [302–305], Cu(OH)2 [306], Cu2O [303, 307, 308],
GdBa2Cu3O6�5 [309], and YBaCu3O7 [310]

• Europium
Eu2O3 [311]

• Iron
�-FeOOH [312, 313], �-FeOOH [285], �-Fe2O3 [314,
315], and Fe3O4 [316]

• Gallium
�-Ga2O3 [317–329]

• Germanium
GeO2 [330–332]

• Indium
In2O3 [296, 333–341] and SnIn2O3 [342]

• Iridium
IrO2 [343]

• Lanthanum
La(OH)3 [344]

• Magnesium
MgO [345–351] and Mg(OH)2 [349, 352]

• Manganese
�-MnOOH [353], �- and �-MnO2 [354], �-MnO2
[355], LaBaMnO3 [356], LaCaMnO3 [357],
LaSrMnO3 [358], and Mn3O4 [359]

• Molybdenum
MoO2 [343] and �-MoO3 [343, 360–362]

• Nickel
NiO [363, 364] and �-Ni(OH)2 [365]

• Lead
PbO2 [296, 338, 339]

• Ruthenium
RuO2 [343, 366]

• Antimony
Sb2O3 [367], Sb2O4 [368], and Sb2O5 [343, 367]

• Silicon
SiO2 [300, 369–372]

• Tin
SnO2 [296, 373–377]

• Tantalum
NaTaO3 [378]

• Titanium
TiO2 [379–383] and BaTiO3 [384]

• Vanadium
VO2 [385], LiV2O4 [386], and V2O5 [343, 387–389]

• Tungsten
WOx [390], WO2 [391], WO3 [343, 391–393], BaWO4
[394], and CdWO4 [395, 396]

• Zinc
ZnO [193, 296, 397–415]

• Zirconium
ZrO2 [416, 417].

Nanotubes Hitherto, one may find in the literature the
synthesis and experimental investigations of the following
metal oxide nanotubes: �-Al2O3 [418], CeO2 [419], Co3O4
[420, 421], Dy(OH)3 and Dy2O3 [422], Er2O3 [423], Ho2O3
[422], Lu2O3[423], MgO [424], MoO3 [343], RuO2 [343],
SiO2 [336–338, 418, 425], SnO2 [426], TiO2 [382, 427–433],
H2Ti3O7 [434], Tm2O3 [423], VOx [435–445], V2O5 [418],
Na2V3O7 [446], WO3 [300], Y2O3 [447], Yb2O3 [423], ZnO
[448, 449], and ZrO2 [450].

Nanobelts and Nanoribbons The latest class of 1D
nanostructures has emerged recently, which consists of ultra-
long (up to millimeter) belt-like (or ribbons) nanostructured
building blocks and are called nanobelts and nanoribbons.
The specificity of such novel 1D nanostructures is that
the cross-section is rectangular in contrast to cylindrical
for nanowires and nanotubes. So far, nanobelts and nano-
ribbons of �-Al2O3 [291], Cu(OH)2 [451], CdO [296, 410], �-
Ga2O3 [296, 327, 410, 452–455], In2O3 [296, 410], NiO [456],
Mg2Mn5O12 [457], MgO [348, 350, 458–461], �-MoO3 [361,
462, 463], SnO [464], SnO2 [296, 410, 465–472], �-PbO2
[410, 473], TiO2 [474], K2Ti8O17 [475], WO3 [392], CdWO4
[396], and ZnO [296, 404, 406, 410, 470, 471, 476–478] have
been successfully synthesized and promising physical prop-
erties are currently being investigated.

2 µm

2 µm 1 µm

200 nm

Figure 6. Scanning electron microscopy (SEM) photographs of various
3D arrays of ZnO grown by the aqueous chemical growth method.
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Figure 7. Scanning electron microscopy (SEM) photographs of 3D
arrays consisting of 1D nanorods �-Fe2O3 grown by the aqueous chemi-
cal growth method. Reprinted with permission from [283], L. Vayssieres,
J. Phys. Chem. B 107, 2623 (2003). © 2003, American Chemical Society.

A more important challenge in nanowire technology is to
develop economical synthesis methods to produce ordered,
oriented, and aligned 1D nanostructures onto various sub-
strates. The following section consists of a literature survey
of the major achievements of two- and three-dimensional
ordering of 1D nanostructures. 2D arrays are developed
to probe and optimize collective physical properties, mostly
optical (nematic–smectic phases) and magnetic. The goal of
generating 3D arrays is to develop practical devices such
as chemical, gas, and bio sensors as well as optoelectronic
devices such as lasers, photodetectors, optical switches, pho-
tovoltaics, and photocatalytic cells.

Figure 8. Electron micrographs of 1D nanowires; SEM images of ZnO
(top) and TEM images of �-MnOOH (bottom) synthesized by the aque-
ous chemical growth method.

L L

ID

OD

D

Figure 9. Schematic representation of the dimensional characteristics
of 1D nanostructures; length (L), diameter (D), inner diameter (ID),
and outer diameter (OD).

3.1. 2D Arrays

Anisotropic nanoparticles and their collective optical and
magnetic properties are of fundamental and industrial
importance. However, besides a few examples based on
spherical metal oxide nanoparticles of CoO [479, 480],
�-Fe2O3 [481], CoFe2O4 [482], Fe3O4 [481, 482], SiO2
[483, 484], and TiO2 [485, 486], reports of two-dimensional
ordered arrays in general and of metal oxide 1D nano-
structures in particular are very seldom in the literature. The
lack of such nanostructure assemblies is most probably due
to the limitations in available synthesis techniques. Indeed,
basically a couple of generic methods to produce ordered
2D arrays exist: self-assembly by solvent evaporation on sub-
strate [487, 488] and the LB technique. The LB technique
is usually utilized to fabricate ultrathin and layer-by-layer
thin films and several metal oxide thin films have been pro-
duced by such a technique [212–222, 489]. However, only a
few ordered 2D arrays of anisotropic nanoparticles of metal
oxides have been reported. They involve BaCrO4 [490, 491],
�-FeOOH [492], TiO2 [485], and BaWO4 [493].

3.2. 3D Arrays

Besides the low-cost synthesis of well-defined 1D nano-
structures, the most crucial challenge is to develop the ability
to order and orientate them in functional network and ori-
ented 3D periodic arrays. Although a plethora of synthesis
techniques is available to produce metal oxide 1D nano-
structures, only a few among them can generate anisotropic
and oriented 1D nanomaterials assembled as 3D arrays.
Table 1 summarizes the dimensions, synthesis methods,

and type of oriented arrays of 1D nanostructures (nanorods,
nanowires, and nanotubes) that have been produced so far.
Many 3D arrays of 1D oxides have already been produced
with various dimensions, ranging from a few nanometers
to several hundreds of nanometers in diameter with length
ranging from a few hundred nanometers to several tens of
microns. Ordered 3D arrays of porous 1D nanostructures
have also been produced with various metal oxides, ranging
from basic unary oxides to more complex oxides. TiO2 and
ZnO are, by far, the most representative 1D nanomaterials
produced to date due to their established importance as
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Table 1. Literature survey of oriented 3D arrays consisting of 1D metal oxide nanostructures (sorted alphabetically by
chemical formula and by ascending diameter).

Material Morphology Dimension (D ∗ L) Synthetic Method Ref.

Monoxide

CdO

Nanowire

60 nm ∗ few �m Alumina membrane [494]

CuO 30–100 nm ∗ 15 �m Thermal oxidation [495]

Cu2O
25–45 nm ∗ 3–5 �m
80–100 nm ∗ 10 �m

Electrodeposition [496]

ZnO

15–40 nm ∗ 1 �m Molecular beam epitaxy [497]

Nanorod

20 nm ∗ 400 nm Pulsed laser deposition [498]

25 nm ∗ 800 nm Metallorganic vapor-phase epitaxy [499]

45 nm ∗ 200 nm
70 nm ∗ 600 nm Chemical vapor deposition [500, 501]

85–95 nm ∗ 500 nm Epitaxial electrodeposition [502]

Nanowire

55 nm ∗ 2.6 �m
190 nm ∗ 15 �m

Metal vapor deposition [503]

90 nm ∗ 1 �m Electrodeposition in alumina membrane [504]

150–250 nm ∗ 2 �m Electrodeposition [505]

100–200 nm
several �m in length

Aqueous chemical growth [405]

10–200 nm ∗ 2–20 �m
20–120 nm ∗ 5–20 �m

Vapor–liquid–solid growth [506, 507]

15–90 nm ∗ few �m

Alumina membrane

[508]

200 nm ∗ 50 �m [509]

Nanotube
150 nm inner diameter
200 nm outer diameter
60 �m in length

[510]

Microtube
1 �m inner diameter
2 �m outer diameter
10 �m in length

Aqueous chemical growth [511]

Dioxide

CeO2

Nanowire

100 nm ∗ 1 �m Chemical vapor deposition [512]

LiCoO2 100 nm several �m in length

Alumina membrane

[513]

LiNi0�5Co0�5O2 [514]

LiNiO2 100 nm ∗ 50 �m [515]

�-MnO2 200 nm ∗ 50 �m [516]

LiMnO2 100 nm ∗ 50 �m [517]

LiCo0�5Mn0�5O2 Nanorod 100 nm ∗ 500 nm [518]

PdO2 Nanocone
40 nm ∗ 500 nm

Thermal oxidation
[519]

200 nm ∗ 1.2 �m

SiO2

Nanowire
50 nm mm in length [520]

125–200 nm ∗ 10 �m Sol–gel electrophoresis in
polycarbonate membrane

[521]

Nanoflower 20–120 ∗ 10–250 �m Catalytic gas–solid reaction [522]

Nanotube
16–24 nm inner diameter
30 nm outer diameter
6 �m in length Alumina membrane

[523]

SnO2 Nanorod 70 nm several �m in length [524]

continued
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Table 1. Continued.

Material Morphology Dimension (D ∗ L) Synthetic Method Ref.

Dioxide

TiO2

Nanowire
10–40 nm ∗ 2–10 �m Electrodeposition in alumina membrane [525]

15 nm ∗ 6 �m Alumina membrane [526]

Nanorod 40–50 nm ∗ 140 nm Photoelectrochemical etching [527]

Nanowire

125–200 nm ∗ 10 �m Sol–gel electrophoresis in
polycarbonate membrane

[521]

200 nm ∗ 2 �m
500 nm ∗ 8 �m

Magnetron sputtering [528]

15 nm ∗ 30 �m

Alumina membrane

[516]

Nanotube

2.5–5 nm inner diameter
20–40 nm outer diameter
0.3–0.9 �m in length

[529]

200 nm outer diameter
50 �m in length

[516]

25–60 nm inner diameter
250 nm in length

Anodic oxidation [530]

50–70 nm inner diameter
120 nm outer diameter
several �m in length

Electrodeposition in
polymer-coated alumina membrane

[531]

170–180 nm inner diameter
200–233 nm outer diameter

3 �m in length

Alumina membrane

[532]

ZrO2

170 nm inner diameter
190 nm outer diameter
50 �m in length

[533]

170 nm inner diameter
280 nm outer diameter
several �m in length

[534]

Trioxide

MoO3 Nanotube
20–150 nm inner diameter
50–300 nm outer diameter

5–8 �m in length
Chemical vapor deposition [535]

WO3 Nanowire 200 nm ∗ 50 �m Alumina membrane [536]

Sesquioxide

Al2O3

Nanorod 5 nm ∗ 860 nm
20–80 nm ∗ 30–200 nm

Anodization

[537]

Nanotube

10–20 nm inner diameter
40 nm outer diameter
450 nm in length

[538]

12 nm inner diameter
35 nm outer diameter
650 nm in length

[539]

�-Fe2O3 Nanorod 5 ∗ 500 nm
Bundles of 50 nm

Aqueous chemical growth [540]

In2O3

Nanowire 60 nm
several �m in length

Electrodeposition in alumina membrane [541, 542]

Nanotube
100 nm inner diameter
200 nm outer diameter
50 �m in length

Alumina membrane [543]

�-Ga2O3

Nanowire
20–100 nm ∗ 10–100 �m Microwave plasma [544]

60–150 nm
several �m in length

Chemical vapor deposition [545]

Nanotube
100 nm inner diameter
200 nm outer diameter
50 �m in length

Alumina membrane [543]

continued
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Table 1. Continued.

Material Morphology Dimension (D ∗ L) Synthetic Method Ref.

Perovskite oxide

BaTiO3
Nanowire 125–200 nm ∗ 10 �m Sol–gel electrophoresis in

polycarbonate membrane
[521]

Nanotube 200 nm outer diameter
60 �m in length Alumina membrane [546]

PbTiO3

PbZr0�52Ti0�48O3 Nanowire 125–200 nm ∗ 10 �m Sol–gel electrophoresis in
polycarbonate membrane

[521]

Spinel oxide

LiMn2O4 Nanotube
100 nm inner diameter
200 nm outer diameter
several �m in length Alumina membrane

[547]

Co3O4 Nanowire 200 nm ∗ 50 �m [516]

Pentoxide

V2O5 Nanowire
300–600 nm

several �m in length
Electrodeposition

in polycarbonate membrane [516]

Miscellanous

�-FeOOH Nanorod 5 nm ∗ 500 nm
Bundles of 50 nm Aqueous chemical growth

[540]

�-MnOOH Nanowire 100 nm
several �m in length

[353]

La0�7Sr0�3MnO3
Nanorod

100 nm ∗ 500 nm–1.5 �m
Pulsed laser deposition

[548]

La0�8Sr0�2MnO3 25 nm ∗ 70 nm [549]

Sr2Nb2O7 Nanowire 125–200 nm ∗ 10 �m Sol–gel electrophoresis in polycarbonate
membrane

[521]

VOx Nanotube

5–50 nm inner diameter
15–150 outer diameter
1–15 �m in length

Ligand-assisted template

[550]

15–45 nm inner diameter
50–100 outer diameter
0.8–3 �m in length

[551]

20–35 nm inner diameter
70–140 outer diameter
2–12 �m in length

WOx Nanorod
10–30 nm ∗ 300 nm Electrochemical etching

[552]
10–30 nm ∗ 500 nm–1.6 �m Thermal oxidation

basic materials for catalysis and large bandgap semiconduct-
ing properties.
Many applications of 1D metal oxides are currently under

investigation. Because of the very recent development of
ordered 3D arrays of oriented 1D nanostructures, only a
very few applications have been demonstrated. Most of the
research and development have focused on developing new
synthesis techniques to order and align 1D nanostructures.
However, applications in the field of optoelectronic and pho-
toeletrochemistry have been reported and are briefly pre-
sented below.
Room temperature lasing properties have been demon-

strated based on highly ordered ZnO nanowires grown by
epitaxial VLS (see 2.1.2) on sapphire substrate. Such arrays

consist of perpendicularly oriented nanowires of ZnO of
100 nm in diameter and a few microns in length. Such hexag-
onal nanowires are well crystalline and faceted and behave
as a natural (Fabry–Perot) resonating optical cavity. When
pumped by a laser, inversion of electronic population and
ultraviolet (UV) lasing action are observed at room temper-
ature and at a much lower threshold compared with conven-
tional lasers [553–557].
Another successful application of oriented nanowire

arrays is found in the fields of photoelectrochemistry and
energy conversion. For instance, the design of photovoltaic
or photocatalytic cells that can, respectively, generate a cur-
rent or induce a chemical reaction under UV/visible illumi-
nation has been achieved. Such photoelectric effects are well



158 One-Dimensional Metal Oxide Nanostructures

known, and many attempts to produce economical solar cells
or to photo-oxidize water with sunlight have been made.
Well-aligned single-crystalline nanorods with a typical diam-
eter of 5 nm, self-assembled as bundles of about 50 nm
in diameter, grown in fairly perpendicular fashion onto the
substrate and arranged in very large uniform arrays have
been tested for such purposes. The length of the nanorods,
which essentially represents the thickness of the thin film,
may be experimentally tailored to any required dimension
of up to about 1 �m by varying the time or temperature of
aging in solution. For instance, nanorods of 100 nm in length
have been produced after 1 h at 100 �C. The aspect ratio is 1
to 20 for the nanorod bundles and 1 to 200 for the individual
nanorods. Such quantum-size 1D rods arranged in oriented
3D bundles feature an oriented, direct, grain boundary-free
electron pathway. In addition, as the diameter of a single
nanorod matches the minority carrier diffusion length, fast
electron-hole recombination is prevented, allowing fast gen-
eration, transfer, and collection of photogenerated electrons.
Accordingly, a high photoefficiency was achieved; more than
50% of the incident photon was converted to electrons at a
wavelength of 350 nm [558]. Such materials have also been
tested as photocatalytic cells [559] for the photo-oxidation
of water [560].
Besides optoelectronics and photoelectrochemistry, sen-

sor technologies [561–574] will also benefit from such
ordered arrays of 1D metal oxide nanostructures. Metal
oxides are already well established as basic materials for
chemical, gas, and bio-sensors and promising improvements
in terms of detection threshold limit and sensitivity, selec-
tivity, response time, and temperature of operation could be
demonstrated with the use of such nanostructures.
In addition to applications, fundamental knowledge

regarding the effects of anisotropy, ordering, and orienta-
tion on the physical properties and electronic structure of
1D metal oxides can be developed. A recent study was
performed on II–VI semiconductor 3D arrays consisting of
oriented ZnO rods. In addition to the strong anisotropic
effects that are not observed in the isotropic (spherical)
samples, researchers were able to probe and demonstrate
the symmetry contribution of oxygen orbitals to the con-
duction band of ZnO by means of polarization depen-
dent soft X-ray spectroscopy and first principle calculations
[575]. Such fundamental knowledge is of great importance
for understanding and consequently optimizing the existing
optoelectronic devices.
The production of novel 1D nanostructures and their con-

trolled assemblies in 2D and 3D arrays are evolving at such
a rapid rate that many physical properties and forthcoming
applications as well as fundamental understanding are fore-
seen with confidence.

4. CONCLUSIONS
As for many new fields and emerging technologies, most
of the efforts have been focused on the exploration and
development of synthesis techniques and manufacturing pro-
cesses to produce a variety of 1D metal oxide nanomaterials
in a simple and economical, yet reliable approach. Mass
production of nanorods, nanowires, nanotubes, and the lat-
est nanobelts and nanoribbons is soon to be accomplished

owing to the intensive efforts and dedication of scientists
and engineers. However, much remains to be explored fun-
damentally to understand the unique effects of low dimen-
sionality on the electronic structure and structural, phys-
ical, and chemical properties of such advanced materials.
Such fundamental knowledge will in turn help the opti-
mization of current devices and most certainly the cre-
ation of new ones based on one-dimensional nanostructures
and their ordered two- and three dimensional assemblies.
Many fields of applications in basic physical, life, and earth
sciences are directly targeted and the outcome should truly
impact our society and its level of technological advance.

GLOSSARY
Allotropic phases Solids of same elemental composi-
tion but with different atomic arrangements (i.e. crystal
structure).
Anisotropic nanoparticles Nanoparticles with a shape
defined by distinct longitudinal and lateral dimensions and
thus an aspect ratio different from unity.
Array Arrangement of objects (e.g. nanoparticles) in
orderly fashion.
Interfacial tension Variation of the surface free energy by
unit surface area. The interfacial tension g is given in mJ/m2

or mNm−1.
Nucleation Formation within an unstable, supersaturated
solution of the first object (nucleus) capable of spontaneous
growth into larger crystals of a more stable solid phase.
Particulate thin film Polycrystalline thin film consisting of
fine particles deposited or grown onto a substrate.
Point of zero charge (PZC) pH at which the electrostatic
surface charge density (per unit area) equals to zero.
Template A form (mask, pattern, mold) used as a guide to
generate a product of similar morphology.
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1. INTRODUCTION
Optical fibers offer a unique platform for the fabrication of
a variety of nanostructures and nanodevices. Nanotechnol-
ogy applications incorporating optical fibers have grown dur-
ing the past twenty years, and modified optical fibers have
been increasingly used in the fabrication of nanodevices. For
example, optical fibers have been used in microscopy tools,
such as near-field scanning optical microscopy (NSOM),
to examine the optical properties of nanostructures. Ana-
lyzing the optical properties of nanometer-sized structures
has become difficult as measurements and resolution have
become diffraction limited [1–3], but NSOM has over-
come this hurdle. NSOM uses an optical fiber tapered to
a nanometer-sized aperture to bypass the diffraction limit
of light. Illuminating a NSOM fiber probe and placing it
close to the sample surface can make it possible to exam-
ine optical characteristics at the nanometer scale. In addi-
tion, NSOM has spawned a variety of devices to tackle some
of the limitations with current lithographic technologies for
data storage.
Optical fibers have also been used as transducers in sens-

ing devices capable of monitoring and detecting a variety of
chemical and biological analytes in different environments
(e.g., blood, water, food, waste water) [4, 5]. Intracellular

1Permanent address: CEA Grenoble, UMR SPrAM 5819, 17, avenue
des Martyrs, 38054 Grenoble Cedex, France.

processes inside living cells are more complicated to mea-
sure, but optical fibers have been tapered to a nanometer-
sized apex and inserted into living cells without damaging
them in order to measure cellular responses. As a result,
these sensors have been able to further elucidate complex
intracellular processes.
The nanometer physical aspects of tapered fibers and bun-

dles of tapered fibers have also been used as templates to
fabricate a variety of nanostructures. With the direction of
light at nanometer-sized tip apices, photopolymerization can
be controlled to form nanometer-sized polymer spots [6].
The nanotips have also been immersed in a heated poly-
mer film, indenting the surface and forming nanometer-sized
wells. Fiber optic bundles have also been modified to form
arrays of nanowells [7] that have been used as templates for
nanofabrication. With the immersion of the nanowell array
in a polymer solution, arrays of nanocones were produced.
Fundamental characteristics of fibers and fiber bundles

will be examined, as well as how they can be modified
for nanodevices. Applications incorporating modified fibers,
such as nanotips and nanowells, will be described, as well
as new approaches to utilize these devices to overcome
limitations that face current technologies.

2. OPTICAL FIBERS

2.1. Fundamental Characteristics
of Optical Fibers

Optical fibers act as wave guides, efficiently transmitting
light from one end of the fiber to the other. Optical fibers
can be made out of glass or plastic, resulting in a strong,
flexible, and durable component for a variety of applications.
An optical fiber is composed of a core, with a refractive
index n1, surrounded by a cladding with a lower refractive
index n2 (Fig. 1). The refractive index mismatch results in
total internal reflection at the core-clad interface, effectively
acting like a mirror and confining the transmission of light
to the fiber core with minimal attenuation. Several princi-
ples govern the light transmission through an optical fiber
and are significant in their function in nanodevices.
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Figure 1. Schematic diagram of an optical fiber with the core and clad
structure. Propagation of light through an optical fiber occurs through
total internal reflection. Total internal reflection occurs at the interface
between the core (n1) and the clad (n2), where n1 > n2. (a) Total inter-
nal reflection occurs when the light angle is greater than the critical
angle �c. (b) Light is partially reflected and partially refracted if the
light angle is less than the critical angle �c. (c) Total internal reflection
will occur only if the entering light angle is within the acceptance cone
�m of the fiber.

2.1.1. The Critical Angle
The guiding principle for light in an optical wave guide is
total internal reflection (Fig. 1). According to Snell’s law of
refraction

n1 × sin�1 = n2 × sin�2 (1)

For a step-index fiber, where n1 > n2, total internal reflec-
tion occurs when the incident angle �1 meets the criterion
90� > �1 > �c, where �c is given by

�c = sin−1�n2/n1� (2)

The critical angle �c depends on the indices of refraction
between the core and the cladding. Provided that total inter-
nal reflection occurs at the core-clad interface, a ray of light
propagates down the core as shown in Figure 1.

2.1.2. Acceptance Cone
High transmission efficiencies in optical fibers are achieved
if the angle of the light entering the fiber is within the accep-
tance cone as shown in Figure 1c. The acceptance cone
depends on the refractive indices of the core, clad, and the
surrounding medium (no)

sin�a =
√
n2
1 − n2

2

no

2.1.3. Numerical Aperture
The efficiency of the light collection of the fiber depends on
the width of the acceptance cone and can be described in
terms of its numerical aperture (NA)

NA = no sin�a

A wide acceptance cone can gather light more efficiently,
symbolized by a high NA.

2.2. Types of Optical Fibers

Optical fibers are made from a variety of materials, but the
most common material is silica. Pure silica has a refractive
index of approximately 1.45, and doping it with various impu-
rities will alter this value. For example, impurities that raise
the refractive index include titania (TiO2), alumina (Al2O3),
and germania (GeO2), whereas boria (B2O3) and fluorine
(F2) will lower it [8]. Fibers with silica cores surrounded by
plastic cladding are also available, as are all-plastic fibers.

2.3. Optical Fiber Configurations

Optical fibers are produced in many different configura-
tions, sizes, and formats. One type of optical fiber consists
of a single core surrounded by a clad material. Fiber optics
is mainly used in telecommunications applications, but it
has also been incorporated into new applications such as
microscopy and sensing. Recently, optical fibers have also
been integrated into devices to analyze and create nano-
structures. For some fiber-optic nanodevices, optical fibers
with diameters ranging from 50 to 500 �m are tapered to a
nanometer-sized tip for use in nanotechnology applications
such as NSOM.
Fiber optic technology can go one step further—instead

of using only one strand of fiber, thousands to tens of thou-
sands of optical fibers can be bundled together and used for
imaging applications. Single optical fibers cannot transmit
images because the light signal mixes as it is carried from
one end of the fiber to the other. Fiber optic bundles, on the
other hand, are composed of thousands of individual fibers
melted and drawn together coherently (Fig. 2), such that an

Figure 2. (a) Fiber-optic bundles are composed of thousands to tens
of thousands of individual fibers that are coherently fused together.
(b) Fiber bundles can be used for imaging purposes. Reprinted with
permission from [7], P. Pantano and D. R. Walt, Chem. Mater. 8, 2832
(1996). © 1996, American Chemical Society.
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image is carried and maintained throughout the length of
the bundle. The spatial resolution of the bundle depends on
the diameter of each fiber in the bundle. Fiber bundles have
been used in devices such as medical endoscopes to trans-
mit images from inaccessible parts of the body to a detector.
Optical fiber bundles have also been incorporated into opti-
cal sensors and nanodevices [4, 5]. Similar to single core
fibers, the surface of the fiber bundles can be mechanically
or chemically modified to produce arrays of nanostructures
such as nanotips and nanowells.

3. OPTICAL FIBER MODIFICATIONS
FOR NANOSCALE APPLICATIONS

3.1. Optical Fibers as Probes in Near-Field
Scanning Optical Microscopy

Conventional, far-field optical techniques have limited spa-
tial resolution [9–11]. The typical rules of interference and
diffraction are defined by the Abbe diffraction limit, in which
the optical resolution is approximately 	/2(NA), where 	 is
the wavelength and NA is the numerical aperture [9]. The
rapid development of nanotechnology demands better spa-
tial resolution and has led to the development of alternative
microscopy techniques such as near-field optics (NFO) and
NSOM. NSOM offers enhanced spatial resolution, bypassing
the Abbe diffraction limit by using a small, subwavelength-
sized light source that effectively focuses photons through an
aperture that may be as small as 	/50 [9].
NSOM is a scanning technique that developed from

principles derived from two other related scanning tech-
niques, scanning tunneling microscopy (STM) and atomic
force microscopy (AFM) [12–14]. In 1982, G. Binning and
H. Rohrer at the IBM Research Center in Zürich showed
that topographic pictures of surfaces on an atomic scale
could be obtained by a method they called STM or scan-
ning tunneling microscopy [12]. STM consists of two elec-
trodes, the tip and the sample, and measures the tunneling
current between the tip and surface. STM obtains infor-
mation about both the topographical and electronic surface
structure. STM led to the development of other types of
microscopy, particularly AFM.
An atomic force microscope creates a topographical

image of a surface through physical interactions between a
nanometer-sized probe and the sample surface [13, 14]. The
probe consists of a sharp tip attached to a cantilever, and
an image is created based on the deflection of the tip as it
rasters over the sample surface. As a result, each point in
the image directly corresponds to the surface structure.
Unlike STM or AFM, NFO images sample through

the interaction of light with the surface through simple
refraction/reflection contrast or absorption and fluores-
cence. Introduced by U. During in 1986 [15], NSOM illumi-
nates a specimen through a subwavelength-sized aperture,
typically a tapered fiber probe, while keeping the specimen
close to the probe, typically 100 Å to tens of nanometers
from the fiber. NSOM picks up information contained in the
optical field just above the surface of the illuminated sam-
ple called the near-field region, where the sample and the
probe light closely interact [3]. Radiation emitted from the

detector

fiber

sample

opaque
material

near-field
region

Figure 3. Schematic of near-field optics.

nanometer-sized probe is highly collimated in the near-field
regime, decaying exponentially as photons move away from
the surface, as shown in Figure 3. In NSOM, the spatial res-
olution of a sample is no longer limited by the diffraction
limit of light—it is independent of the wavelength of light
used and depends only on the size of the aperture. As a
result, the quality of NSOM measurements is fully depen-
dent on optical tip parameters, and the resolution is directly
related to the size of the probe aperture, which is typi-
cally 50–200 nm [16]. Betzig and Chichester have reported
the development of one such probe that has an optimum
spatial resolution of 12 nm [17]. A NSOM can also sup-
ply additional physical information about a sample such as
spectroscopic properties, optical thickness, topography, lat-
eral structure, transparency, as well as its chemical behav-
ior. NSOM has been mainly used for analytical applications,
but several new NSOM-based applications have been pro-
posed recently for nanotechnology; these are described in
Section 4.
The formation of nanometer-sized fiber probes for

microscopy applications, such as NSOM, progressed rapidly
during the 1980s and 1990s. In these applications, the forma-
tion and characterization of the tips are crucial to instrument
performance and image interpretation [18]. Several methods
have been used to scale micrometer-size optical fibers for
nanotechnology applications.

3.1.1. Mechanical Pulling
One of the preferred methods for fabricating nanometer-
sized probes is the mechanical pulling of heated fibers, with
either a micropipette puller or a CO2 laser [19–23]. In a
micropipette puller, a small area of the fiber is situated in
the center of a heating coil and then the tip of the fiber is
pulled until it separates, leaving a long tip [23]. An appa-
ratus used by Tan and co-workers [6] consists of a modified
micropipette puller and a 25-W CO2 infrared laser. The CO2
laser replaces the heating coil. The laser beam is reflected
off a mirror and directed to heat the optical fiber. Similar to
the micropipette puller, the fiber is heated and then pulled
until the fiber separates into two fibers, each with a long tip.
To create nanometer-sized apertures, metal is coated along
the length of the tapered fiber. To avoid metallizing and
blocking the tip, the tip surface must be positioned essen-
tially orthogonal to the pulled fiber wall [24]. The depo-
sition angle also has to be carefully adapted to the tip
geometry.
Mechanical pulling is fast compared with chemical etching

(vide infra) and is quite controllable, since there is precise
control over the heating and pulling parameters. Although
transmission is low through pulled fibers, they have well-
defined apertures, with diameters as small as 50 nm.
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3.1.2. Chemical Etching
Chemical etching produces shorter tapers with larger cone
angles, resulting in higher transmission efficiency (shown in
Fig. 4) [18, 25–42]. Furthermore, chemical etching offers a
simple and inexpensive fabrication method, especially com-
pared with mechanical pulling. Depending on the composi-
tion of the glass, different acidic solutions are used. Silica
fibers are chemically etched in a one-step procedure with a
solution of hydrofluoric acid (HF) and ammonium fluoride
(NH4F) buffer. The etch rate depends on the dopant con-
centration in the fiber and the concentration of the acid
solution. Single core optical fibers and fiber bundles can be
etched to form either nanotips or nanowells. For example,
in the fiber bundles used by Pantano and Walt [7, 43], the
pure SiO2 of the fiber cladding etches at a different rate
than the GeO2-doped SiO2 of the core, and depending on
the dopant concentration of the core and cladding, either
nanotips or nanowells can be formed. Figures 5 and 6 show
images of the nanotips and nanowells that can be fabricated.
The chemical reaction of SiO2 and GeO2 with HF acid can
be summarized by reactions (1)–(3) [44].

SiO2 + 6HF → H2SiF6 + 2H2O (1a)

GeO2 + 6HF → H2GeF6 + 2H2O (1b)

The fluorosilicic acid (H2SiF6) and the hexafluorogermanic
acid (H2GeF6) are produced directly as outlined by reactions
(1a) and (1b) but also can arise from

SiO2 + 4HF → SiF4 + 2H2O (2a)

3SiF4 + 2H2O → 2H2SiF6 + SiO2�aq� (2a)
GeO2 + 4HF → GeF4 + 2H2O (2b)

3GeF4 + 2H2O → 2H2GeF6 +GeO2�aq� (2b)

If an ammonium fluoride-buffered etching solution is used,
there is a further possible dissolution step that arises from
the involvement of ammonia ionized from the solution
(reaction (3)).

H2SiF6 + 2NH3 → �NH4�2SiF6 (3a)

H2GeF6 + 2NH3 → �NH4�2GeF6 (3b)

The difference in solubility of the resultant (NH4)2SiF6
and (NH4)2GeF6 leads to different etching rates between
the core and cladding. Therefore, the tip cone angle is a

Figure 4. Etched fiber optic for use as a NSOM probe. Reprinted with
permission from JASCO Inc.

Figure 5. Scanning electron micrograph of an array of nanotips formed
by chemical etching of a fiber-optic bundle.

function of the concentration of etchant solution and the
GeO2 dopant level of the fiber core. Temperature can also
influence the tip cone angle [18].
Etching parameters such as solvent type, acid concentra-

tion, etching time, and temperature are crucial for optical
and geometrical characteristics (e.g., cone angle, aperture
diameter, well size); Table 1 lists some of the conditions used
in the literature. Recently, it was shown that a multiple-step
etching process followed by application of an organic pro-
tecting layer improved optical characteristics of the fibers
[37]. Stöckle developed a specific chemical etching method
called tube etching. It involves etching fiber tips surrounded
with an organic cladding where the acid first etches away
the tip of the fiber without destroying the cladding [45]. The
polymer cladding is thus acting as a wall, creating microcur-
rents in the acid, which, coupled with capillary action, cause
the fiber to be etched into the shape of a cone with a large,
smooth taper.

3.1.3. Fracturing
Fischer and co-workers [46, 47] fabricated tetrahedral tips
for NSOM, using modified ultramicrotome glass blades.
A rectangular slab of glass was cleaved twice at an angle.
A tetrahedral tip consists of a pyramidal glass fragment,
which is then coated with a gold film. The tetrahedral tip is
mounted on the oblique end face of a glass support by an
index matching glue. A beam of light incident at an angle of
45� can irradiate the tip.

Figure 6. Scanning electron micrograph of a nanowell array formed by
chemical etching of a fiber-optic bundle. The doping concentration in
the core and clad material determines whether nanotips or nanowells
will be formed.
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Table 1. Etching conditions and the optical fiber apertures obtained.

Mode Fiber Time temp. Solution Characteristics Comments Ref.

1 SM Silica glass fiber 21 �C HF (40%) CA 50�–80� Bevelling [93, 94]
FS-SN-3224, 140 min
3 M C 4 �m/
G 125 �m

2 SM Silica glass fiber HF (48%), NH4F (40%) CA 8�–90� Organic solvent [37]
Newport F-SF water ratio = 1
x
1 as protection

x = 1�5 7

3 SM Silica glass fiber 10–50 �C, HF (21, 28, 34, 40%) CA 18�–35� p-Xylene as [45]
FS-SN-3224, 90 min protection
3 M C 3 �m

Silica glass fiber
40-692.11,
Cabloptioc,
C 3 �m

Silica glass fiber
91-9116.136,

Alcatel C 3 �m

MM HCG-M0100T-14,
Laser Components

C 100 �m

MM HCG-M0200T-14,
Laser Components
C 200 �m core

4 SM Bent SNOM tip 132 min HF (48%), acetic acid CA 40� 50-nm Two-stage [39]
ratio = 7
1 tip radii hexadecane

5 SM GeO2-doped core — — CA 150� 25 nm Three-stage [28]
etching

7 IF Sumitomo Electric RT 16 h HF (50%), NH4F (40%) Tip diameter [43]
Industries, water ratio = 1
5
1 300 nm
IGN-035/06

8 MM Silica glass fiber 24–50 �C HF (50%), NH4F (40%) CA 36�–140� [18, 95]
Corning 1–20 h water ratio = 1
x
1

6 62-125-900 ST x = 2 4 6

9 IF Sumitomo Electric RT 7.5 h HF (49%), NH4F (40%) CA 25� Radius [88]
Industries, water glacial acetic acid of tip
IGN-035/06 ratio = 1
6
1
1 15–50 nm

10 SM GeO2-doped 22 �C HF (50%), NH4F (40%) CA 20� Tip [36]
silica fibers 180 min water ratio = 1
x
1 diameter

(3.6–23 mol%) x = 4 5 6 7 10 nm

Note: SM, single mode; MM, multiple mode; IF, imaging fiber; C, cone; G, cladding; CA, cone angle.

4. FIBER OPTIC-BASED NANODEVICES

4.1. NSOM-Based Applications
in Nanotechnology

4.1.1. NSOM-Based Optical Storage
In addition to its use in analytical applications as well as
in the detection of nanostructures ([48–50] and references
therein), NSOM is also used for data storage applications.
Data are written and read off of optical storage devices
by using a focused laser beam on a storage medium [51].
The data density on optical storage disks is determined
by the size of the focused laser spot, which is determined
by the diffraction limit of light, approximately 	/2(NA).
The diffraction limit can be overcome, however, by NFO

techniques, as discussed previously. Smaller spot sizes can
increase the areal density over what is currently available on
storage devices.
Near-field techniques were used to write and read data

[52–60] domains as small as 60 nm in thin-film magneto-
optic materials [61]. As shown in Figure 7, a dichroic mirror
splits a beam from an Ar laser into two distinct wavelengths.
One beam is used for reading, and another is used for writ-
ing. The beam used for reading is attenuated with a neutral-
density filter, while the writing beam is controlled with an
acousto-optic modulator. The beams are then recombined
and coupled into an optical fiber NSOM probe. Half-wave
(	/2) and quarter-wave (	/4) plates, positioned before the
fiber coupler, adjust the polarization of the laser light to
an almost purely linear state. The Faraday effect rotates
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Figure 7. Schematic of system used for near-field magneto-optic imag-
ing and recording. Reprinted with permission from [61], E. Betzig et al.
Appl. Phys. Lett. 61, 142 (1992). © 1992, American Institute of Physics.

the polarization of the light slightly as it passes through the
magneto-optical film. The direction of the rotation is deter-
mined by the orientation of the magnetization immediately
under the probe. A conventional optical microscope then
collects the light, and the image is viewed with a polarizer/
photomultiplier tube combination.
The acousto-optical modulated laser beam writes data on

the magneto-optical storage medium by heating the data
region under the probe near the Curie temperature [61],
magnetizing the domain in a direction opposite that of the
surrounding medium. After writing, the data are then read
with the lower power read beam. An example of written data
is shown in Figure 8.
The data domains are approximately 100 nm in diameter

with a 200-nm center-to-center spacing. The polarization of
the aperture is rotated by approximately+1� and−1� (Fig. 9a
and b, respectively). The pattern on the storage medium
is imaged as it appears, composed of alternating contrast
regions. Although high laser power may be required, the
entire reading and writing process is straightforward.

4.1.2. NSOM Optical Lithography
The smallest structures that can be achieved with con-
ventional optical lithography are determined by the Abbe
diffraction limit. Although shorter wavelengths (UV, X-rays)
and particle beams have brought the feature sizes down to a
few nanometers, the setups are costly. NFO lithography was
investigated as a method to bypass the limitations faced in
conventional optical lithography [62–64].
A near-field lithographic probe was fabricated by drawing

an optical fiber while it was heated with a CO2 laser. The tap-
ered ends were subsequently coated with an approximately

1 µm

Figure 8. (a–c) Near-field magneto-optic images of conventionally writ-
ten domains at three different polarization states. (d) Topographi-
cal image of the same region obtained with shear force microscopy.
Reprinted with permission from [61], E. Betzig et al., Appl. Phys. Lett.
61, 142 (1992). © 1992, American Institute of Physics.

100-nm layer of aluminum. Typical aperture sizes of about
50 nm were achieved.
As shown in Figure 10, a photoresist sample was mounted

on a piezoelectric motor and was placed in proximity to the
near-field probe, approximately 10 nm away. An Ar laser
was coupled into the optical fiber that was connected to a
fiber coupler. An acousto-optical modulator was placed in
the laser beam to control the exposure of the laser light
to the photoresist. Lines about 80 nm wide and 10 nm
deep were written on the surface upon exposure to laser
light emitted from the probe. The surface structures were
analyzed with an AFM, as shown in Figure 11.

4.1.3. Near-Field Optical Array
Single probes in conventional NSOMs are limited in that
they can only examine one particular region at a time
[6, 65]. Pantano and Walt [7, 43] fabricated a NFO array

1 µm

Figure 9. Written domains with ∼100-nm diameters formed and imaged
with near-field techniques. Two different polarization states are shown
in (a) and (b). Reprinted with permission from [61], E. Betzig et al.
Appl. Phys. Lett. 61, 142 (1992). © 1992, American Institute of Physics.
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Figure 10. Schematic view of experimental setup used for NSOM
lithography. Reprinted with permission from [96], G. Krausch et al.,
Thin Solid Films 264, 264 (1995). © 1995, Elsevier Science.

that can overcome this limitation. A 300-�m-diameter imag-
ing fiber bundle, comprising approximately 6000 coherently
fused optical fibers, was chemically etched in a buffered HF
solution for 16 h, yielding an array of near-field tips (shown
in Fig. 12).
To prevent light leakage from the sidewalls of each tip in

the array, a gold layer coated the entire array. The entire
array was crudely ground on a spinning mirror to create
nanoapertures on each tip. Metal-coated tips with apertures
as small as 300 nm were fabricated, and the height differ-
ences between near-neighbor tips were as small as approxi-
mately 20 nm, as shown in Figure 13. The optical properties
of the array were also investigated by directing light through
the proximal end of the fiber and imaging a small portion
of the distal face through a microscope objective.
The major advantage of a near-field array is that it can

scan a larger area of a sample. For example, in an equivalent
period of time, an array of several thousand 100-nm-diameter
near-field tips on the distal face of a 300-mm-diameter fiber
bundle could scan over an area approximately three orders
of magnitude larger than that of a single 100-nm-sized tip.
In addition, commercial imaging fibers are available with up
to 100,000 individually clad optical fibers such that very large
regions can be imaged with subwavelength resolution.
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Figure 11. AFM images of lines created by near-field scanning lithogra-
phy. (a) Top view of a set of parallel lines created by a single path expo-
sure through the tapered tip of an optical fiber. (b) A cross-sectional
view of two written lines. The open circles represent a least-squares fit
of a Gaussian profile to the data. Reprinted with permission from [96],
G. Krausch et al., Thin Solid Films 264, 264 (1995). © 1995, Elsevier
Science.

Figure 12. (A) A low-magnification scanning electron micrograph of
a chemically etched fiber bundle. The white bar denotes a 50-�m
distance. (B) A high-magnification image of the fiber surface before
it was chemically etched. The white bar denotes a 2.5-�m distance.
(C) A high-magnification image of the fiber bundle after it was chem-
ically etched, forming an array of nanotips. The white bar denotes a
2.0-�m distance. Reprinted with permission from [43], P. Pantano and
D. R. Walt, Rev. Sci. Instrum. 68, 1357 (1997). © 1997, American Insti-
tute of Physics.

4.2. Nanosensors

The resolution obtained in near-field microscopy has
become useful for single molecule detection [66–69]. Nano-
probes have detected single dye and dye-labeled DNA
molecules [48, 70]. The probes had a 100-nm resolution
and were able to image labeled DNA molecules. Nanofibers
can probe for specific chemicals in highly localized areas,
capable of monitoring concentration gradients and spatial
homogeneities in cellular environments. Kopelman et al.
[6, 71] reported the first nanobiosensor to monitor the envi-
ronment inside rat embryos. Measurements of Na+ and Ca2+

were also analyzed [72]. These conventional sensors are
based on the measurement of fluorescence intensity or on
the measurement of luminescence decay time [73].

4.2.1. Nano-Bio-Optrodes
The recent drive in nanotechnology research has led to the
development of the nano-bio-optrode, a device that is able
to monitor biomolecular concentrations inside a single liv-
ing cell, elucidating more about the complex intracellular
processes that occur [6, 10, 74].
Nano-bio-optrodes are composed of optical fibers a few

nanometers in diameter. The optical fiber initially has a
diameter of a few micrometers before a modified micro-
pipette puller heats and pulls it to form the bio-optrode.

Figure 13. High-magnification scanning electron micrographs of a gold-
coated, chemically etched fiber before (A) and after (B) it was ground
on a spinning mirror. The white bars denote a 0.5-�m distance.
Reprinted with permission from [43], P. Pantano and D. R. Walt, Rev.
Sci. Instrum. 68, 1357 (1997). © 1997, American Institute of Physics.
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The distal tip of the tapered fiber typically has a diameter
between 20 and 80 nm. Kopelman and co-workers [65] used
this technique to fabricate nano-fiber-optic chemical sensors
to monitor the pH inside living cells. A pH-sensitive dye
was immobilized on the surface of the fiber tip in a polymer
hydrogel to measure the pH changes.
An enzyme-based nano-bio-optrode was also used to

measure nitric oxide content [75]. Fluorescently labeled
cytochrome c′ was immobilized on the tip of the fiber. In the
presence of NO, cytochrome c′ undergoes a conformational
change. Nitric oxide concentration changes were correlated
to changes in the energy transfer between cytochrome c′ and
the fluorescent dye.
Vo-Dinh and co-workers fabricated an antibody-based

nano-bio-optrode to detect benzo[a]pyrenetetrol (BPT)
[76–78]. The outer walls of the tapered end of a 200-nm to
300-nm fiber were coated with a thin silver, gold, or alu-
minum layer with the use of a vacuum evaporator as shown
in Figure 14. A turning plate/motor device held and rotated
the fiber in the deposition chamber. The fiber was held at
an angle relative to the metal vapor, and as it rotated, the
metal evenly coated the sides of the fiber while leaving the
tip uncoated. The metal coating prevents light from leak-
ing from the fiber walls and maximizes the light intensity at
the fiber tip. The uncoated tip surface was then silanized to
covalently attach anti-BPT antibodies.
Figure 15 shows how the nano-bio-optrode measured BPT

concentrations inside a single living cell. The tapered end
of the fiber was inserted at an angle inside a living cell
and incubated for 5 min to allow the antibodies to bind
the antigen (BPT). Laser light was transmitted through the
fiber and excited the fluorescent BPT. Bound BPT molecules
changed the fluorescence signal. The fiber was then removed
from the cell, and the fluorescence signal obtained from the
bound BPT was collected through a microscope objective
and measured and analyzed with a photomultiplier tube.
Nano-bio-optrodes are advantageous over larger bio-

optrodes in that they have higher sensitivities and faster
response times. Nano-bio-optrodes could detect BPT
concentrations as low as 300 zeptomoles.
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Figure 14. Fabricating nano-bio-optrodes. (a) An optical fiber heated
and then tapered to submicron dimensions. Metal is then thermally
evaporated on the fiber sidewalls to prevent light leakage. The fiber is
mounted on a rotating plate, evaporating an even coating while creat-
ing an aperture. Antibodies can be immobilized on the bare distal tip.
Reprinted with permission from [77], T. Vo-Dinh et al., Nat. Biotechnol.
18, 264 (2000), © 2000, Nature Publishing Group; and [78], T. Vo-Dinh
et al., Sens. Actuators, B 74, 2 (2001), © 2001, Elsevier Science.
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Figure 15. (a) The optical measurement system to monitor living cells.
(b) A nano-bio-optrode inside a living cell. Reprinted with permission
from [77], T. Vo-Dinh et al., Nat. Biotechnol. 18, 264 (2000). © 2000,
Nature Publishing Group; and [78], T. Vo-Dinh et al., Sens. Actuators,
B 74, 2 (2001). © 2001, Elsevier Science.

4.2.2. Fiber Bundle-Based Nanotip
pH Sensor

The desire to miniaturize analytical detectors such that data
throughput can be increased while small volume samples
are used has fueled the rapid development of nanobioana-
lytical techniques. Another desire in new imaging method-
ologies involves remote analysis of samples, without having
to bring the sample to the microscope stage. A nanotip
array, fabricated by chemically etching an imaging fiber
bundle, was used to measure oxidative stress in biological
cells [22].
Oxidative stress results in an overload of reactive oxy-

gen species, such as hydrogen peroxide, and causes a pH
change in cells. Oxidative stress is thought to be an impor-
tant causative agent in a variety of pathologies such as aging,
cardiovascular disease, some carcinogenesis, and possibly
in AIDS. Conventional amperometric measurement tech-
niques analyze oxidative stress by inserting the tip of a 5-�m
carbon-fiber microelectrode into a biological cell. Analy-
sis indicated that the hydrogen peroxide was generated as
a direct result of the microelectrode insertion [79–82]. A
nanotip array would improve conventional oxidative stress
monitoring techniques because the nanometer dimensions
of the tip would be less intrusive to the cell. A nanotip array
should also increase measurement throughput by providing
sampling through many probes instead of using only one,
and the nanotip array’s sensing layer can be readily modi-
fied to allow investigation of a variety of biologically relevant
analytes.
A nanotip array was fabricated by chemically etching a

fiber bundle with HF, as discussed in Section 4.1.3, and a
chemical sensing layer was deposited across the array such
that the nanotip architecture was retained. In addition to
its remote sensing abilities and measurement throughput
improvements, the small nanotip diameters (ca. 200 nm) of
the nanotip array should more closely mimic the size scale of
biological entities such as bacteria and viruses in comparison
with a conventional 5-�m microelectrode tip.
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4.3. Fiber Bundle-Based
Photoimprint Lithography

Well-established methods such as electron beam, X-ray, and
UV lithographic methods have been used to create nano-
structures [83–86] (Sun, 2002 #152, 87). Dam and Pantano
[88] created a nanotip array by chemically etching fiber-optic
imaging bundles as described in the previous sections. An
array of tips was produced as a lithographic template for
surface patterning applications. As shown in Figure 16, two
methods were used to pattern a polymer surface: photoim-
print lithography and imprint lithography.
Both techniques produced arrays of picoliter-volume wells

suitable for microanalytical applications. In photoimprint
lithography, a patterned surface was created when the nano-
tip array was brought into contact with a photopolymerizable
monomer film, and photoinitiation was directed through
the array. With this method, an array of 1-�m wells was
produced with a 4-�m center-to-center spacing. In imprint
lithography, bringing the nanotip array into contact with a
heated polystyrene-covered surface created a patterned sur-
face. With this technique, an array of 0.8-�m-radii wells was
produced with 3-�m cone depths and 25� cone angles, as
shown in Figure 17.

4.4. Ordered Nanowell Arrays

Lithographic procedures such as microcontact printing [89],
high-throughput imprint lithographic methods [90, 91], and
nanochannel array glass materials [92] have been used to
form ordered, periodic structures on a variety of materials.
Arrays of nanowells were fabricated from fiber-optic bun-
dles as another form of templating. Pantano and Walt [7, 43]
produced arrays of nanowells with approximately 300-nm
diameters, using an embossing template to create patterned
polymeric films.
Fiber-optic imaging bundles were polished with a series

of lapping films. The fiber bundle was then pulled with a
standard micropipette puller and potted in epoxy such that
the length of the imaging fiber’s distal tip protruded from
the polishing apparatus. Adjusting the length of the fiber

(a) (b)

Figure 16. (a) Photoimprint lithography through a nanotip array. A
PS802 polymer film is placed on a silicon glass surface. The nanotip
array is then brought into contact with the film and glass surface, and
light is directed through the fiber bundle, exposing the surface to light.
The tip array is then removed, leaving a polymerized, patterned surface.
(b) Imprint lithography with a nanotip array. An aluminum surface is
coated with melted polystyrene. The nanotip array is then brought into
contact with the warm polymer film. The array is then removed, leaving
a patterned polystyrene surface. Reprinted with permission from [88],
T. H. Dam and P. Pantano, Rev. Sci. Instrum. 70, 3982 (1999). © 1999,
American Institute of Physics.

(a) (b)

Figure 17. (a) Scanning electron micrograph of a patterned PS802
polymer surface using photoimprint lithography through a nanotip
array. The white scale bar denotes a 5-�m distance. (b) A patterned
polystyrene surface using imprint lithography through a nanotip array.
The white scale bar denotes a 2-�m distance. Reprinted with permis-
sion from [88], T. H. Dam and P. Pantano, Rev. Sci. Instrum. 70, 3982
(1999). © 1999, American Institute of Physics.

yielded the final, desired diameter of the tapered fiber. The
fiber bundle was then chemically etched in a buffered HF
solution, yielding an array of nanowells. Scanning electron
microscopy and AFM were used to characterize the sur-
face of the modified fiber bundle, as shown in Figure 18.
Nanowells with diameters as small as 480 nm with 4.5-�m
center-to-center spacings and 300-nm well depths (corre-
sponding to ∼2 fL volumes) could be obtained. Such small
wells could be used, in principle, as nanoreaction vials for
molecule trapping.
The resulting nanowell arrays were used to emboss poly-

meric films with nanometer-sized structures. The nanowell
array was dipped into a siloxane copolymer solution and
allowed to cure. The polymer cured upon solvent evapo-
ration, and the dip process was repeated five times. The
polymer film was then peeled off of the fiber, resulting in a
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Figure 18. Atomic force micrograph of a modified fiber bundle. The
fiber was first mechanically pulled and then was chemically etched
to form an array of nanowells. Reprinted with permission from [7],
P. Pantano and D. R. Walt, Chem. Mater. 8, 2832 (1996). © 1996, Amer-
ican Chemical Society.
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Figure 19. A patterned polymer surface fabricated from an array of
nanowells. A polymer layer was deposited on the surface of the nano-
well array and removed to form an array of nanocones. Reprinted with
permission from [7], P. Pantano and D. R. Walt, Chem. Mater. 8, 2832
(1996). © 1996, American Chemical Society.

hexagonally packed array with 600-nm tall cones, as shown
in Figure 19.

5. CONCLUSIONS
A variety of techniques have been used to fabricate
nanometer-sized optical fiber tips and arrays of nanotips
and nanowells from optical fiber bundles. The nanoprobes
and arrays of nanoprobes have been successfully applied
in NSOM, near-field data storage, and near-field lithogra-
phy. These systems overcome the diffraction limit, enabling
one to study materials science and biomedical phenom-
ena on the nanometer scale. Near-field methods have also
been applied to data storage with the potential to create
data densities higher than those currently available. NFO
lithography can provide a potentially low-cost alternative
to conventional lithographic techniques while improving the
spatial resolution on substrates. With nanoprobes and arrays
of nanoprobes, nanosensors for nitric oxide monitoring and
oxidative stress monitoring can be created with higher tem-
poral resolution, greater data throughput, and increased sen-
sitivity. The large variety of nanoprobes will lead to new
techniques and applications where progress has been lim-
ited by present technologies. In addition, arrays of nanowells
have been fabricated for use as nanometer-sized templates
for polymer films. As nanotechnology research advances,
optical fibers will be further integrated with nanodevices,
producing tools that will improve and enhance conventional
tools used in scientific research and development.

GLOSSARY
Chemical etching Process of etching by a chemical reac-
tion between a chemically reactive etching species and the
material.
Near-field scanning optical microscopy (NSOM) [Also ref-
erred to as scanning near-field microscopy (SNOM)]. A
scanning probe microscopy technique that analyzes the opti-
cal properties of a surface (e.g., fluorescence transmission,
reflectance). The specimen is placed less than a wavelength

away from the probe, and light is transmitted through a
subwavelength-sized aperture as the surface is scanned.
Optical fiber Glass or plastic rod consisting of a core sur-
rounded by a cladding material with a higher refractive index
that results in total internal reflection light and confines light
to the core. As a result, light is efficiently transmitted with
minimal attenuation.
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1. INTRODUCTION
In the last decade, there have been dedicated efforts to
develop the materials and solid-state devices based on III–V
nitrides and other wide bandgap semiconductors [1–22]. The
III–V nitrides belong to the general class of wide bandgap
semiconductors. These semiconductors are particularly suit-
able to develop light-emitting diodes (LED), semiconductor
lasers, ultraviolet (UV) detectors, field-effect transistors, etc.
Short wavelength LEDs have very important applications
in high-density optical storage, full-color display technol-
ogy, color photocopy, digital video-disk, lighting, underwater
communications. Nitride-based LEDs already are being used
in traffic lights, automobile lights, home lighting, and enter-
tainment. InN, GaN and AlN belong to the III–V nitride
faimily. They have bandgaps in the range 1.9 to 6.2 eV, and,
hence, it is possible to make ternary and quarternary alloys
of these materials to obtain bandgaps in the red to UV ener-
gies. One can use the well-known semiconductor fabrication
techniques such as molecular beam epitaxy (MBE) and metal
organic chemical vapor deposition (MOCVD) to achieve var-
ious nanostructures of quantum wells and superlattices.

Figure 1 shows the schematic diagram of a LED [14]. It
has a p-n junction of a semiconductor with a bandgap Eg .

When current is passed through the junction, electrons in
the conduction band flow across the junction from the n-
type semiconductor, while the holes in the valence band flow
from the p-type semiconductor. A large number of elec-
trons and holes recombine at the junction, giving rise to
radiation that has the energy equivalent to the bandgap.
In direct bandgap semiconductors, the luminescence radia-
tion obeys the relation h� = Eg , where � is the frequency
of emitted radiation, h is the Planck’s constant, and Eg is
the bandgap of the semiconductor. The plot of bandgaps as
a function of the lattice constant for some semiconductors
is shown in Figure 2 [1]. The first LED was made in the
red region of the visible spectrum by using a GaAsP direct
bandgap semiconductor [16]. The emission wavelength of
this red LED was 610 nm. Figure 3 shows the evolution of
LED technology, the performance of LEDs has improved
over the years [19]. As can be seen in the figure, sev-
eral materials were used to achieve various colors. These
semiconductors include GaAsP, GaP:Zn, O, AlGaAs/GaAs,
AlGaInP/GaAs, etc. Figure 3 also shows the wavelengths
that can be obtained from InGaN-based LEDs. These are
in the blue and green region of the electromagnetic spec-
trum, which were very much wanted for a long time for
a number of applications. Nakamura, at Nichia in Japan,
made it possible to achieve this important breakthrough
in solid-state display technology. Nakamura’s team made
several LEDs and semiconductor lasers in the pulsed and
continuous wave (cw) mode. It also was shown that the
InGaN-based LEDs have better luminous intensities than
the SiC-based LEDs, which were the only commercially
available blue-light-emitting devices before the GaN-based
devices came onto the market. It also was shown that III–V
nitride devices were useful for high-temperature and high-
power electronics.

To develop blue- and green-light-emitting devices II–VI
based semiconductor materials were investigated for a long
time. An excellent review on optical properties of these
materials was given by Morkoc et al. [2]. ZnSe is nearly
lattice matched to GaAs, and, hence, integration of II–VI
based technology with the well-established GaAs technol-
ogy could be anticipated. Also, high-quality GaAs substrate
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Figure 1. Schematic of a LED. Electrons injected across a p-n junc-
tion combine with holes to produce photons in radiative recombination.
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Figure 2. Energy gaps of different compound semiconductors as a
function of lattice constant. Reprinted with permission from [1],
S. Nakamura and G. Fasol, “The Blue Laser Diode,” 1997. © 2001,
Springer-Verlag, Berlin.

Figure 3. Evolution of LED technology, showing approximately a
tenfold improvement per decade in performance. Reprinted with
permission from [19], M. G. Craford, MRS Bull. 25, 27 (2000). © 2000,
Materials Research Society.

can be easily obtained. It also is possible to make several
quantum structures because ternary and quaternary com-
pounds of II–VI materials can be made that will have differ-
ent bandgap energies. In the ternary system of ZnCdSe, the
wavelength could be tuned in the blue to green region by
changing composition. The quaternary ZnMgSSe was used
to make the cladding layers. However, the LEDs and lasers
with these materials have a short lifetime because of crystal
defects. Therefore, commercialization of these devices could
not be made.

Figure 4 shows the schematic energy level diagram describ-
ing the optical processes in semiconductors. The recombina-
tion phenomena gives valuable information about excitons,
donors, acceptors, phonon interactions, etc. Figure 5 shows
the band diagrams of direct and indirect semiconductors. In a
direct bandgap semiconductor, the electrons and holes com-
bine directly without any need of momentum conservation,
whereas, in the indirect bandgap semiconductors, phonon
participation is required for momentum conservation.

In this review, we discuss the optical properties of nano-
structured GaN and related materials and their applications
in fabricating LEDs and semiconductor lasers. A large num-
ber of papers have been published on the growth and pho-
toluminescence properties of GaN. A variety of commonly
available substrates have been used to grow epitaxial GaN.
A detailed discussion on this topic is out of the scope of the
present review. The review chapters written by the author
cover these topics [10]. The present chapter emphasizes
the optical properties of nanostructures such as nanowires,
nanodots, nanobelts, nanoparticles, nanorods, nanocrystals,
etc. The properties of epitaxial thin films are given for com-
parison purposes. We also discuss in great detail the quan-
tum well structures of InGaN that form the heart of LEDs
and semiconductor lasers.

We will give a very brief introduction to quantum con-
finement in semiconductors. There are several special edi-
tions that deal with the development of the exciting field of
semiconductor nanostructures [23–27]. The article by Weis-
buch [28] gives a very comprehensive description of various
quantum-confined semiconductor structures and their opti-
cal and electronic properties. Basically, the thin film quan-
tum structures initially were developed at IBM and AT and
T Bell laboratories. This was possible by the novel MBE
technique by which atomic layers can be grown one on top of

Figure 4. Most common optical processes in semiconductors. (a) is
absorption of photons that generates electron and hole pairs in the con-
duction and valence bands, followed by various recombinations, (b) is
band-to-band recombination, (c) is donor to valence band, (d) is con-
duction band to acceptor, (e) is donor–acceptor pair recombination.
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Figure 5. Band diagrams of direct and indirect band gap semiconduc-
tors. In a direct band gap semiconductor electron and hole combine
directly producing a photon, where as in an indirect semiconductor con-
servation of momentum is required for recombination to occur.

the other. Esaki and Chang [29] were the first to observe the
perpendicular differential conductance due to resonant elec-
tron tunneling across potential barriers. Soon after that Din-
gle et al. [30] showed in their optical experimental results,
the quantization of energy levels. This has proved beyond
a doubt that very thin semiconductor layers of small nano-
meter dimensions can be grown that behave like quantum
mechanical objects. Quantum phenomena come into play
when the actual size of the material is of the order of
DeBroglie wavelengths. The simplest confined structure is
a quantum well, which is a very thin semiconductor with a
thickness of a few nanometers or less that is placed between
two barrier layers having higher bandgap energies. These
also are called quasi two-dimensional (2D) systems. The free
motion of the carriers occurs in only two directions per-
pendicular to the growth direction, while the motion in the
third direction, z, is restricted. Several solid-state devices
were achieved by using the quantum phenomena in semi-
conductors. These include the quantum well lasers [31, 32],
high-electron mobility transitiors, modulation-doped transis-
tors [33–35], etc. Modulation-doped quantum wells also give
us the opportunity to study very interesting physical phe-
nomena such as Landau quantization, Fermi edge singular-
ity, many body effects, etc. [36–41]. The nonlinear optical
properties of the quantum wells were found to be useful in
fabricating optical switches based on optical bistability [42].

Semiconductor structures with higher degrees of confine-
ment of carriers have been achieved. A quantum wire is
a one-dimensional electron system in which quantum con-
finement occurs in two dimensions and a quantum box or
a quantum dot is a zero-dimensional system, and the con-
finement of electron motion occurs in all three directions.
The method of tailoring the materials to custom design
the structure and desired properties also is called bandgap
engineering. Sakaki [43] has predicted that in a single-
channel quantum wire, the electron scattering is minimal
and the electron mobility will be extremely high. Arakawa
et al. [44] have theoretically studied the use of quantum
wires in semiconductor lasers. Quantum wires are expected
to be suitable for high-gain and low-threshold current lasers

and for high-electron mobility transistors because the den-
sity of states is very high. Free-standing quantum whiskers of
GaAs were grown for the first time by MOCVD at Hitachi
Central Research Laboratory, and very intriguing aspects
of surface and interface recombination were studied by the
author and his collaborators [45–48]. Lieber and cowork-
ers have written very interesting articles on the physics and
chemistry of wirelike structures [49–61]. Confined move-
ment of electrons in the crystal gives very unique properties.
The study of dimensionality and its effects on the mate-
rial properties is not at all new and has been known in the
chemistry for several decades [62, 63]. For example, in bulk
single crystals that contain square planar complexes of Ni,
Pd, and Pt, which show the quasi one-dimensional behav-
ior, the electron motion is confined in the z direction. The
author and his collaborators at the University of Maine,
have published a series of papers on the electronic struc-
ture, extended Huckel molecular orbital calculations, optical
properties, and time-resolved phenomena in single crystal
Ni, Pd, and Pt compounds that contain square planar con-
figurations [64–71]. Very interesting observations that can be
directly related to quasi one-dimensional behavior of elec-
trons, such as energy transfer along the one-dimensional
chains, energy migration and trapping, optical anisotropy,
bandgap formation due to the orbital overlap along the one-
dimensional chains, etc., were observed. These crystals may
be called natural quantum wires. These are “natural” in
the sense that no special efforts have to be made to fab-
ricate them and the crystal structure offers the possibility
of restricted motion of the electrons. These crystals also
serve as the model systems to understand the more compli-
cated bandgap engineered, semiconductor, low-dimensional
nanostructures.

It is possible to further reduce the dimension of the semi-
conductor in such a way that the motions of the electrons are
confined in all the three directions to obtain a quantum dot,
which also is known as a quantum box, a nanocrystal, or a
nanoparticle [72]. In this situation, the translational symme-
try is completely removed, and the traditional band structure
of the solid splits into a bunch of discrete energy levels. This
kind of energy-level scheme has several implications in the
design of a number of semiconductor devices. When the size
of the nanocrystal becomes much smaller than the bulk Bohr
radius, the confinement affects not only the center-of-mass
motion but also the relative motion of an electron and a hole.
So the excited electron–hole pair does not behave like a true
exciton in the bulk. The quantum confinement effects of a
system containing the nanocrystals has been observed as the
blue shift in the absorption spectrum, which increases with
the decrease of the crystal size [72]. In the strong confine-
ment case, where the electrons and holes are completely con-
fined in all the three directions, the electronic states can be
described by molecular orbitals rather than the Bloch func-
tions in momentum space. The author and his collaborators
at the Korea Research Institute of Standards and Science
have investigated the special properties of self-assembled
quantum dots such as bandgap renormalization and screen-
ing of carriers by femtosecond laser spectroscopy [73].

There are two main approaches to making the nano-
structures. First is the top-to-bottom approach. This gener-
ally is used by physicists and semiconductor technologists
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and involves very complicated procedures such as MBE,
metal organic chemical vapor deposition, masking, etch-
ing, lithography, etc. Second is the bottom-to-top approach,
which is a very inexpensive and easy method used by
chemists. In this method, nanostructures are made by wet
chemical methods, LB film formation, etc.

2. GALLIUM NITRIDE (GaN)
NANOSTRUCTURES

Among the III–V nitrides, most work has been done on
GaN because its bandgap is very suitable for developing UV
lasers. Several papers have been published on the growth
and photoluminescence properties of GaN. A variety of
commonly available substrates have been used to grow epi-
taxial GaN. Sapphire has excellent properties required for
a substrate to grow epitaxial layers. Most of the work on
GaN has been done by using sapphire as a substrate. It is
very stable, even at high temperatures, and has good chem-
ical stability. Dingle et al. [74], Monemar [75] and Pankove
et al. [76] have done the early pioneering work on the opti-
cal properties of GaN. The development of GaN devices was
hampered by the lack of good-quality single crystals. The
major problems were the lack of suitable lattice-matching
substrates, very-high background n-type carrier concentra-
tion, and the difficulty in achieving p-type material. Two
Japanese research teams, led by Nakamura and by Amano
and Akasaki, who have used GaN [78] and AlN [90] buffer
layers on the top of the substrates just before growing the
epitaxial layers, have solved these problems [77–104].

2.1. Optical Properties
of Thin Films of GaN

The early work on GaN was on absorption and reflection.
Generally, the donor- and acceptor-bound exciton emis-
sions were observed only in the photoluminescence spec-
tra. Free-exciton transitions were found very rarely in the
luminescence. The observation of free-exciton transitions is
an indication of the good quality of the sample. Also, it
is better to understand valance-band physics based on the
luminescence properties rather than on absorption or reflec-
tion, because optoelectronic devices like LEDs and semi-
conductor lasers are based on emission phenomena. Hence,
it is absolutely necessary to carefully investigate the effects
of crystal fields, spin-orbit coupling, strain-induced deforma-
tion potentials, etc., on degenerate valence bands and how
these are manifested in photoluminescence spectra.

Photoluminescence studies of high quality GaN epilay-
ers grown by rotating disk MOCVD were reported by
Viswanath et al. [105]. They have deduced several important
parameters, such as exciton energies, delocalization ener-
gies of donor- and acceptor-bound excitons, Varshni’s coeffi-
cients, exciton–phonon interaction parameters, etc. Figure 6
shows the photoluminescence spectrum of a GaN epitax-
ial layer grown on (0001) sapphire substrate at 12 K. The
dotted lines show the individual peaks obtained by a curve-
fitting procedure that uses a Lorentzian line-shape function.
Assignment of various transitions was made by considering
the electronic and band structures of GaN. The lattice mis-
match between GaN and sapphire substrate generates strain
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Figure 6. Photoluminescence spectrum of a GaN epitaxial layer grown
on a (0001) sapphire substrate at 12 K. FX(A): free-exciton A;
FX(B): free-exciton B; DX: donor-bound exciton; AX: acceptor-bound
exciton; FX(A)-LO: phonon-assisted free exciton transitions; DX-LO:
phonon-assisted donor-bound exciton transition. The dotted lines show
Lorentzian fitting to various peaks. A He–Cd laser is used for exci-
tation. Reprinted with permission from [105], A. K. Viswanath et al.,
J. Appl. Phys. 84, 3848 (1998). © 1998, American Institute of Physics.

in the epilayers. When the strained layer epitaxy occurs
along (0001), the corresponding strain keeps the wurtzite
symmetry but alters the valence and conduction-band ener-
gies via strain-induced modifications of the chemical bonds.
GaN conduction band (� �

7 ) is mainly constructed from s
states of gallium, whereas the valence band is mainly from
the p states of nitrogen. When there is no perturbation, the
valence band is a threefold degenerate. But the crystal fields
of the hexagonal symmetry of the wurtzite crystal lift the
threefold degeneracy partially into a doubly degenerate �5
state and a lower-lying �1 state. The degeneracy is further
removed through the spin–orbit interaction, and, in this case,
the top of the valence band consists of �v

9 , �
v
7 , and �v

7 , where
�v
9 is the highest level. These three levels also are called A,

B, and C valence bands, respectively.
Viswanath et al. [105] have assigned the peak at 3.479 eV

to free exciton A or FX(A), the 3.486 eV peak to free exciton
B or FX(B), the peak at 3.472 eV to donor-bound exciton
DX, and the peak at 3.454 eV to acceptor-bound exciton AX.
Temperature-dependent photoluminescence studies were
made to confirm these assignments.

Dingle et al. [74] reported the free exciton transitions for
A, B, and C at 3.474, 3.481, and 3.501 eV, respectively, based
on their polarized reflection experiments at 2 K. From the
photoluminescence excitation spectroscopy studies, Mone-
mar [75] has observed these exciton transitions at 3.4751,
3.481, and 3.493 eV, respectively. It is important to note
that the exciton energy values reported by Dingle et al. [74]
and Monemar [75] represent strains free values because they
have used very thick GaN samples. In the case of thin epilay-
ers, there is a large mismatch between the lattice constants
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of the sapphire substrate and the GaN crystal. Also, there
is a large difference in the thermal expansion coefficients,
which gives rise to misfit strain, which, in turn, generates
many crystal defects and dislocations. This strain has a sig-
nificant effect on the optical and electrical properties and
also on the bandgap. In the case of sapphire substrate, the
compressive biaxial stress in the epitaxial layers increases the
energy values of the excitonic transitions and also the sepa-
rations between them. The strain decreases with an increase
in the layer thickness. The relationship between the strain
and epilayer thickness has been investigated by Akasaki and
coworkers [100]. They have studied the donor-bound exci-
ton transition in the Photoluminescence (PL) spectra. Devi-
ation of free-exciton values in thin (<4 	m) epilayers from
the values reported for thick samples was explained by the
strain effects. The quality of the sample is estimated from
the magnitude of the deviation.

Viswanath et al. [105] have also studied the free-exciton
transitions at 12 K and room temperature over a wide energy
range. The PL spectra are shown in Figure 7. At both the
temperatures, the normally observed yellow band at 2.2 eV
and the donor-acceptor pair recombination at 3.27 eV could
not be observed. From this result, it was inferred that the
quality of the sample was very good. The separation between
the energy positions of FX(A) and FX(B) transitions, 
AB,
was found to be 7 meV. Viswanath et al. [105] have
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Figure 7. Photoluminescence spectrum of GaN showing the free-
exciton transition at 12 K and room temperature. Note that there are no
traces of yellow luminescence peaks and donor–acceptor transition due
to background impurities or defects at both temperatures. Reprinted
with permission from [105], A. K. Viswanath et al., J. Appl. Phys. 84,
3848 (1998). © 1998, American Institute of Physics.

concluded that the strain in their samples due to lattice mis-
match is small since the 
EAB, value of 7 meV they observed
is close to that of the unstrained value of 6 meV.

The DX peak was found to be at 3.472 eV, which is shown
in Figure 6 [105]. The exciton binding energy to the donor
or the localization energy of the donor is 7 meV. The donor
binding energy can be evaluated by considering the Haynes
rule [109] for semiconductors, which states that the local-
ization energy is �ED, where ED is the binding energy of
the donor and � is a constant of proportionality generally
taken as 0.2. Viswanath et al. [105] obtained the binding
energy of donor as 35 meV. These shallow donors may be
nitrogen vacancies or Ga interstitials. The peak at 3.454 eV
was interpreted as due to AX. The binding energy between
the acceptor and exciton is 25 meV. Considering the Haynes
rule [109], a value of 250 meV for acceptor binding energy
was estimated. In the case of acceptors, the constant of pro-
portionality is 0.1.

Figure 8 shows the temperature dependence of the PL
spectrum. As the temperature increases, FX(A) intensity
increases at the expense of the DX peak. The donor-bound
exciton dissociates into a free exciton and a neutral donor.
The intensity ratio of the free exciton A peak to the donor-
bound exciton peak, i.e., IFX�A�/IDX is shown as a function
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Figure 8. Photoluminescence spectra at selected temperatures for GaN
epitaxial layers on sapphire. The changes in the relative intensities of
free-exciton A and the donor-bound exciton can be noticed. Reprinted
with permission from [105], A. K. Viswanath et al., J. Appl. Phys. 84,
3848 (1998). © 1998, American Institute of Physics.
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of temperature in Figure 9a, and we can see that the ratio
increases. From this the authors have concluded that the
donor-bound exciton dissociates into a free exciton and a
neutral donor, DX → FX + D. The PL intensities of a
donor-bound exciton are plotted as a function of 1/T , as
shown in Figure 9b. The thermal activation energy of donor
was estimated as 6 meV. The PL peak positions were plotted
as shown in Figure 10. The experimental points were fitted
to the Varshni’s equation for variation of the bandgap with
temperature

E�T � = E�0�–��T 2/��+ T �� (1)

In this equation, E�T � is the transition energy at any tem-
perature T , E�0� is the corresponding energy at 0 K, and �
and � are Varshni’s thermal coefficients. The solid lines were
obtained by least-square fitting. For FX(A), the best-fit val-
ues are E�0� = 3�480 eV, � = 5�0× 10−4 eV/K, and � = 400
K; and, for FX(B), E�0� = 3�488 eV, � = 5�2 × 10−4 eV/K,
and � = 450 K. In the case of GaAs, the � value is the
same as the Debye temperature of the lattice. However, in
the case of GaN, the exact relationship between � and the
Debye temperature is not known yet. Figures 11a and b show
the plots of PL peak energies as a function of T 2/�� + T �
for free excitons A and B, respectively. The authors have
obtained a straight line in each case from which it was con-
cluded that the excitons exist up to room temperature in
GaN.

Based on the observation of excitons up to room tem-
perature, it was proposed [105] that GaN can be used in
fabricating nonlinear optical devices working at room tem-
perature. These devices have applications in the area of
nonlinear optical signal processing, digital optical switching,
optical computing, and optical communication. The longitu-
dinal optical (LO) phonon-assisted transitions of the donor-
bound exciton, free exciton A, and free exciton B were
observed at 3.383, 3.392, and 3.398 eV, respectively, as shown
in Figure 12. The separations of these peaks from their
zero-phonon peaks are 89, 87, and 87 meV, respectively.
These energy separations are in the range of LO phonon
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Figure 9. Intensity ratio of the free exciton A peak to the donor-bound
exciton peak IFX/IDX as a function of temperature. (b) PL intensities
of the donor-bound exciton as a function of 1/T . The thermal acti-
vation energy of the donor-bound exciton is obtained as 6 meV from
the slope of the straight line. Reprinted with permission from [105],
A. K. Viswanath et al., J. Appl. Phys. 84, 3848 (1998). © 1998, American
Institute of Physics.
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Figure 10. Temperature variation of the various transitions in the PL
spectra of GaN/sapphire. The experimental points are represented by
solid squares for free-exciton A, FX(A); solid triangles for free-exciton
B, FX(B); and stars for the donor-bound exciton, DX. The solid lines
are the theoretical fit curves following Varshni’s equation for variation
of the bandgap as a function of temperature. Reprinted with permis-
sion from [105], A. K. Viswanath et al., J. Appl. Phys. 84, 3848 (1998).
© 1998, American Institute of Physics.

energy of GaN, which is 90 meV. The energy separation
between FX(A)-LO and FX(B)-LO is 7 meV, while the sepa-
ration between DX-LO and FX(A)-LO also is 7 meV. These
energy separations agree with the corresponding energy dif-
ferences of the zero-phonon transitions observed in the 12 K
spectrum. The phonon replicas reveal that phonon-assisted
exciton formation is very efficient in GaN. In polar semi-
conductors, Frohlich polar intraband scattering [110], which
is the interaction between free excitons and LO phonons,
is strong. Frohlich interactions were observed in other wide
bandgap semiconductors [111–115].

Figure 13 shows the PL intensities of the free exciton A as
a function of 1/T . The activation energy of the free exciton
was estimated as 26 meV [105]. Viswanath et al. [105] have
estimated the bandgaps of GaN as 3.505 and 3.437 eV at
12 K and room temperature, respectively.
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Figure 11. (a) Plot of PL peak energy of free-exciton A as a function
of T 2/�� + T �, where � = 400 K; (b) Plot of PL peak energy of free-
exciton B as a function of T 2/�� + T �, where � = 450 K. Reprinted
with permission from [105], A. K. Viswanath et al., J. Appl. Phys. 84,
3848 (1998). © 1998, American Institute of Physics.
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Figure 12. Photoluminescence spectrum for GaN/sapphire at 12 K
showing the phonon-assisted exciton transitions. The dotted lines show
the fit to multiple peaks assuming a Lorentzian line-shape function.
Reprinted with permission from [105], A. K. Viswanath et al., J. Appl.
Phys. 84, 3848 (1998). © 1998, American Institute of Physics.

2.1.1. Exciton Phonon Interactions in GaN
The lasing mechanism in GaN-based devices—excitonic ver-
sus band-to-band recombination—has not been understood
so far. Viswanath et al. [106] have done the detailed analysis
of exciton linewidths in the PL of GaN. Figures 14a and b
show the temperature dependence of the linewidths of the
free exciton A and B, respectively. Solid circles are experi-
mental linewidths. The observed linewidths were fitted to a
theoretical model. The basic formalism for phonon-assisted
optical absorption and exciton lifetimes was developed by
Toyozawa [116] and by Segall and Mahan [117]. Segall
[118] applied it to describe absorption and emission in a
number of materials. The temperature dependence of the
width of the lowest 1S exciton in semiconductors initially
was reported by Segall [119], and the most comprehensive
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Figure 13. Photoluminescence intensities of the free-exciton A transi-
tion (shown as stars) as a function of 1/T . The activation energy of
free-exciton A is estimated as 26 meV from the slope of the straight
line. Reprinted with permission from [105], A. K. Viswanath et al.,
J. Appl. Phys. 84, 3848 (1998). © 1998, American Institute of Physics.
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Figure 14. Temperature dependence of the linewidths of (a) free exci-
ton A and (b) free exciton B in GaN. Solid circles are the experimental
points. Solid curve is the fitting of the experimental linewidths con-
sidering acoustic-phonon scattering and LO-phonon scattering. Dashed
lines show the contribution from the acoustic-phonon scattering alone,
and dotted lines show the contributions from the LO phonons only. In
both the cases, inhomogeneous broadening was added. Adapted with
permission from [106], A. K. Viswanath et al., Phys. Rev. B 58, 16333
(1998). © 1998, American Physical Society.

treatment was later given by Rudin et al. [120]. According
to them, the exciton linewidth ��T � at any temperature T
can be written as

��T � = �0 + �phT + �LONLO�T � (2)

In polar semiconductors, linewidth is dominated by LO-
phonon broadening. �0 is inhomogeneous broadening in the
above equation. At very low temperatures, phonons are not
active, and the contribution to the linewidth is mainly from
inhomogeneous broadening. The second and third terms
on the right-hand side of Eq. (2) are the homogeneous
linewidths and are due to acoustic-phonon and LO-phonon
scattering, respectively. The contribution due to acoustic
phonons increases linearly with temperature T and is rep-
resented as �phT , where �ph is the exciton–acoustic-phonon
coupling strength. The last term in Eq. (2) arises from inter-
actions with LO phonons and is proportional to the Bose
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function NLO�T � for LO-phonon occupation, which is equal
to 1/�exp�h�LO/kT − 1��, where h�LO is the LO-phonon
energy in GaN, and �LO represents the strength of exciton–
LO phonon coupling.

The solid lines in Figure 14 are the least-squares fit-
ting considering acoustic-phonon scattering and LO-phonon
scattering, in addition to inhomogeneous broadening. The
LO-phonon energy was taken as 91.5 meV. The fitting
parameters are �0 = 2�8 meV, �ph = 21 	eV/k, and �LO =
525 meV for FX(A), and �0 = 1�4 meV, �ph = 22 	eV/k, and
�LO = 495 meV for FX(B).

In Figure 14, the dashed lines show the contribution
from acoustic-phonon scattering and the dotted lines show
the contribution from LO phonons to the linewidth. In all
the cases, the inhomogeneous broadening also is added. The
acoustic phonons contribute up to 120 K very significantly,
but the contribution from LO phonons is negligible up to this
temperature. From 120 K, the LO phonon contribution is
very significant, and the linewidth increases sharply, because
of the exponential factor. At 200 K, there is a crossover, and
LO phonons dominate over the acoustic phonons.

The value of exciton–LO-phonon coupling parameter,
�LO, reported by Viswanath et al. [106] is very high. It
indicates very strong interaction between excitons and LO-
phonons. GaN is a polar material and has a very high
Frohlich constant, which is responsible for the large �LO
value. The exciton–phonon interactions can be seen in the
optical spectra in two ways. First is the line broadening of
absorption or emission spectra. Second is the occurrence of
phonon-assisted transitions in the absorption and emission
spectra [105] as discussed in the previous sections.

It is necessary to have excitons that can exist up to room
temperature, in order to realize room-temperature pho-
tonic devices. The existence of room-temperature excitons
depends upon the delicate balance between two compet-
ing factors. The first is the excition–LO-phonon interaction
parameter, and the second is the exciton binding energy.
A very large value of �LO will make the exciton line broaden,
so much so that at high temperatures the line will vanish
completely. But the larger binding energy of the exciton can
resist the phonon interaction, and it is possible to observe
room-temperature excitons. This is what actually happens
in the case of GaN, which has a larger binding energy of
26 meV. Viswanath et al. [106] have suggested that to realize
stable room-temperature devices, it is better to work with
quantum-confined systems of GaN, which have higher bind-
ing energy and lower LO-phonon coupling as a direct con-
sequence of quantum phenomena. Added to this, quantum
wells have a much narrower emission due to smaller inho-
mogeneous broadening.

In the same publication Viswanath et al. [106] have
reported the temperature dependence of the PL intensities
of both free exciton A and B. These are shown in Figure 15.
While the intensity of free exciton A decreases steadily with
an increase in temperature, the intensity of free exciton B
initially increases up to 40 K and then decreases. The initial
increase in intensity was explained by the authors as due to
the higher energy position of free exciton B compared with
free exciton A.
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Figure 15. Temperature dependence of integrated PL intensity of (a)
FX(A) and (b) FX(B). The insets show the activation energy plots.
Adapted with permission from [106], A. K. Viswanath et al., Phys. Rev.
B 58, 16333 (1998). © 1998, American Physical Society.
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2.1.2. Acceptors in GaN
The first LEDs made of GaN were based on the metal–
insulator–semiconductor structure. These devices required
very high operating voltages, and, hence, they were not use-
ful in practical devices. Several acceptor impurities were
tried to make p-GaN with Zn, Cd, Be, Mg, Hg, and Li. It
was observed that all these impurities effectively compensate
the electrons in GaN, leading to highly resistive material.
Amano et al. [95] achieved p-GaN by low-energy electron-
beam irradiation (LEEBI) of Mg doped GaN. They also
demonstrated the p-n junction LED by using LEEBI treated
Mg-doped GaN as the p-type material. Nakamura et al. [80]
have successfully obtained p-type GaN by thermal annealing.
Mg was recognized as the most suitable acceptor impurity.

Photoluminescence of Mg/GaN grown by MOCVD was
reported by Viswanath et al. [121]. Energy levels of these
acceptors were investigated by systematic photolumines-
cence measurements in the temperature range of 12–300 K.
Mg concentration was varied from less than 1 × 1019 to
higher than 5 × 1019 cm−3. Figures 16, 17, 18, and 19 show
the PL spectra for different Mg concentrations and for dif-
ferent annealing conditions. In the 12 K spectrum shown
in Figure 16a, a strong line at 3.276 eV and satellites on
the low-energy side at 3.184 and 3.092 eV were observed.
The main line at 3.276 eV was attributed to zero-phonon
donor–acceptor pair transition. The separation between two
consecutive lines is about 92 meV. In the Raman spectra
of undoped and Mg-doped GaN, the authors also observed
the transitions due to the LO phonons with an energy of
91 meV. By this argument, the first satellite at 3.184 eV was
assigned as the first phonon replica and the line at 3.092 eV
as the second phonon replica of the donor–acceptor pair
transition. The donors may be nitrogen vacancies. They have
estimated the binding energy of the acceptor as 209 meV.
Figure 13b shows the PL spectrum in the excitonic region
at 12 K for the as-grown Mg-doped GaN with [Mg] less
than 1× 1019 cm−3. The FX(A) is the free exciton A, FX(B)
is the free exciton B, DX is the donor-bound exciton, and
AX is the acceptor-bound exciton transition. The spectrum
for the doped samples shown in Figure 16b has exactly
the same features as those found in undoped GaN [105].
Figure 17 shows PL spectra at certain selected temper-
atures for the annealed samples of Mg-doped GaN with
[Mg] less than 1× 1019 cm−3. The DA pair transitions were
observed at low temperatures, which almost vanish at 120 K,
and a new broad peak was seen at around 2.94 eV, which
was attributed to conduction-band electron transition to a
Mg acceptor.

2.1.3. Donors in GaN
The native defects were supposed to give high carrier con-
centrations in undoped GaN [10]. Nitrogen vacancy and oxy-
gen impurities were considered as background donors.

Photoluminescence studies of shallow donors in GaN
were done by Viswanath et al. [108]. Ionized donor-bound
excitons have been observed, in addition to donor-bound
excitons, as shown in Figure 20. The donor-binding energy
was deduced as 35 meV. Figure 21 shows the temperature
dependence of the full width at half maximum (FWHM)
of the neutral donor-bound exciton PL peak reported by
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Figure 16. (a) Photoluminescence spectra at selected temperatures for
magnesium-doped GaN, Magnesium concentration is less than 1 ×
1019 cm−3. DAP is the zero phonon donor-acceptor pair transition.
DAP-ILO and DAP-2LO are the first and second phonon replicas.
(b) Exciton region PL spectrum at 12 K. Reprinted with permission
from [121], A. K. Viswanath et al., J. Appl. Phys. 83, 2272 (1998).
© 1998, American Institute of Physics.

Viswanath et al. [108]. The solid squares are the experi-
mental points, and the straight line is the linear fit of the
experimental points. The experimental linewidths may be
described by

��T ��FWHM� = �0 + �phT (3)

Here ��T � is the linewidth at temperature T ; �0 is the low-
temperature limit of the linewidth and contains the contri-
butions due to collision with other excitons, scattering by the
crystal imperfections, or radiative recombination; and �ph is
a measure of the exciton–acoustic-phonon coupling strength.
From the linear increase of the linewidth with temperature,
it was concluded by the authors that only acoustic phonons
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Figure 17. Photoluminescence spectra at selected temperatures for the
annealed samples of Mg-doped GaN. Magnesium concentration is less
than 1 × 1019 cm−3. The broad peak at 2.94 eV, which appears at
higher temperatures is due to conduction band to acceptor transition.
Reprinted with permission from [121], A. K. Viswanath et al., J. Appl.
Phys. 83, 2272 (1998). © 1998, American Institute of Physics.

contribute to the homogeneous broadening. From the anal-
ysis of the linewidths, the following values were evaluated:
�0 = 1�55 meV and �ph = 0�14 meV/K.

Figure 22 illustrates the plot of the integrated emission
intensity of the neutral donor-bound exciton as a function of
1/T . The activation energy was reported as 9 meV. Figure 23
is a plot of the ratio of total intensity of free excitons to
the total intensity of bound excitons, which includes both
neutral and ionized donors, as a function of temperature.
From the figure, it is clear that the bound excitons dissociate
thermally, releasing free excitons and neutral donors as well
as ionized donors. At 100 K, donor-bound excitons com-
pletely dissociate, forming free excitons and neutral donors.
This temperature corresponds to the dissociation energy of
the donor-bound exciton.

2.2. GaN Nanowires

Chen and Yeh [122] have reported the large scale pro-
duction of GaN nanowires by a very simple method. They
have reacted gallium and ammonia by using polycrystalline
indium powder as a catalyst. The fiber-like semiconductors
of GaAs, InP, etc. were grown by several groups by the
vapor–liquid–solid crystal growth mechanism. The impor-
tant ingredient in this method is the catalyst between the
vapor and the solid at high temperatures that are normally
required for the chemical vapor deposition technique.
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Figure 18. Temperature dependence of the PL spectra for as grown
Mg:GaN. Magnesium concentration is in the range of 1–5× 1019 cm−3.
Reprinted with permission from [121], A. K. Viswanath et al., J. Appl.
Phys. 83, 2272 (1998). © 1998, American Institute of Physics.

Generally, gold metal has been used as the catalyst for the
wire-like structures of both III–V and II–VI semiconductors.
Chen and Yeh have realized that elemental indium was bet-
ter than gold as a catalyst. It was thought that very small
In–Ga–N miscible droplets were formed during the heating
process of the reaction, which act as nucleation sites in the
VLS growth of GaN nanowires. However, the authors could
not give any evidence for their mechanism. The diameters
of the wires were estimated to be about 20 to 50 nm from
the scanning electron microscopy results. Nanowires were
found to be uniformly distributed over 95% of the sub-
strate area, and the rest was filled with nanoparticles of
GaN. Chen et al. [123] have examined the effect of various
catalysts and reaction parameters on the size of the nano-
wires and their properties. In these trials, they have modified
their experimental setup and tried to separate the residual
gallium and bulk gallium nitride from resulting GaN nano-
wires after the catalysis reaction was complete. When the
reaction was going on, several combinations of metals were
tried to act as catalysts. To increase the yield and control
the diameter of the nanowire, the parameters, which were
varied, include the temperature of reaction, time, and heat-
ing rates. Figure 24 shows the scanning electron microscopy
(SEM) images of GaN nanowires grown on a silicon sub-
strate. It was noticed that when cobalt phthalocyanine or
nickel phthalocyanine was used as a catalyst, the diameter of
the nanowire was reduced to as low as 6 nm. Based on the
experimentation with several metals and their compounds, it
was concluded that the usage of metal complexes gives nano-
wires with very small diameter. Varying the reaction time has
helped the authors to understand the growth mechanism.
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Figure 19. Photoluminescence spectrum at 12 K for the annealed GaN
doped with magnesium. Magnesium concentration is in the range of
1–5× 1019 cm−3. The zero-phonon and various phonon-assisted donor–
acceptor pair transitions can be seen. The eA is the conduction band
to Mg acceptor transition, which overlaps with the first phonon replica
of DA transition. (b) Temperature variation of the photolumines-
cence of GaN:Mg epilayers, which are annealed. (Mg):1–5× 1019 cm−3.
Reprinted with permission from [121], A. K. Viswanath et al., J. Appl.
Phys. 83, 2272 (1998). © 1998, American Institute of Physics.

It was concluded from these experiments that the total reac-
tion time controls the diameter and the length of the wire.
Figure 25 shows the SEM image of the sample that was
heated for three hours. A large number of rodlike struc-
tures with diameters of several hundred nanometer were
found. When the heating time was increased, the short, rod-
like structures increased in length along the axial direction
to form wirelike structures with the simultaneous reduction
in their diameter. Based on these results, the authors have
given the possible pathways of the vapor-liquid-solid (VLS)

Figure 20. Luminescence spectrum of GaN epilayer at 9 K. Dotted
lines show the deconvolution into Lorentzian fitting of various transi-
tions. Dashed line is the Lorentzian fitting of the experimental spec-
trum. The inset shows the temperature dependence of the transition
energies of free excitons A and B. D+X is due to ionized donor-
bound exciton transition. Reprinted with permission from [106], A. K.
Viswanath et al., Phys. Rev. B 58, 16333 (1998). © 1998, American Phys-
ical Society.

growth of GaN nanowires as shown in Figure 26. The pho-
toluminescence and Raman spectra of the GaN nanowires
also were reported. In a later publication, the same group
has reported the temperature dependence of the photolu-
minescence [124]. A very simple chemical route to prepare
GaN nanowires and nanotubes, without using any catalyst or
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Figure 21. Variation of FWHM as a function of temperature for the
neutral donor-bound exciton PL peak. The squares are experimental
linewidths. The straight line is a linear fit of the experimental linewidths
considering the acoustic phonon scattering. Reprinted with permission
from [108], A. K. Viswanath et al., Appl. Phys. A 67, 551 (1998). © 1998,
Springer Verlag.
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Figure 22. Activation energy plot of the PL intensities of the neutral
donor-bound excitons vs. 1/T . The slope of the straight line gives the
thermal activation energy of neutral donor bound excitons as 9 meV.
Reprinted with permission from [108], A. K. Viswanath et al., Appl.
Phys. A 67, 551 (1998). © 1998, Springer Verlag.

a template was described by He et al. [125]. A direct reaction
between Ga metal with flowing ammonia at a temperature
of around 900 �C in a horizontal furnace was conducted.
The diameters of the GaN nanowires thus obtained were in
the range of 26 to 100 nm. The controlling parameters of the
reaction were determined to be the temperature of reaction

Figure 23. The ratio of total intensity of free excitons (A and B) to
total intensity of bound excitons (neutral and ionized donor), IFE/IBE as
a function of temperature. Reprinted with permission from [108], A. K.
Viswanath et al., Appl. Phys. A 67, 551 (1998). © 1998, Springer Verlag.

B

A

Figure 24. Typical SEM images of GaN nanowires grown on a silicon
substrate (a) Cross-sectional image showing a large number of nano-
wires grown on the substrate. (b) Top-view image of nanowires. The
lengths of nanowires are up to several micrometers, and their diameters
are around 20–50 nm. The nanowires show a smooth surface and no
ramification over their length. Reprinted with permission from [123],
C. C. Chen et al., J. Am. Chem. Soc. 123, 2791 (2001). © 2001, American
Chemical Society.

Figure 25. SEM image of the sample heated for 3 h. A large num-
ber of short rodlike structures with diameter of several hundred nano-
meters are found. Reprinted with permission from [123], C. C. Chen
et al., J. Am. Chem. Soc. 123, 2791 (2001). © 2001, American Chemical
Society.
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Figure 26. Schematic illustration of two possible pathways of the VLS
growth of GaN nanowires (a) At the beginning, the catalysts of metal
powder gradually form catalyst–gallium–nitrogen alloys after gallium
vapor transport to the catalysts on the substrate. Each alloy turns into
a miscible liquid droplet and then spreads out, becoming many smaller
droplets. Hence, after the concentration of gallium nitride reaches sat-
uration in the droplet, the droplet can act as a nucleation site, and a
GaN nanowire begins to grow in one direction. (b) At the initial heat-
ing stage, metal complexes are decomposed rapidly in the gas phase or
on the substrate and sequentially generate many small metal clusters.
These clusters form small Ga–N–catalyst liquid droplets and serve as
nucleation sites after gallium and ammonium vapors are fed in. In com-
parison to pathway (a), the nanowires with smaller diameters could be
obtained when the reaction goes through pathway (b). Reprinted with
permission from [123], C. C. Chen et al., J. Am. Chem. Soc. 123, 2791
(2001). © 2001, American Chemical Society.

and the flow rate of ammonia. Nanoparticles of transition
metal oxides such as NiO as catalysts were used by Chen
et al. [126] to grow GaN nanowires of diameters of 10 to
40 nm. These nanowires, which were made without any tem-
plate, were found to be straight and smooth compared to the
twisted ones obtained by other workers from the confined
reactions. In another approach, Ga and SiO2 were reacted
with ammonia in the presence of Fe2O3 catalyst to get GaN
nanowires of diameters in the range of 10 to 50 nm [127].
The authors also have proposed a growth mechanism of the
wires. Peng et al. [128] have used a hot filament in the chem-
ical vapor deposition chamber and obtained GaN nanowires
of the diameters of 5 to 22 nm and lengths of a few microm-
eters. Structural studies have shown them to be of a wurtzite
structure. In this method, a mixture of Ga2O3 and C was
placed above the hot filament and ammonia gas was passed
at a pressure of 200 Torr. The temperature of the sub-
strate was at 900 �C. A two-step reaction path was proposed
for the growth of the nanowires. Duan and Lieber [129]
have demonstrated a very novel method of laser-assisted cat-
alytic growth to grow GaN nanowires. A laser is used to
vaporize a solid target containing the desired material and
a catalyst. Nanowires were supposed to grow by following
the vapor–liquid–solid growth mechanism. The authors have
stressed the importance of a rational approach in choos-
ing the catalyst. The catalyst should form a miscible liquid
phase with GaN but should not form a more stable solid
phase under the nanowire growth conditions. According to
this principle, Fe was chosen as the catalyst and quasi one-
dimensional structures with diameters of 10 nm and lengths
exceeding 1 mm were obtained. Figure 27 shows the growth
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Figure 27. Schematic of the mechanism of formation of GaN nano-
clusters from laser ablation. Reprinted with permission from [129],
X. Duan and C. M. Lieber, J. Am. Chem. Soc. 122, 188 (2000). © 2000,
American Chemical Society.

mechanism, and the SEM picture of these wires is shown in
Figure 28. In a later study, Lieber and his group at Harvard
have demonstrated the fabrication of several logic gates in
which the basic building blocks were made by the bottom-up
approach [130]. Kim et al. [131] have made use of the ther-
mal chemical vapor deposition method to grow GaN nano-
wires with a wurtzite crystal structure. In this method, a Ni
catalyst was used in a direct reaction between Ga metal and
GaN powder in the presence of flowing ammonia at 1000 �C.
InN nanowires were grown by a Taiwanese team on p-type
silicon substrate that was patterned with gold [132a].
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Figure 28. (a) FE–SEM image of bulk GaN nanowires synthesized by
LCG. The scale bar corresponds to one micron. (b) PXRD pattern
recorded on bulk GaN nanowires. The numbers above the peaks cor-
respond to the (hkl) values of the wurtzite structure. Reprinted with
permission from [129], X. Duan and C. M. Lieber, J. Am. Chem. Soc.
122, 188 (2000). © 2000, American Chemical Society.
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Nanoscale structures also were made by using self-
ordered nanochannel material that acts as a template. This
is prepared by the anodization of Al in a suitable acid [132b–
132d]. The anodic alumina membrane (AAM) contains
a hexagonal-ordered porous structure with nanochannel
diameters that lie in the range of 10 to 200 nm, and the
channel density is in the range of 1010 to 1012/cm2. The
main advantage of these templates is that the aspect ratio
of their channels, which is defined as the ratio of depth
to width, is very high and that cannot be achieved by the
conventional lithographic techniques. Several groups have
made use of such templates and different nanowires were
grown [132c–g]. Cheng et al. [132h] have grown GaN wires
in the alumina template. Here, GaN was created by a reac-
tion between Ga2O3 and ammonia gas. Zhang et al. [132i]
have made highly ordered GaN wires in AAM templates.
These workers have used indium nanoparticles as catalyst
into the nanochannels of AAM through electrochemical
deposition, instead of sputtering a layer of indium onto
the side of AAM. The evidence for the catalytic activity of
indium was found from the EDX analysis, which has shown
that the nanoparticle on the tip contains In, Ga, and N.
However, nanowire was found to consist of only Ga and N.
The authors also have discussed the VLS mechanism for the
formation of the nanowires that is similar to the proposals
by Leiber. However, no quantum confinement effects were
observed in the photoluminescence spectrum.

Yoshizawa et al. [132j] have grown nanocolumns of GaN
on c-face sapphire by molecular-beam epitaxy. The SEM
pictures of these nanostructures are shown in Figure 29.
By controlling the Ga-cell temperature, the diameter of
nanocolumn could be reduced to about 40 nm. These work-
ers also have achieved GaN/AlGaN multiple quantum disks.
Here nanostructures were grown by the self-organization
process. Figure 30 shows the schematic of the multiple quan-
tum structure and the SEM picture of the quantum disks.
Quantum size effects were observed in the PL spectra.

2.3. Nanorods

Leiber’s group at Harvard was the first to report a novel
approach to synthesize nanoscale structures based on carbon
nanotubes [133, 134]. In this method, the nanotubes were
converted into carbide (MC) nanorods by reaction with a
volatile oxide species. The reaction can be expressed as

MO (g)+ C �nanotubes� −→ MC �nanorods�+ CO�

Figure 29. (a) SEM photograph of GaN nanocolumn, in which AlN
buffer was grown. Growth time of buffer is for 40 sec. (b) SEM photo-
graph of GaN in which AlN buffer was grown. Growth time of buffer is
for 10 sec. Reprinted with permission from [132j], M. Yoshizawa et al.,
J. Cryst. Growth 189–190, 138 (1998). © 1998, Elsevier Science.
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Figure 30. (a) Schematic of GaN/AlGaN 10 disks MQD (b) Cross-
sectional SEM photograph of MQD structure. Reprinted with permis-
sion from [132j], M. Yoshizawa et al., J. Cryst. Growth 189–190, 138
(1998). © 1998, Elsevier Science.

Where MO is a volatile metal or nonmetal oxide with a
reasonably high vapor pressure at the reaction temperature.
Han et al. [135] have adopted the similar procedure to pre-
pare GaN nanorods. They have carried out the following
reaction

MO (g)+ C �nanotubes�+NH3

−→ MN �nanorods�+H2O+ CO+H2�

Here Ga2O was taken for MO, which was prepared by the
reaction of Ga and Ga2O3. Carbon nanotubes were made
by metal catalyzed decomposition of ethylene and hydrogen
in a chemical vapor deposition chamber. By this procedure,
the research team could achieve the multishell carbon nano-
tubes with approximate diameters of 15 nm. The actural
reaction in which GaN nanorods were prepared can be rep-
resented as

2Ga2O (g)+ C �nanotubes�+ 4NH3

−→ 4GaN �nanorods�+H2O+ CO+ 5H2�

The Ga2O gas that was generated from the reaction of Ga
and Ga2O3 powder reacts with ammonia gas to form the
GaN. Transmission electron microscopy (TEM) results have
shown that GaN rods of diameters in the range of 4 to
50 nm were formed. The GaN nanorods were solid, while
the carbon nanotubes have a hollow-core structure. A strong
broad band with a peak at 384 nm was observed in the pho-
toluminescence spectrum at room temperature, in addition
to the yellow band due to impurities. By using the meth-
ods similar to those described above, Han et al. [136–138]
have made silicon nitride and boron nitride nanorods, boron
nitride nanotubes with or without filling. Later, Han et al.
[139] have prepared GaN–carbon composite nanotubes and
GaN nanorods by arc discharge in nitrogen atmosphere.
Ebbesen’s special edition [140] on carbon nanotubes gives
a complete discussion on the synthesis in the arc discharge
of a variety of carbon nanostructures by using the high tem-
perature of the plasma. Carbon whiskers [141], fullerenes
[142], nanotubes [143], and carbon nanotubes filled with
metals and nonmetals and their carbides and oxides [140,
144–150] were synthesized by arc discharge methods. Han
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et al. [139] obtained the nanorods of GaN by dc arc dis-
charge between a graphite anode filled with a mixture of
GaN, graphite, and nicket powders, and a graphite cath-
ode in a nitrogen atmosphere. The cathode was a graphite
rod with a diameter of 12 mm. The nitrogen pressure
was maintained at 400 to 500 Torr. The experiment could
be completed in about 10 minutes. The authors also con-
cluded that the nitrogen atmosphere played a very important
role in synthesis of GaN nanorod fillings and also isolated
GaN nanorods. For example, the experiments done in the
helium atmosphere could not produce the nanostructures
of GaN. Another observation by these workers was that
Ni catalyst has yielded very high quantities of GaN nano-
materials. High-resolution transmission spectroscopy imag-
ing has shown that the carbon tubes were filled with GaN
nanorods and the isolated GaN rods with diameters of the
order of 7 to 45 nm. The authors also have given a five-step
process as the mechanism of growth of the nanostructures:
(1) boiling GaN, Ni, and graphite powder in the anode;
(2) plasma formation at the anode, (3) transport of Ga, N,
Ni, and C ions toward the cathode, and formation of N rad-
icals from the nitrogen atmosphere that goes along with the
plasma processes; (4) crystalline growth of GaN nanorods
that occurs as a result of reaction between Ga ions and sur-
rounding N ions at the cathode; (5) agglomeration of carbon
around the GaN rods that is catalyzed by Ni.

Tiginyanu et al. [151] have achieved columnar GaN nano-
structures by electrochemical etching of GaN layers. In the
micro-Raman spectroscopy of these samples, frequencies of
Frohlich modes that lie between the LO and transverse
optic phonon frequencies could be observed. It was argued
that the nanotexturing will change the density of phonon
states, induces surface-related vibrations, and spatially con-
fines the bulk phonon modes. Kang’s group in South Korea
has demonstrated the growth of high-quality, well-aligned
GaN nanorods by hydride vapor phase epitaxy [152]. The
samples were grown on a sapphire substrate. The substrate
temperature was kept at 480 �C in a horizontal reactor. The
main advantage in this method is that the nanorods are
straight and parallel to each other, unlike the ones made by
other methods that have very irregular shapes, and, hence,
they are very suitable for the device fabrication purpose.
Quantum confinement effects also were observed in the
luminescence spectra. Zettl’s group at Berkeley has used a
pyrolysis approach to synthesize GaN nanorods [153]. In this
method, both the Ga and the catalyst come from organic
sources. A two-stage furnace system fitted with tempera-
ture controllers was used for the pyrolysis. Gallium dimethy-
lamide and ferrocene powders were mixed in a quartz tube,
and the ammonia gas was passed through the tube through-
out the reaction. The analysis of TEM revealed that the
GaN nanorod is a single crystalline with a hexagonal struc-
ture, and the interface between the nanorod and the tip is
polycrystalline. The energy dispersive spectra shows that the
tip contains Ga, N, Fe, and O, whereas the nanorod contains
only Ga and N in approximately a 1:1 ratio. Ferrocene was
known to be a very good catalyst for the growth of nano-
tubes. The authors have found very firm evidence for the
catalytic activity of ferrocene by doing the pyrolysis experi-
ments with and without ferrocene. Nanotubes and nanorods
could not be formed in the absence of ferrocene. The growth

process was thought to be by the vapor–liquid–solid mecha-
nism. At high temperatures used in the pyrolysis experiment,
ferrocene, gallium dimethylamide, and ammonia will decom-
pose. The iron particles are surrounded by N, Ga, C, and
other radicals, which leads to the increase in the size of the
F clusters on the surface of the quartz tube. Later, Ga and
N, in vapor phase, dissolve in the iron oxide clusters to form
liquid catalyst centers. A supersaturated solution is created
when Ga and N dissolve continuously. GaN nanorod growth
takes place by precipitation from the supersaturated liquid
of the catalyst centers. After cooling down the system, solid
GaN nanorods are formed. In a recent report, Han and Zettl
[160] have described the growth of GaN nanorods coated
with insulating boron nitride.

2.4. Nanobelts and Nanoribbons

Nanobelts and nanoribbons of semiconducting oxides were
first reported by Pan et al. [161]. These authors have
described a chemical route synthesis of very novel nano-
structures of oxides of zinc, tin, indium, cadmium, and gal-
lium, which have a rectangular cross section, with widths in
the range of 30 to 300 nm. Nanoribbons and nanoribbon
rings of GaN were made by Chen’s group by the reaction of
Ga and ammonia in which silver particles were used as cat-
alyst and with the sublimation of ball-milled GaN powders
in the presence of ammonia flow [162, 163]. Bae et al. [164]
have reported a synthesis of GaN nanobelts by the thermal
CVD method. They have reacted a mixture of Ga and GaN
with ammonia in the presence of boron oxide at 1100 �C.

2.5. Nanopillars

Pearton et al. [165] have discussed the application of reactive
ion etching in the growth of nitrides. GaN pillar arrays were
made by Grandjean and his coworkers in France [166–168].
First, 300-nm-thick GaN layers were grown along the [0001]
direction on top of a 400-nm-thick AlN layer deposited on
a sapphire substrate by molecular-beam epitaxy. Pattern-
ing was done by electron-beam lithography on poly-methl-
methacrylate resist and then metallic mask was deposited by
sputtering. Reactive ion etching was performed by using sil-
icon tetrachloride at a pressure of 2 mT. The research team
has done very detailed characterization of the pillars thus
obtained. Seven pillars of different sizes, ranging from 5 	m,
to 100 nm, spaced by 50 	m, were grown. Two unetched
zones were used to compare the properties of the etched
material with the grown material. Very large surface rough-
ness was observed in the atomic force microscopy (AFM)
pictures, which was attributed to the fact that the as-grown
layer itself was very rough. In addition to this, ion etching
leads to the surface roughness. The authors have measured
the Raman and photoluminescence spectra of the GaN pil-
lars.

2.6. Nanoparticles and Nanocrystals

Williams’s group in Australia has reported a very novel
method of preparation of GaN nanocrystalline powders by
ball milling [169]. They have used high-purity elemental gal-
lium ingot and high-purity ammonia gas as starting mate-
rials. Ga was milled in a specially designed laboratory ball
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mill with perfect control of ball movement. In their design
of the equipment, they also could control the temperature
of heating. Ga metal was kept as a liquid by keeping the
temperature at 100 �C. The TEM analysis has shown that
the powder consists of small crystals of diameters ranging
between 10 and 30 nm. There also are larger crystals with
diameters of about 70 nm. It also was found that the nano-
crystalline phase changes to polycrystalline GaN on thermal
treatment.

Gladfelter’s group has achieved the GaN nanocrystals by
a molecular route [170]. The molecular precursor used for
this purpose is cyclotrigalazane [H2GaNH2]3, its molecular
structure is shown in Figure 31. It should be noted that this
compound does not have any carbon or organic substituents,
which makes it a best candidate to prepare carbon-free GaN.
Bulk GaN with a hexagonal structure has been chemically
prepared by the following chemical reactions [171–173]:

Ga2O3 + 2NH3 −→ 2GaN+ 3H2O

Ga+NH3 −→ GaN+ 3/2H2

�NH4��GaF6�+NH3 −→ GaN+HF

GaN thin films also were made by different research groups
according to the following chemical reactions [174–176]:

GaMe3 +NH3 −→ GaN+ 3CH4

GaMe3 +N2H4 −→ GaN+ CH4

Ga �atoms�+N �atoms� −→ GaN

Nanocrystalline GaN was obtained by the pyrolysis of pow-
dered samples of cyclotrigallazane under different condi-
tions. From the TEM studies, the size of the nanocrystals
was estimated to be 6 nm. In the initial products, both cubic
and hexagonal phases of GaN were identified. If this mix-
ture of nanocrystals is heated to 900 �C the nanocrystals
convert to a pure hexagonal phase. The removal of hydro-
gen by a series of bimolecular reactions, followed by Ga–N
bond formation, was thought to be the mechanism of for-
mation of GaN from the original precursor molecule. The
authors have argued that the cyclotrigallazane molecule has
the correct formula, connectivity, and conformation so that
solid-state polymerization takes place, which gives rise to a
GaN crystalline state. Janik and Wells [177] have discovered
a new polymeric precursor, gallium imide, with the formula
[Ga(NH)3/2], which upon pyrolysis yielded nanocrystalline
GaN. The authors have argued that the main advantage of

Figure 31. Molecular structure of cyclotrigallazane. Reprinted with per-
mission from [170], J. Hwang et al., Chem. Mater. 7, 517 (1995). © 1995,
American Chemical Society.

this precursor is that it does not contain any organic groups,
and, hence, it is expected that relatively pure GaN without
carbon content can be obtained. Also, it is easy to eliminate
ammonia at low temperatures, through stepwise deamina-
tion. The preparation of the precursor also was described in
the publication. Xie et al. [178] have discussed the prepara-
tion of nanocrystalline GaN by liquid–solid reaction,

GaCl3 + Li3N
�benzene�−−−−→ GaN+ 3LiCl

This reaction was called the benzene thermal process, which
is similar to the hydrothermal process. Here benzene is used
instead of water.

A Chinese group has used the dc arc plasma method to
prepare nanocrystals of GaN [179]. Bulk gallium was placed
in a water-cooled copper crucible, which acts as an anode.
A mixture of nitrogen and ammonia gases were sent into
the chamber. The flow rates of the gases can be controlled,
and, hence, the proportion of the two gases can be adjusted
easily. The nitride reaction takes place when an arc plasma
was generated with the mixture of nitrogen and ammonia
as the discharge gas. The morphology of the nanocrystals
was found to be hexagonal, with a particle size of about 20
to 200 nm. The authors have noted that it is very difficult
to prepare GaN by using only nitrogen gas, because it is
very stable up to very high temperatures. For this reason,
ammonia is preferred as the the nitrogen source. However,
if only ammonia is used, the generated plasma will be very
unstable and so a mixture of nitrogen and ammonia has
to be used. The larger nanoparticles were found to be due
to the wurtzite phase GaN monocrystals from the diffrac-
tion patterns. A few nanoparticles grew into larger parti-
cles of several hundred nanometers as a result of collision
and secondary nucleation. To study the thermal stability of
the synthesized nanopowders, the research group has done
annealing experiments. It was found that Ga2O3 oxide was
formed when the GaN powder was heated in the temper-
ature range of 200 to 900 �C. Benaissa et al. [180] have
fabricated the composites of PMMA doped with GaN nano-
particles. First, the chemical reaction of LiN(CH3)2 with
GaCl3 in hexane was conducted at room temperature to
obtain the precursor Ga2[NMe2]6, which was decomposed
under flowing ammonia gas for 4 h at 600 �C. The nano
GaN thus obtained was reacted with methylmethacrylate
and thermally polymerized at 72 �C for 50 minutes. It was
observed that the GaN was highly dispersed in the polymer
matrix, and the size of the GaN nanocrystals is around 5 nm.

Coffer et al. [181] have done a very detailed investiga-
tion on the effect of the precursor route on the photolu-
minescence of bulk and nanocrystalline GaN. They have
experimented with two precursors namely gallium imide
and cyclotrigallazane. This research team also has discov-
ered a new chemical reaction to prepare cyclotrigallazane
[182]. Nanocrystals of GaN with a diameter of about 12 nm
were obtained after the pyrolysis of a gallium imide pre-
cursor at or above 500 �C in a vacuum or in the ammonia
atmosphere. These samples have shown very low quantum
efficiency and strong defect emission. The weak lumines-
cence was thought to be due to the nonradiative cen-
ters at interfaces or in the interior of the sample. Very
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strong luminescence was observed if the pyrolysis temper-
ature was lowered or the reaction medium was changed.
In the samples, which were obtained after the pyrolysis of
a gallium imide precursor in ammonia atmosphere at a
lower temperature of 300 �C, an intense defect luminescence
with peak maximum at 560 nm was observed. From the
temperature-dependent luminescence measurements, it was
concluded that multiphonon-related nonradiative transitions
take place, which have an identical character of the donor–
acceptor transitions observed in nanocrystals of CdS [183].
Very strong luminescence in the blue with a peak at 460
nm was observed if the pyrolysis of the gallium imide was
done in the refluxing N,N,N′,N′–tetramethyl–1, 6–hexane
diamine. The variation in the luminescence for various con-
ditions of preparation of GaN nanoparticles is shown in
Figure 32. Experiments also were done to remove the sur-
face defects on GaN nanoparticles by treating the samples
with HF and HNO3. Yamane et al. [184] have prepared GaN
nanocrystals by using Na flux. Pyrolysis of Ga2[N(CH3�2]6
[185] and [Ga(N3�3]n [186] also yielded nanocrystalline GaN.
Microwave-assisted nitridation of Ga2O3 [187] and also in
combination with carbothermal reduction [188] were used
successfully to prepare nanocrystals of GaN.

Fischer and his collaborators in Germany have used a very
novel method of detonation chemistry to synthesize nano-
crystals of GaN [189–191]. The main idea in using detona-
tion for synthesis is that it acts like an arc discharge since
very high temperatures and pressures are used for a very
short time duration. The detonation chemistry of gallium
azides was made use of to prepare nanosize GaN. It was
proposed that the optimal mixing of Ga and N can be con-
trolled at the molecular level. The molecular structure of
gallium azide is shown in Figure 33. At very high tempera-
tures, the nitrogen from the azide groups can be removed,
and GaN can be formed. The sensitivity of the highly explo-
sive triazidogallium unit [Ga(N3�3] can be tuned by using the
trialkylamine adducts (R3N) [Ga(N3�3] where R3N = Me3N,
Et3N, Me2C8H17N instead of the parent triazido compound.
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Figure 32. Room-temperature PL spectra for GaN samples prepared by
pyrolysis of gallium imide: spectrum a (solid line), reflux in N ,N ,N ′,N ′–
tetramethyl–1,6–hexane diamine, bp 210 �C, 48 h; spectrum b (dashed
line), 300 �C, NH3, 4h; spectrum e (dot-dashed line), 600 �C, vacuum,
3h. Reprinted with permission from [181], J. L. Coffer et al., Chem.
Mater. 9, 2671 (1997). © 1997, American Chemical Society.
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Figure 33. Molecular structure of (Me3N)Ga(N3)3 in the solid state as
a representative example of the homologous series of (R3N)Ga(N3�3.
Reprinted with permission from [191], A. C. Frank et al., Adv. Mater.
10, 961 (1998). © 1998, John Wiley and Sons.

Figure 34 shows the high-resolution TEM micrographs and
electron diffraction patterns of two representative samples.
Figure 35 shows the SEM pictures of GaN nanoparticles
of different sizes. The particle size could be controlled by
the total amount of the precursor, the protecting amine lig-
and, the condensation time at 150 �C, and the starting pres-
sure. Photoluminescence spectra of these nanoparticles were
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Figure 34. High-resolution TEM micrographs and electron diffraction
patterns of two representative samples (a and b). The 7-nm nanocrystals
of samples a and b exhibit a characteristic plate-like shape. Reprinted
with permission from [191], A. C. Frank et al., Adv. Mater. 10, 961
(1998). © 1998, John Wiley and Sons.
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Figure 35. Scanning electron micrographs of a typical sample of nano-
crystalline GaN as-prepared (a) and after purification in nitrogen
(600 �C; 10 h) (b). The porosity of the material is enhanced after
removing the hydrocarbon matrix. (c) for GaN needles or nanorods.
Reprinted with permission from [191], A. C. Frank et al., Adv. Mater.
10, 961 (1998). © 1998, Wiley-VCH.

taken, and the authors have observed blue luminescence and
yellow luminescence due to defects. Gladfelter et al. [192]
have described a solution–based route to nanosized GaN.
They have isolated a polymeric intermediate in the conver-
sion of cyclotrigallazane to GaN in supercritical ammonia.
Initially, cyclotrigallazane [H2GaNH2]3 was prepared, and
then it was dissolved in liquid ammonia. This solution, upon
heating, was converted to a product that was identified as
polymeric hydridogallium imide [HGaNH]n. Thermolysis of
this compound for four hours at 600 �C under a flow of
nitrogen produced nanocrystalline GaN.

Barry et al. [193a] have chemically prepared GaN parti-
cles with sizes in the micron large by using lithium as a nitro-
gen fixant. Such a procedure was used several decades ago
by Grimmiess et al. [193b] to prepare bulk GaN crystal. They
have used Li/Ga alloy and flowing ammonia. The alloy com-
position consists of an equal proportion of Li and Ga, and
the temperatures used were in the range of 400 to 500 �C.
Grimmiess et al. could obtain millimeter size GaN crystals
with this method. The main intention of Barry et al. [193a]
was to prepare very pure GaN microcrystalline powders,
which should be white in color, by reacting a mixture of Li
and Ga in the presence of ammonia. The reaction, which
was originally proposed by Grimmiess, can be represented as

Ga/Li+NH3 −→ GaN + LiNH2

The mixture of GaN and lithium nitride was found to
be white in color. This mixture was washed in water and
aquaregia, and pure GaN without lithium metal contam-
ination could be obtained easily. The earliest method by
Grimmiess has produced GaN with a substantial amount of
lithium as an impurity. Barry et al. [193a] also have devel-
oped a second method to produce GaN in which an alloy
of Li and Ga were used instead of a physical mixture of
Li and Ga. However, this method did not give pure GaN.
Micic et al. [194] have obtained colloidal GaN nanoparticles.
They have used the chemical procedures developed by Wells
and coworkers to synthesize nanosize GaN by pyrolysis of
[Ga(NH)3/2] [177, 181]. The [Ga(NH)3/2] was slowly heated
in trioctylamine at 360 �C for over 24 h. The GaN nano-
particles were dispersed in a nonpolar solvent to get the
colloidal solutions. The synthesis was conducted in an air-
free and a water-free atmosphere. The authors also have
found that using the mixture of trioctylamine and hexade-
cylamine has decreased the carbon adsorption on the quan-
tum dot particles. The diameters of the nanoparticles were
in the range of 2 to 4 nm. Photoluminescence of the col-
loidal GaN particles was recorded. Evidence for quantum
confinement effects was obtained from the peak position of
the luminescence peak. Coffer et al. [195] have done micro-
Raman studies of nanocrystalline GaN and found that the
spectra were dependent on the pyrolysis temperature used
for the synthesis. For example, in the samples obtained with
low pyrolysis temperature, many extra peaks were observed,
which were very similar to those observed in the GaN sam-
ples ion implanted with Ar+, P+, C+, and Ca+. The Raman
modes at 360, 420, and 670 cm−1 were thought to be due to
the lattice damage by ion bombardment. It also was shown
that these defect-related peaks can be removed by subse-
quent heating of GaN at 900 �C or higher temperatures.
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These studies have proved the necessity of using relatively
high temperatures in the preparation of GaN. Purdy [196]
and Jegier et al. [197] have discussed the control of the
coherent length of GaN powders derived from cyclotrigal-
lazane [H2GaNH2]3. They also have shown the conditions
for achieving a zinc blend structure of GaN. The summary of
their findings is given in Figure 36. Fischer’s research team
has followed the research work of Micic et al. [194] on col-
loidal GaN nanoparticles and has investigated the thermoly-
sis of the molecular gallium azides [198]. The TEM images of
GaN colloidal particles obtained from various precursors are
shown in Figure 37. The particles sizes were estimated from
the dynamic light-scattering experiments. The light scatter-
ing depends on the hydrodynamic radius of the particle. In
the photoluminescence spectra of these samples, very broad
peaks were observed. Diffraction patterns of these samples
are not good, indicating that the sample quality is very poor.
The researchers were of the opinion that the low temper-
atures at which the synthesis was made was the reason for
the poor quality of the samples. Balkas and Davis [199] have
studied the thermodynamics of several chemical reactions to

Figure 36. Schematic of formation of nanocrystalline GaN from cyclo-
trigallazone. Reprinted with permission from [197], J. A. Jegier et al.,
Chem. Mater. 12, 1003 (2000). © 2000, American Chemical Society.
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Figure 37. TEM images of GaN nanoparticles (a) prepared from
[Me2N(CH2�3]–Ga(N3�2 in triglyme, (b) prepared with Et3N Ga(N3�3
in solution, (c) obtained from the pyrolysis of Et3N Ga(N3�3, and
(d) obtained from precursor [Et2N Ga(N3�3]3 with electron diffraction
pattern in the inset. Reprinted with permission from [198], A. Manz
et al., Adv. Mater. 12, 569 (2000). © 2000, John Wiley and Sons.

prepare GaN and concluded that nanosized particles can be
made by using Ga metal, Ga2O, and ammonia gas.

Wood et al. [200] have described the aerosol-assisted
vapor phase synthesis (AAVS) [201, 202] of GaN par-
ticles with different sizes. These researchers have taken
up this work encouraged by their earlier achievement of
the submicron-sized h-BN [203] and AlN [204] by sim-
ply using inexpensive precursors such as aqueous solutions
of boric acid and aluminum nitrate. To prepare GaN by
the AAVS method, Ga metal or gallium oxides cannot be
used. One has to use the soluble gallium salts, and the
authors have used aqueous gallium nitrate and ammonia
gas in a two-step AAVS nitridation chemistry. Figure 38
shows the SEM picture of the partially nitrided powder
GaNxOy . As can be seen, the particles have a spherical
structure with a cauliflower-like texture. The complete nitri-
dation is achieved by heating the sample of GaNxOy in
ammonia atmosphere for about 5 h at a temperature of
1050 �C. The product was found to be a yellow powder,
which was identified as pure h-GaN. The SEM picture of
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Figure 38. SEM of GaNxOy aerosol particles. Reprinted with permis-
sion from [200], G. L. Wood et al., Chem. Mater. 13, 12 (2001). © 2001,
American Chemical Society.

these samples, displayed in Figure 39, shows that the par-
ticles are agglomerated. The sample contains many unag-
glomerated particles, also with sizes in the range of 20 to
50 nm. The agglomerated particles contain a range of crys-
tals in the sizes 20 to 200 nm. Grocholl et al. [205] have
synthesized a number of nanostructures of GaN, including
nanoparticles and nanorods by solovothermal decomposi-
tion of azides. The decomposition of azides was done in
superheated tolune or tetrahydrofuran. Figure 40 shows the

Figure 39. SEM of GaN aerosol particles. Reprinted with permission
from [200], G. L. Wood et al., Chem. Mater. 13, 12 (2001). © 2001,
American Chemical Society.
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Figure 40. Transmission and scanning electron microscopic images for
GaN nanoparticles synthesized from tolune, then annealed at 1000 �C
(top)m or annealed at 1000 �C, then washed with water (middle), or
washed with glycerol/ethanol, then annealed at 1000 �C (bottom). An
electron diffraction pattern is shown in the inset on the top. Reprinted
with permission from [205], L. Grocholl et al., Chem. Mater. 13, 4290
(2001). © 2001, American Chemical Society.
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TEM and SEM images of GaN nanoparticles obtained from
tolune and subjected to different annealing conditions. Li
et al. [206] have investigated the resonant Raman scattering
of GaN nanocrystals prepared by the arc plasma method. An
enhancement in the intensities of the signals was observed
when the exciting laser light coincided with the energy of
the yellow band in GaN.

2.7. Nanoislands and Quantum Dots

Copel et al. [207] were the first to discuss the effect of
surfactants on the crystal growth by MBE or any other
epitaxial techniques. The technique developed by them is
being widely used now in semiconductor technology to grow
self-assembled quantum dots and nanoislands. They have
pointed out that lattice strain and surface free energy are the
ultimate determining factors to decide whether a film grows
by layer-by-layer growth (Frank–Van der Merwe), island-
ing (Volmer–Weber), or layer-by-layer growth followed by
islanding (Stranski–Krastanov [SK]).

Whether the epitaxial layer can wet the substrate or not
is determined by the following inequality

�s > �f + �i

Here, �s is the free energy of the substrate surface, �i is
the interface free energy, and �f is the surface free energy
of the heteroepitaxial layer. When the above inequality is
satisfied, Frank–Van der Merwe growth takes place, and, if
the inequality has the opposite sign, then the Volmer–Weber
growth will occur and there will not be any wetting of the
substrate. The SK growth takes place when there is a wet-
ting of the substrate but the overlayer strain is unfavorable
or when there is interface mixing or surface reconstruction.
Therefore, if element A can be grown on element B in
Frank–Van der Merwe or SK mode, then B will grow on A
in Volmer–Weber mode. In a situation like this, there will
be problems in growing multiple layered structures such as
multiple quantum wells or superlattices. For example, Ge
grows on Si in SK mode, whereas Si grows on Ge in Volmer–
Weber mode. In the attempts to grow Si/Ge/Si quantum well
structures, the Si cap layer was found to contain islands. To
solve this problem, Copel et al. [207] have passivated the Si
surface by one monolayer (ML) of As prior to the growth.
The unsatisfied dangling bonds on the Si surface are pas-
sivated by the one extra valence electron of As. By using
the As-passivated surface as a stage for MBE growth, it was
possible to change the growth mode of an epitaxial layer to
induce wetting of the substrate. It should be noted that As
itself will not be incorporated into the lattice since it seg-
regates to the surface during growth. Therefore, the most
important requirements for the surfactant are the following:
(1) it should reduce the surface free energies of both the
substrate and the overlayer and (2) it should be very mobile
and segregate to the surface.

Self-assembled quantum dots of InGaAs, InAs, AlInAs,
and various phosphides have been grown by a number of
groups by the SK method [208–213]. Dmitriev et al. [214]
were the first to make GaN quantum dots on SiC sub-
strates by MOCVD. Aoyagi’s group at RIKEN, Japan, have
achieved the self-assembled GaN quantum dots on AlGaN

surface by using tetraethyl silane as a surfactant [215].
One of the aims in growing the GaN quantum dots is to
develop ultraviolet (UV) LEDs and semiconductor lasers.
At present, the threshold currents required for the nitride-
based lasers are in the range of 9 kA/cm2. Comparatively,
these are much higher than those in other III–V lasers.
The present nitride-based lasers use only the quantum well
structures. On the other hand, if one uses the quantum
wire or quantum dots as the active region, then the thresh-
old currents are expected to be smaller, since the exciton-
binding energy is very high in the case of quantum dots.
Also, because of many-body effects, one may have lasing in
the quantum dot systems due to biexcitons and other novel
mechanisms. Aoyagi’s group have grown multilayer struc-
tures with GaN quantum dots on Si faces of SiC substrate by
MOCVD. They have used AlGaN as the cladding layer and
also as the capping layer. A thin layer of AlN also was used
as the buffer layer. After growing the atomically smooth
AlGaN cladding layer, which was identified by AFM images,
tetraethylsilane, with the hydrogen carrier gas, was sent into
the reactor, followed by a short supply of trimethylgallium
and ammonia gases. This has resulted in the growth of GaN
quantum dots with an average width of 40 nm and a height
of 6 nm. It should be noted that the surfactant was intro-
duced to enhance the growth of GaN islands, and this is
quite contrary to the use of surfactant in the growth of Si/Ge
multiple quantum wells (MQW), in which case, the As sur-
factant was used to suppress the island formation. The exact
role of the surfactant in the growth of GaN quantum dots
is not known. The size of the quantum dots was controlled
by the doping rate of TESi, the Al content in AlGaN, and
the growth temperature. The photoluminescence spectrum
revealed a strong peak at 3.55 eV with a FWHM of 60 meV.
In a later publication, Aoyagi’s group has reported the opti-
cally pumped lasing in a laser structure of GaN quantum
dots [216]. The procedure to grow the dots is the same as
discussed before. The structure consists of an Al0�23Ga0�77N
cladding layer (100 nm thick), an Al0�09Ga0�91N barrier layer
(100 nm thick), GaN quantum dots, an Al0�12Ga0�88N bar-
rier layer (300 nm thick), and an Al0�20Ga0�80N cladding
layer (600 nm thick). The optical pumping experiments were
done with a nitrogen laser with an emission wavelength of
337.1 nm and a pulse width of 7 ns. Stimulated emission was
observed at high-excitation densities. It also was noted that
the laser emission has shown a red shift of about 50 meV,
with peak at 3.49 eV. The threshold pump power density
was estimated to be 0.75 MW/cm2, which was thought to be
somewhat high. The reasons for this are the following: the
confinement of the carriers in GaN quantum dots is very
poor, the absorption of the pump power in the AlGaN bar-
rier lasers is rather small, and the Al mole fractions in each
AlGaN layer also were too small to achieve high carrier and
optical confinements.

Daudin et al. [217] have grown the GaN quantum dots
in the SK mode by MBE by using lattice mismatched het-
erostructures. The occurrence of the SK mode was found
to be dependent on the growth temperature. They have
found that at low temperature, the growth was purely 2D.
When three-dimensional (3D) islands were formed, further
deposition of GaN resulted in the coalescence, followed
by a plastic relaxation through misfit dislocation formation.



200 Optical Properties of Gallium Nitride Nanostructures

In-situ reflection high-energy electron diffraction (RHEED)
was used to study the characteristics of the grown lay-
ers and surfaces. The results observed from the RHEED
experiments were confirmed by the AFM images and high-
resolution electron microscopy of the superlattices. AlN
and GaN with wurtzite structures were grown on a sap-
phire substrate. Substrate temperature was varied, and three
types of behavior were observed, corresponding to high Ts

(>700 �C), low Ts (<620 �C), and intermediate Ts. In the
intermediate Ts temperature range, a relaxation to island
formation is followed by a decrease of the relaxation value
corresponding to island coalescence. At high Ts , the relax-
ation rapidly reaches a plateu corresponding to 3D growth
mode, and, at low Ts , the relaxation is small, correlated
to 2D growth. After island coalescence, a gradual relax-
ation was observed for long deposition times. It should be
noted that in this work, GaN quantum dots were achieved
without using any surfactant and the 3D growth of islands
occurs because of strain relaxation in the lattice mismatched
heterostructures.

In a later publication, Daudin and coworkers have demon-
strated the growth of a quantum dot superlattice [218]. They
also have studied the various experimental conditions for
the control of the size and the density of dots. The effect
of substrate temperature was initially examined. The AFM
pictures of GaN quantum dots grown at three different
substrate temperatures, viz. 725 �C, 705 �C, and 685 �C
were taken. It was shown that, as the substrate temperature
increases, the dot density decreases. At 685 �C, many dots
have coaleseced, whereas they were isolated at 725 �C. The
dependence of dot density on temperature was thought to
be due to Ga surface diffusion. The ripening effects were
investigated by studying the morphology of GaN quantum
dots as a function of time under vacuum and under nitrogen
plasma flux. GaN dots were grown at 700 �C by deposit-
ing 3 ML on an AlN surface. The dots were left either
under vacuum at 700 �C before cooling under vacuum, or
they were exposed to nitrogen plasma after growth and dur-
ing cooling. The AFM pictures of GaN dots when the sur-
face was exposed under vacuum and under nitrogen flux
were taken. A ripening effect was noted when the dots were
grown under vacuum. The dots were bigger in size and less
dense compared to the other case of growth under nitrogen.
Periodic, stacked layers of GaN quantum dots separated by
AlN spacer also were fabricated. When the thickness of AlN
was small, in the range of 8 nm, vertical correlation between
the GaN dots also was observed in high-resolution electron
microscopy pictures. The AFM studies were made to con-
firm the vertical correlation of the dots. Morphology of dots
in a sample consisting of 20 layers of GaN quantum dots
separated by 5-nm-thick AlN layers was investigated. The
dot density was smaller compared to the case of no correla-
tion. The authors have reported the photoluminescence and
cathodoluminescence of these samples. Samuelson’s group
in Sweden has investigated the SEM and cathodolumines-
cence of GaN quantum dots and has shown the correlation
between the actual position of the dots and the luminescence
from these dots [219]. These samples were grown by Aoy-
agi’s group in Japan. Very low intermixing between GaN and
AlN layers was observed in the high-resolution TEM images

of MBE-grown samples containing self-assembled quantum
dots of GaN [220].

Damilano et al. [221] have observed very intense room-
temperature photoluminescence, from blue to orange, from
the GaN quantum dots of various sizes. Also, white-light
emission was observed by properly mixing quantum dots of
various sizes. GaN and AlN layers were grown by MBE
on a Si(111) surface. Ammonia was used as the nitrogen
source. The native oxide on the silicon surface was removed
by rapid thermal annealing at 900 �C. The quantum dots
were obtained by strain induced 2D to 3D transition. The
room temperature PL spectra of GaN/AlN quantum dots
on Si were studied. The authors also have observed the PL
of GaN dots from stacked planes, giving rise to white-light
emission. Kuball et al. [222] have reported the resonanat
Raman scattering of GaN quantum dots grown by MOCVD.
The dots were grown on AlGaN by using tetraethylsilane as
the surfactant. The Raman spectra were recorded for dots of
different sizes by changing the excitation laser energy. It was
noted that very little Si enters the GaN lattice, though it was
used as the surfactant. Most of the Si was thought to remain
on the AlGaN surface, where it was deposited before the
growth of GaN. The authors have investigated the Raman
spectra of sample A, which consists of GaN quantum dots
on Al0�15Ga0�85N, and of sample B, which consists of GaN
layer on Al0�15Ga0�85N, for various excitations of the laser.
In resonant Raman scattering, the exciting laser light or the
scattered light coincides in energy with an electronic transi-
tion of the material. In such a situation, the Raman spectra
are dominated by the Frohlich scattering arising due to the
longitudinal polar optical phonons. Therefore, it is possi-
ble to distinguish the lines arising from GaN and AlGaN.
The fundamental transitions of GaN and Al0�15Ga0�85N are at
3.42 and 3.66 eV, respectively. Both the spectra show Raman
peaks at 736 and at 1474 cm−1. The authors have assigned
these transitions to first- and second-order Raman scatter-
ing from the A1 LO phonons of GaN. These were supposed
to be enhanced under UV excitation. The authors gave a
detailed discussion on the effects of quantum confinement
and the effects of Si, which was used as an antisurfactant.
These workers have taken the Raman spectra of sample A,
containing GaN quantum dots, and also sample B, contain-
ing the GaN layer, under 5.08 eV excitation. For this case,
a shift of 9 cm−1 was observed for the GaN A1 (LO) fre-
quency of sample A toward lower wave numbers. Based on
these results, the A1 (LO) peak was assigned to the GaN
quantum dots.

Daudin’s group in France has done a very exhaustive
investigation on the effects of surfactant on the growth of
GaN quantum dots grown by MBE [223]. Ga was found
to form a bilayer on the GaN surface during the growth
in Ga-rich conditions. The study conducted dealt with the
growth kinetics and relaxation mechanisms in the presence
of a Ga film. The GaN dots were fabricated under various
experimental conditions such as the V/III ratio, the substrate
temperature, etc. The results were analyzed by using a set
of important analytical techniques such as RHEED, AFM,
TEM etc. When the Ga effusion cell temperature is TGa =
1040 �C GaN, growth is nearly stochiometric and the SK
growth mode takes place with the formation of GaN islands.
If the Ga flux was increased above TGa = 1040 �C, the growth



Optical Properties of Gallium Nitride Nanostructures 201

conditions become Ga-rich and a Ga bilayer was formed
because of excess Ga. In these conditions, no 2D to 3D tran-
sition occurs. However, when the Ga flux was in the inter-
mediate range, a transition from 2D to 3D was observed.
The GaN layer undergoes a lot of strain, leading to the for-
mation of GaN pyramids, followed by the coalescence of
grown islands and the formation of a smooth surface. As dis-
cussed before under Ga-rich conditions, there was no growth
of GaN islands. However, it was observed that the 2D to
3D transition takes place under the N flux. It was noted in
the AFM images that there is no difference between the
quantum dots grown under N flux and those formed during
the SK growth mode. When the substrate temperature was
low, Ts = 660 �C formation of GaN platelets was observed.
These dots were obtained with growth interruption under N
after Ga-rich GaN growth on AlN. In these conditions, SK
growth cannot occur since the 2D wetting layer was absent.
The platelets were found to be flat islands with heights of
around 4 ML (1 nm) and diameters of around 15 nm. In
their very interesting paper, Daudin and coworkers also have
made detailed discussion on the mechanisms related to the
effect of surfactants on the SK growth mode. The inhibition
of 2D to 3D transition was thought to be due to the surface
stress caused by Ga adsorbate. It also was argued that under
Ga-rich conditions, the adsorbed Ga layer is almost instantly
formed without allowing the formation of GaN layers, and,
hence, islanding of GaN never takes place.

Andreev and O’Reilly [224] have done the theoretical
calculations on the radiative lifetimes in GaN/AlN self-
assembled quantum dots. Gleize et al. [225] have measured
the resonant Raman scattering of GaN dots in the MBE
grown samples. They have changed the laser energies in
the range 2.33 and 3.81 eV, which enabled them to select
the quantum dots with specific size and energy. Resonance
enhancement in the signals was observed. The Raman fre-
quencies were related to the lattice mismatch strain between
GaN and AlN. Multilayered superlattices of GaN quantum
dots grown by MBE were characterized by Chamard et al.
[226] by the technique of grazing incidence X-ray scattering.
This method was shown to be complimentary to AFM and
TEM.

Wolk et al. [227] at Berkeley, California, have demon-
strated the growth of GaN nanocrystals by sequential ion
implantation of Ga and N ions into a sapphire substrate.
The TEM studies allowed the authors to identify the phase
of GaN as wurtzite and the size of the quantum dots was
found to be in the range of 1 to 5 nm. Photolumines-
cence experiments also were done on these samples. Band-
edge luminescence and yellow peaks due to defects were
recorded in the PL spectra. The main advantages of the ion
implantation technique are the following. Firstly, it is possi-
ble to introduce a well-defined concentration of nanocrystals
at a precalculated depth below the surface. Secondly, it is
most suitable for integration into the standard semiconduc-
tor processing. Nanocrystals of GaN have been achieved by
N implantation into GaAs [228]. Sequential ion implanta-
tion of Ga and As into sapphire and SiO2 has been done
to fabricate GaAs. [229]. The crystalline phase was found to
be dependent on the dose of the N ions. In a later publi-
cation by Borcella et al. [230] ion implantation of Ga and
N ions in a number of dielectrics such as crystalline quartz

or amorphous silica was reported to achieve GaN quan-
tum dots. These authors have examined the influence of
implantation conditions, the annealing procedures, and the
role of substrate on the formation and morphology of GaN
dots. Quantum confinement effects also were observed in
the luminescence spectra. Morkoc’s group has observed a
drastic reduction in the dislocation density of GaN layers
that were grown by using GaN buffer layers containing quan-
tum dots [231].

Atomic layer epitaxy (ALE) was used for the first time
by Daudin’s group in France to grow GaN quantum dots on
(0001) AlN [232]. This epitaxy also is called the migration
enhanced epitaxy. Here, the growth proceeds by alternately
exposing the surface to cation and anion fluxes. Another
advantage of this method is that the layer thickness is inde-
pendent of flux values and deposition time but depends on
the number of growth cycles. When more than one ALE
cycle was performed, GaN island formation was observed.
The research group has done the optical characterization
experiments on various samples. For the sample containing
five quantum wells grown by one ALE cycle, an emission
peak at a photon energy of 5.1 eV was recorded in the
cathodoluminescence. In the samples with GaN quantum
dots, the main emission peak was observed at 3.8 eV, which
was found to be in agreement with the expected energy
position of dots of the size 1.6 to 1.8 nm. In the sample
made from four ALE cycles, another luminescence band was
observed at around 3.2 eV, which was interpreted as the
second mode of the island height distributions. This work
has demonstrated the feasibility of using ALE to grow sta-
ble Ga film on the AlN surface, which was independent of
the precise Ga flux between 0.2 and 0.8 ML/s at a substrate
temperature of 740 �C.

Arakawa’s group in Japan has grown the self-assembled
GaN quantum dots on AlN by low-pressure MOCVD [233].
Trimethyl gallium and trimethylaluminum were used as the
group III sources. an AlN layer of 110 nm thickness was
grown on (0001) SiC at 1180 �C. After the growth of an AlN
layer, the growth temperature was reduced to 960 to 990 �C
to grow GaN quantum dots. The growth of GaN quantum
dots was done at a very low V/III ratio. The research group
has observed that the growth temperature and the V/III
ratio are the most important factors to form quantum dots of
GaN. These parameters will decide the migration and evap-
oration of Ga atoms on the GaN surface. The AFM pictures
of GaN quantum dots, illustrating the dependence of dot
density on the GaN coverage, which was changed systemati-
cally between 3.4 and 9.2 ML, were reported. It can be easily
seen from the AFM images that the dots are formed only
when the critical thickness of the GaN layer is around 4ML.
After depositing over the critical thickness of GaN, quan-
tum dots are immediately formed on the 2D GaN layer. It
should be noted that such a sudden transition from 2D to 3D
growth also was observed before in the literature in the case
of InAs quantum dots grown by Petroff’s group at the Uni-
versity of California, Santa Barbara California [234]. It can
be observed in Figure 62 that no quantum dots were formed
when the coverage was 3.4 ML, and the density of dots
increases as the GaN coverage is higher. It also was observed
that the density of dots saturated above the GaN coverage
of 8 ML, which happens because of the increase in the size
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of the dots. The AFM pictures of GaN quantum dots grown
at different temperatures, e.g., 960, 975, and 990 �C were
reported. The dots grown at 960 �C have smaller diameters
and higher densities than those grown at 975 �C. Suppres-
sion of migration of Ga atoms as the growth temperature
decreases is thought to be the reason for this observation.
Tsong’s group has grown the self-assembled GaN quantum
dots by vapor–liquid–solid mechanism [235]. Daudin’s group
has demonstrated that Ga-covered GaN layers thicker than
about 2.5 ML are stable against annealing under Ga flux but
they transform into islands when the Ga layer is evaporated
under vacuum at substrate temperature of 750 �C [236]. The
AFM pictures of GaN quantum dots and the GaN 2D layer
grown under different conditions were reported. Northrup
et al. [237] have discussed, theoretically, the microscopic ori-
gin of the increased nucleation under different conditions
of growth. They have performed the ab inito calculations on
GaN surface structures. The interested readers should see
references [238] and [239] for general reviews on quantum
dots in semiconductors.

2.8. Quantum Wells

Morkoc’s group has studied the optical properties of a
Si-doped GaN/AlGaN quantum well [240]. The calculated
confinement energies could be matched to the observed
band-to-band transition, assuming a band offset of 67:33
and effective masses of 0.3 and 0.19 for the heavy hole
and conduction electron, respectively. Time-resolved PL of
GaN/AlGaN MQW indicated strong quantum confinement
effects [241]. The researchers have compared these results
with those of GaN epilayers and GaAs/GaAlAs MQW. The
exciton-LO phonon interactions in AlGaN barriers were
noted to be enhanced. Localized excitons at low tempera-
tures and free excitons at higher temperatures were identi-
fied. An increase in the lifetime of an exciton up to 60 K
was observed, which gave an indication of radiative recombi-
nation. In the photoluminescence spectrum of MBE grown
MQW, A, B, and C excitons and their phonon replicas were
observed [242]. From the intensity dependence of the lumi-
nescence, the assignments of the transitions were confirmed.
The n = 1 band persists up to room temperature, whereas
the extrinsic emission bands are ionized above 120 K. The
thermal shift of the n = 1 band follows the thermal shift
of the bulk GaN energy gap. Morkoc and coworkers have
fabricated a 50 A/50 A GaN/AlxGa1−xN (x = 0�07) MQW
by the MBE technique [243]. Dry etching was used to pat-
tern an array of microdisks of approximately 9 	m diameter
and 50 	m spacing. Picosecond time-resolved spectroscopy
was used to study the emission dynamics. A strong enhance-
ment of the intrinsic exciton transition quantum efficiency
was observed in the microdisk compared to MQW.

Radiative and nonradiative recombination dynamics were
studied in GaN/AlGaN double heterostructures by using
time-domain spectroscopy in picosecond scale [244]. The dif-
fusion constant for the minority carriers in the AlGaN bar-
rier layers was estimated. In another time-resolved study,
the effects of well thickness and Si-doping on the opti-
cal properties of MQWs of GaN/AlGaN were identified
[245]. Quantum confinement was observed in quantum wells
of well thickness less than 40 Å. The exciton lifetimes in

MQWs with well thickness less than 40 Å increase linearly
with temperature up to 60 K. It also was observed that
the Si doping improves the quality of the crystals. Fabrica-
tion of GaN/AlGaN quantum wells by MBE was discussed
by a French group [246]. The quantum well width could
be controlled up to ML scale. The quantum well transition
energy increases as the thickness decreases. Each quantum
well exhibits a clearly resolved emission peak. This is due
to relatively narrow PL linewidths, ranging between 20 and
30 meV. However, the luminescence from AlGaN barriers is
not detected. This was thought to be due to strong capture
of the excitons by the quantum wells. When the thickness of
the well is decreased, the intensity of the quantum well emis-
sion vanishes. This was explained as due to thermal escape
of carriers from the quantum well to the barrier due to insuf-
ficient confinement. In the time-resolved PL experiments of
GaN/AlGaN MQW, a very high excitation was used [247].
This excitation condition will simulate the pumping powers
required for lasing. It was found that under these condi-
tions, the carrier distributions are characterized by plasma
temperatures. Leroux et al. [248] have grown high-quality
MQWs of GaN/AlGaN by MBE. They have examined the
quantum confined Stark effect by temperature-dependent
luminescence and reflectivity.

Picosecond time-resolved studies by Hangleiter’s group
enabled them to understand the piezoelectric fields in
GaN/AlGaN quantum wells [249]. A reduction in oscillator
strength was observed, which was attributed to piezoelectric
fields. An increase in luminescence decay time, with increas-
ing well width, was observed, along with a red shift of the
emission peaks. Lefebvre et al. [250] have published a series
of interesting papers on the recombination dynamics of free
and localized excitons in MQWs of GaN/AlGaN. The decay
times of excitons in both the wells and barriers was found
to be ∼330 ps at 8 K. Spectral distribution of lifetimes was
attributed to the localization of carriers by potential fluctu-
ations that arise due to alloy disorder and well width and
depth variations. The radiative lifetime of free excitons in
the low-temperature limit was estimated as 2.4 ps, which is
much smaller than that for GaAs/GaAlAs MQW. Grandjean
et al. [251] have measured the PL of GaN quantum wells
for different Al contents. Strong internal electric fields were
found that have a linear relationship with Al content.

3. PHOTOLUMINESCENCE
SPECTROSCOPY OF InGaN

The ternary compound InGaN is an active layer for both
blue and green emission. The bandgap of this material can
be changed from 1.95 to 3.4 eV by varying the concen-
tration of In. In this section, we discuss the cw photolu-
minescence of InGaN epitaxial layers and quantum wells.
Many papers were published on this topic [252–280]. Katsui
et al. [252] at NTT were the first to propose the quartnary
InGaAlN system in which a lattice-matched double het-
erostructure is possible for high-performance light-emitting
devices. Nakamura and Mukai [255] have reported the PL
of high-quality InGaN epilayers in which sharp band-edge
emissions between 400 and 445 nm were observed, and
the deep level emissions were barely observed at room
temperature.
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Multiple quantum wells of In0�08Ga0�92N/GaN were grown
by Amano and Akasaki [257]. In these samples, strong
cathodoluminescence was measured compared to bulk mate-
rial of InGaN. Chichibu et al. [258] have studied the
emission mechanisms of InGaN SQW (SQW) and MQW
structures. The electroluminescence (EL) from InGaN QWs
was assigned to the recombination of excitons localized
at certain potential minima in the QW plane. The blue
shift of the EL caused by an increase of the driving cur-
rent was explained by the combined effects of the quan-
tum confinement Stark effect, screening of the piezoelectric
field, and band filling of the localized states by excitons.
Narukawa et al. [259] have proposed that the main radiative
recombination was due to excitons localized at deep traps,
which originate from the In-rich region in the wells, acting
as quantum dots.

The compositional dependence of PL peak energy in
InGaN-strained quantum wells was reported by a Japanese
team [260]. When excitation intensity was increased, the
PL peak energy was shown to be blue shifted. The well-
width dependence of PL peak energies were calculated and
found to agree with experiment. It was proposed that the
quantum confined Stark effect occurs due to piezoelec-
tric fields. Chichibu et al. [261] have attributed the emis-
sion from InxGa1−xN to the recombination of excitons
localized at the potential minima originating from large
compositional fluctuations. Ploog’s group has grown cubic
In0�17Ga0�83N by MBE, which has given blue luminescence
[262]. Chichibu et al. [263] have investigated the exciton
localization by spatially resolved CL mapping. The InN-rich
quantum disks originating from compositional undulation in
InGaN SQWs were identified. Shan et al. [264] have studied
low-temperature photoluminescence in InGaN alloys as a
function of pressure. The pressure coefficients for the direct
� bandgaps of In0�08Ga0�92N and In0�14Ga0�86N have been esti-
mated from the pressure dependencies of the radiative decay
of the charge carriers localized in the tail states of the alloy
fluctuations. Chichibu et al. [265] have reported the bandgap
separation in InxGa1−xN layers (0�05 ≤ x ≤ 0�2).

Self-assembled InGaN quantum dots were grown, and
their PL was measured by Hirayama et al. [266]. Vertiko
et al. [267] have demonstrated the applicability of near-field
optical microscopy to study the influence of defects on the
photoluminescence of InGaN. It was found that the pinholes
do not have any effect on the radiative recombination in the
epitaxial layers. McCluskey et al. [268, 269] have evaluated
the bowing parameter as 3.5 eV for InxGa1−xN (x ≤ 0�12).
Mitchel and Saxler [270] have proposed a hopping conduc-
tion model in InGaN/GaN multiple quantum wells.

PL studies of In0�13Ga0�87 N/GaN multiple quantum wells
were made by Viswanath et al. [271]. The thickness of the
quantum wells in these structures is 10 Å, and barriers have
width of 50 Å. The MOCVD method was used to grow
these samples, which were grown on (0001) sapphire sub-
strate. Figure 41 shows cw photoluminescence spectrum of
the InGaN MQW, recorded at 10 K. The dotted lines show
the individual peaks obtained by the curve-fitting procedure
by using Lorentzian line-shape function. The broad peak
3.134 eV is interpreted as due to the InGaN quantum well,
and the narrow peak at 3.471 eV is due to the GaN bar-
rier. The large blue shift was interpreted as due to strong

Figure 41. Photoluminescence spectrum at 10 K for InGaN/GaN
MQW. It may be noted that the emission from GaN barrier is observed
very clearly. Reprinted with permission from [271], A. K. Viswanath
et al. (unpublished results).

quantum confinement effects in ultrathin quantum wells. At
10 K, the linewidth of the InGaN quantum well was esti-
mated as 129 meV and was interpreted as due to inhomo-
geneous broadening. The origin of a solid-phase miscibility
gap in nitrides was discussed by Ho and Stringfellow [272].
Localized excitons were considered to explain the lumines-
cence. The observed PL linewidths were thought to be due
to the effects of strong quantum confinement.

A display of photoluminescence spectra at different tem-
peratures is shown in Figure 42. The PL peak positions
were determined from the curve-fitting procedure. Figure 43
shows the temperature variation of PL peak energies of
InGaN quantum wells and GaN barriers. From the temper-
ature variation of the peak energies, it was inferred that the
species involved in the luminescence of the InGaN quan-
tum wells were localized excitons, which also were confirmed

Figure 42. Photoluminescence spectra of InGaN/GaN MQW at some
selected temperatures. A He–Cd laser is used for excitation. Reprinted
with permission from [271], A. K. Viswanath et al. (unpublished
results).
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Figure 43. Temperature variation of PL peak energies of InGaN quan-
tum well and GaN barrier. Reprinted with permission from [271], A. K.
Viswanath et al. (unpublished results).

by various techniques. The activation energy of 69 meV
also gave an indication of the localized nature of the exci-
tons. Band-filling effects were noted in the power depen-
dence studies of photoluminescence, as shown in Figure 44.
Chichibu et al. [274–276] recently have reported on the
localization of excitons in a number of InGaN quantum wells
emitting in various wavelengths.

Li et al. [277] have observed a blue shift in the
InGaN/ GaN single quantum well bandgap energy, after

Figure 44. Excitation power dependence of the PL spectra of InGaN/
GaN MQW. It may be noted that the emission energy of GaN barrier
does not show any power dependence, while the InGaN quantum well
emission shows a slight blue shift due to band filling. Reprinted with
permission from [271], A. K. Viswanath et al. (unpublished results).

rapid thermal annealing in nitrogen atmosphere. This was
explained as due to the flattening of the potential fluctua-
tion as a result of spatial redistribution of atomic In and
Ga in the InGaN quantum well. Luminescence from the
phase-separated InGaN grown by MOCVD was reported by
Li et al. [278]. The dominant peaks were observed around
2.9 and 2.8 eV. The low-energy peak at 2.8 eV was thought to
be due to the phase-separated regions, which are rich in In
content. They also have recorded very strong luminescence
of the low-energy peak at room temperature. This was inter-
preted as due to quantum confinement enhancement in the
form of nanostructures of quantum dots. Zhang et al. [279]
have used a novel technique to improve the luminescence
efficiency from the MQWs of InGaN/GaN. They have used
a multilayer buffer on Si substrate. Hao et al. [280a] have
reported the observation of electron-hole plasma emission
from InGaN/GaN quantum wells. They have conducted
the photoluminescence experiments at room temperature
by using a He–Cd laser. Only exciton-related transitions
were observed at low excitation powers. When the excita-
tion power was increased, a peak has been observed on
the low energy side of the exciton transition, which was
interpreted as due to the electron plasma recombination.
The assignment was also confirmed by the fact that the inte-
grated PL intensity has shown a 1.9 power dependence.

Mishra’s group at the University of California, Santa Bar-
bara, California, have demonstrated that selective epitaxy
of InGaN can done by MOCVD [280b]. They have used
templates consisting of arrays of circular etched holes in
SiO2 mask layer, with pregrown GaN hexagonal pyramid
structures. Figure 45 shows the SEM picture of GaN/InGaN
pyramids. In the PL experiments, it was observed that the PL
peak wavelength increased with an increase in mask opening
spacing for a constant mask opening diameter (Fig. 46).

The same group also has achieved the InGaN nanoscale
islands by MOCVD [280c]. A growth mode transition from
step-flow into 3D spiral growth mode by predeposition of
Si prior to InGaN was found to enhance the PL efficiency
and the radiative recombination lifetimes. Figure 47 show
the AFM images of GaN grown under different conditions.

Figure 45. Scanning electron microscope image of GaN/InGaN pyra-
mids (bar = 5 	m). Reprinted with permission from [280b], D. Kapol-
nek et al., J. Cryst. Growth 189–190, 83 (1998). © 1998, Elsevier Science.
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Figure 46. Photoluminescence spectra obtained from GaN/InGaN
pyramid arrays with original mask opening diameter of 5 	m, and vari-
ous spacings between openings. Reprinted with permission from [280b],
D. Kapolnek et al., J. Cryst. Growth 189–190, 83 (1998). © 1998, Elsevier
Science.

Oh et al. [280d] have investigated the effect of Si dop-
ing in the barriers of InGaN MQWs by PL spectroscopy.
They have observed that the PL intensity was enhanced
with Si doping under low-excitation conditions as shown in
Figure 48. It also was shown that the blue shift with an
increase in excitation intensity is larger for larger well width,
and the blue shift for Si-doping is larger for lower-excitation
density (Fig. 49). The increase in PL intensity with Si-doping
was less pronounced at higher excitation densities, as shown
in Figure 50.

(a) (b)

(c)

Figure 47. 2 × 2 	m2 AFM images of (a) GaN (1060 �C); (b) GaN/
Si/InGaN (790 �C); (c) GaN/InGaN (790 �C). Reprinted with permis-
sion from [280c], S. Keller et al., J. Cryst. Growth 189–190, 29 (1998).
© 1998, Elsevier Science.
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Figure 48. Photoluminescence spectra of Si-doped and undoped
InGaN MQWs, taken with excitation densities of P1 = 100 kW/cm2

(dashed curves) and P2 = 1 kW/cm2 (solid curves) at room temperature.
The spectra taken with P2 are multiplied by 100. Reprinted with per-
mission from [280d], E. Oh et al., Phys. Status Solidi B 216, 487 (1999).
© 1999, John Wiley and Sons.

4. TIME-DOMAIN PHOTOLUMINESCENCE
OF InGaN

A number of research papers were published on the
time-domain spectroscopy of InGaN [271, 273, 281–297].
The present author and his collaborators have done com-
plete analysis of time-resolved photoluminescence of InGaN
MQWs [271]. In the picosecond time-resolved spectroscopy
experiments, a coherent synchronously pumped dye laser
was used. This laser was pumped by a mode-locked Ar-ion
laser, which has about 2 ps pulse width at 3.8 MHz repe-
tition rate. The dye laser beam frequency was doubled by
using a �-barium borate nonlinear optical crystal. The UV
light thus generated was used to excite the sample. The PL
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Figure 49. Photoluminescence peak wavelengths as a function of well
widths in InGaN quantum wells for excitation densities of P1 = 100
kW/cm2 (open squares) and P2 = 1 kW/cm2 (solid circles). The blue
shift, with increasing excitation density, is larger for larger well width,
and the blue shift for Si-doping is larger for lower excitation density.
Reprinted with permission from [280d], E. Oh et al., Phys. Status Solidi
B 216, 487 (1999). © 1999, John Wiley and Sons.
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Figure 50. Comparison of excitation density dependence of PL inten-
sity at 300 K with (solid squares) and without (open squares) Si-doping
in InGaN barriers. The intensity is significantly enhanced with Si-doping
at lower excitation densities, whereas, the enhancement is less pro-
nounced at higher densities. Reprinted from [280d], E. Oh et al., Phys.
Status Solidi B 216, 487 (1999). © 1999, John Wiley and Sons.

signal was dispersed by a McPherson monochromator and
detected by a Hamamatsu photomultiplier tube. The time
dependence of the decay was measured by a time-correlated
single photon counting. The setup has a time resolution of
10 psec after deconvolution.

A display of spectra for different temperatures obtained
in the time-resolved experiments is shown in Figure 51. At
10 K, the decay time was deduced as 720 psec. For refer-
ence, the lifetime of GaN epilayers also was measured, and
it was found to be 100 psec at 10 K. The lifetimes of GaN
and related materials are expected to be very short. This is
because of the strong exciton-acoustic phonon interactions
due to which fast energy relaxation of free excitons to the
bottom of the exciton band takes place. But the lifetime
observed in the InGaN MQW is about seven times that of
the lifetime of free excitons in undoped GaN. This clearly
shows that the excitons in InGaN are not in the free state.
The slow down in the exciton relaxation in InGaN must
be due to the trapping of excitons in potential fluctuations
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Figure 51. Time-resolved photoluminescence decay curves of InGaN
quantum well emission from InGaN/GaN MQW, at different temper-
atures. Reprinted with permission from [271], A. K. Viswanath et al.
(unpublished results).

in the lattice. The lifetime was found to decrease with
an increase in temperature. This shows that the nonra-
diative processes come into play as the temperature is
increased. This should be considered very important, since
the actual photonic devices like LEDs and semiconductor
lasers are operated at high temperatures such as room tem-
perature. The nonradiative relaxation has deleterious effects
on the performance and efficiency of the semiconductor
lasers. Time-resolved spectroscopy of In0�20Ga0�80N (2.5 nm)/
In0�05Ga0�95N (6.0 nm) MQW has revealed two peaks at
2.920 eV and 3.155 eV [273]. The main peak at 2.920 eV
was attributed to localized excitons and the weak peak at
3.155 eV to free excitons. Satake et al. [287] have studied the
exciton localization in InxGa1−xN epitaxial layers. In the 2 K
photoluminescence spectrum, they observed a Stokes shift
from the absorption shoulder and broadening at the lower
photon energy side. In ternary alloys, the spatial fluctua-
tions due to composition fluctuations can localize excitons.
The mobility edge was determined by site-selective experi-
ments in which the excitation photon energy is changed and
PL spectra are recorded for different excitation energies.

Picosecond studies of MQWs of In0�20Ga0�80N (3 nm)/
In0�05Ga0�95N (6 nm) and In0�10Ga0�90N (3 nm)/In0�02Ga0�98N
(6 nm) have identified localized and delocalized excitons
[292]. The decay times for different emission energies were
studied. Decay times of localized excitons were found to be
very long in the range of several nanoseconds. Photolumi-
nescence and time-resolved spectroscopy of self-assembled
InGaN quantum dots has been reported [293]. Lefebvre et al.
[294] have studied the well-width dependence of lumines-
cence and the PL lifetimes of InGaN quantum wells. In these
samples, the In composition was kept constant. In the cw PL
spectra, the FWHM was found to be constant for different
well widths. The PL energies cover the entire visible range.
In the PL time-resolved experiments, the decay times were
found to increase with a decrease of peak energy. Lefebvre
et al. [295] also have investigated the effects of the AlGaN
barrier and of dimensionality on InGaN systems. Their
studies have confirmed the carrier localization on potential
fluctuations. Kuroda et al. [296] have performed the picosec-
ond time-resolved experiments on In0�12Ga0�88N/In0�03Ga0�97N
MQWs. They investigated the excitation power dependence
on the lifetimes and PL energy. The carrier recombina-
tion rate and the PL energy decreased nonlinearly with the
decrease of carrier density. Ozgur et al. [297] have observed
ultrafast carrier capture in InGaN MQWs by the four wave
mixing experiments.

Kawakami et al. [297b] have described various time-
resolved experiments carried out by them to understand
the optical phenomena in GaN-based semiconductors. The
experiments include time-resolved photoluminescence, time-
resolved EL, transient grating, scanning near-field optical
microscopy, pump-probe spectroscopy, etc. They also have
given a model for the carrier dynamics in a localized system,
which is shown in Figure 52.

5. LASER ACTION IN InGaN
Many laboratories in the world have studied the laser action
in InGaN [287, 298–306]. Hangleiter and coworkers have
measured the optical gain in InGaN/GaN heterostructures
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Figure 52. Schematic of carrier dynamics in a localized system. � and
� + 
� denote absorption coefficient under low photoexcitation and
under photo-pumping, respectively. Reprinted with permission from
[297b], Y. Kawakami et al., Phys. Status Solidi A 183, 41 (2001). © 2001,
John Wiley and Sons.

under optical pumping [289]. The measurements were made
at room temperature. The stripe excitation method has
been used to measure the gain in the system. Stimulated
emission (SE) experiments on an epitaxial layer of InGaN
were reported for different excitation powers [287]. When
the laser power was greater than 10 	J/cm2, stimulated
emission was observed. Above threshold, a superlinearly
grown sharp emission band was recorded. The laser emis-
sion was just below the mobility edge. The SE has shown
a red shift with the increase of excitation energy density.
A multimode lasing spectrum was observed [300] in optically
pumped lasing experiments on InGaN/GaN. A multimode
lasing spectrum was observed for the input power density of
11 MW/cm2. Stimulated emission in a number of samples of
InGaN/GaN MQWs, with different well widths and barrier
heights, revealed the dependence of the emission peak posi-
tion on quantum-well thickness [301]. As the thickness of the
quantum well decreased, the stimulated emission shifted to
higher energies. The effective conduction and valence-band
discontinuities also were estimated. In the samples used by
Bidnyk et al. [304] for the optical pumping experiments, the
GaN barriers were intentionally doped with Si. The concen-
tration of Si was varied from 1× 1017 to 3× 1019 cm−3. The
threshold at room temperature was found to be 12 times
as low as that of a high-quantity GaN epitaxial layer. Spec-
tral narrowing was observed at higher excitation densities.
The authors have interpreted the low SE threshold as due
to large localization of excitons in quantum wells of InGaN.
This research group has shown the applicability of InGaN
MQWs for high-temperature laser operation by observing
laser action up to 550 K. The threshold necessary at high
temperatures is also high because nonradiative processes are
very dominant at these temperatures. Laser action in the
MOCVD-grown InGaN/GaN MQWs that have high In con-
tent also was studied by one research team [306]. The exper-
iments were done at room temperature and 25 K. Annealing
experiments have revealed that the potential fluctuations can
be reduced.

6. LIGHT-EMITTING DIODES
AND SEMICONDUCTOR LASERS
BASED ON InGaN

There are several excellent reviews on LEDs and lasers
based on InGaN [1, 307–311] Many research groups in
universities and industry have fabricated the light-emitting
devices of InGaN [312–356]. Nakamura et al. [313] have fab-
ricated blue LEDs from a p-GaN/n-InGaN/n-GaN double
heterostructure. The output power of this laser was twice
that of the II–VI-based blue LEDs, at the same forward
current. When a Zn-doped InGaN active layer was used, a
candela class high-brightness blue LED could be achieved
[315].

In a later work, Nakamura et al. [1] could increase the
output power and lower the forward voltage. In the previous
studies, electron-beam irradiation was performed instead of
thermal annealing for as-grown InGaN/GaN epilayers to
obtain a high-quality p-type GaN layer. In this case, the out-
put power was not high since the entire p layer was not
uniformly converted into a highly p-type GaN layer by elec-
tron irradiation. Thermal annealing could easily change the
entire high-resistivity p-type GaN layer into a low-resistivity
p-type GaN layer. The structure of the InGaN/AlGaN dou-
ble heterostructure LED is shown in Figure 53.

Blue-green LEDs were fabricated [314] with InGaN/
AlGaN double heterostructure in which the In mole fraction
was increased to 0.23. Also, the active layer of InGaN was
co-doped with both Zn and Si. Donor–acceptor pair recom-
bination was the recombination channel. The peak wave-
length in the EL was 500 nm. High-brightness InGaN blue,
green, and yellow LEDs with quantum well structure based
III–V nitrides were grown on sapphire substrates [316]. The
In mole fraction was varied from 0.2 to 0.7 to change the
peak wavelength of the InGaN SQW LEDs from blue to
yellow. Super bright green InGaN single quantum well struc-
ture, p-AlGaN/InGaN/n-GaN, with a luminous intensity of
12 cd were fabricated [317] in which the In0�45Ga0�55N active
layer was undoped (Fig. 54). The luminous intensity of this
LED was about 100 times higher than of conventional GaP
LEDs. Amano and Akaskai’s group have fabricated a dou-
ble heterostructure of p-GaN/In0�2Ga0�8N/n-GaN by MBE,
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Figure 53. The structure of the InGaN/AlGaN double-heterostructure
LEDs. Reprinted with permission from [1], S. Nakamura and G. Fasol,
“The Blue Laser Diode.” © 1997, Springer-Verlag.
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Figure 54. The structure of a green SQW LED. Reprinted from [1],
S. Nakamura and G. Fasol, “The Blue Laser Diode.” © 1997, Springer-
Verlag.

which has given violet emission upon current injection at
room temperature [318].

Nakamura et al. [1, 317] have made breakthroughs in
making white LEDs. There are several applications for white
LEDs. They can be used in full-color liquid-crystal displays,
fluorescent lamps, etc. White LEDs could be fabricated by
exciting phosphors by using blue LEDs with high excitation
energy. The structure of white LEDs is shown in Figure 55.
The structure of this LED is almost the same as the blue
LED chip except that a phosphor layer is used on top of the
blue LED. When current is supplied to the single quantum
well LED, blue light is emitted from the quantum well of
InGaN. The phosphor is excited by this light and emits yel-
low luminescence. The mixture of blue light from InGaN
and yellow light from phosphor gives white light.

Nakamura et al. [319] have fabricated InGaN MQW semi-
conductor lasers by MOCVD on (0001) sapphire substrate.
Etching of III–V nitride films was done to get the mirror
facets for the laser cavity. The active layer was a MQW
consisting of 25 Å thick In0�2Ga0�8N well layers and 50 Å
thick In0�05Ga0�95N barrier layers, with 26 periods. The n- and
p-type Al0�15Ga0�85N layers were cladding layers (Fig. 56).
Under current injection, pulsed lasing was obtained at room
temperature at a wavelength of 417 nm.

E

E

E
F F

LED Chip Phosphor Layer

E : Emission from LED (blue)

F : Fluorescence (light–yellow)

Figure 55. Structure of white LED. Reprinted with permission from [1],
S. Nakamura and G. Fasol, “The Blue Laser Diode.” © 1997, Springer-
Verlag.
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Figure 56. The structure of the InGaN MQW semiconductor laser.
Reprinted with permission from [1], S. Nakamura and G. Fasol, “The
Blue Laser Diode.” © 1997, Springer-Verlag.

Figure 57 shows the room temperature EL, PV, and EA
spectra of green, blue SQW LED, and MQW laser diode
structures. The EL spectrum of the MQW laser diode was
measured below the threshold density. The lasing emission
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Figure 57. EL, PV, and EA (EA) spectra for InGaN green (510 nm)
and blue (450 nm) SQW LED structures and a MQW laser structure,
whose lasing wavelength is 406 nm. The EL spectrum of the MQW
structure was measured below the threshold current. The In compo-
sitions in the InGaN quantum well for green, blue, and MQW LED
are 0.45, 0.3, and 0.2, respectively. The structure in the EA spectra
corresponds to the free exciton resonances. Reprinted with permission
from [1], S. Nakamura and G. Fasol, “The Blue Laser Diode.” © 1997,
Springer-Verlag.
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of this MQW LD appeared at 3.052 eV (406 nm). From
these results, Nakamura’s group has concluded that the
EL emissions are from localized excitons in the quantum
wells. In the MQW laser device, even the inhomogeneous
column-like structures have shown lasing. From this obser-
vation, Nakamura et al. have concluded that the oscillator
strength and gain at local potential minima are very large.
The emissions were interpreted as due to inhomogeneity
of InGaN layers, which are equivalent to quantum-dot-like
states in InGaN quantum well layers. Figure 58 shows the
surface morphology of InGaN well layers observed in AFM.
The roughness of InGaN well layers was about 10 to 30 Å,
with periods of about 1000 Å horizontally in the plane par-
allel to the junction. These islands-like structures were not
found for layers thicker than 40 Å. It was thought that the
In-rich regions in InGaN well layers can form potential min-
ima to confine the carriers.

Nakamura et al. [325] has demonstrated the cw operation
of a InGaN MQW semiconductor laser at room temperature,
which has shown a single peak when the forward current
was increased above the threshold current. Continuous-wave
operation of InGaN MQW laser structure with a lifetime of
27 h [86] was demonstrated. The best method to reduce the
number of threading dislocations is by using epitaxially over-
grown GaN on sapphire [329, 330]. The GaN layer above
the SiO2 mask area surrounding the window, was found to
have almost no dislocations. A high density of threading dis-
locations was observed in the window regions. InGaN MQW
semiconductor lasers were fabricated on such GaN sub-
strates. In these structures, Al0�14Ga0�86N–GaN modulation
doped-strained-layer superlattice cladding layers were used.
With these structures, operating lifetime of 10,000 hours
was demonstrated in the cw mode at room temperature.
Amber-[331] and violet-[332] color-emitting InGaN semi-
conductor lasers on a GaN substrate were reported by Naka-
mura’s group. The semiconductor lasers with cleaved mirror
facets have given much higher output powers [334, 336].
Kneissl et al. [338] have fabricated the mirrors by chemical-
assisted ion-beam etching for their InGaN/GaN semiconduc-
tor lasers. From these lasers, emission was observed in the
wavelength range of 419 to 423 nm in the pulsed current-
injection conditions. Hofstetter et al. [339] have reported

Figure 58. AFM image of the 30 Å thick In0�45Ga0�55N layer on n-
GaN/sapphire. Reprinted with permission from [1], S. Nakamura and
G. Fasol, “The Blue Laser Diode.” © 1997, Springer-Verlag.

the threshold current density of 16 kA/cm2 in an electrically
injected InGaN/GaN distributed feedback laser. The emis-
sion of this laser was at 403 nm and was found to be in a
single longitudinal mode. Kneissl et al. [340] have character-
ized the mirrors made by chemical etching with the help of
AFM and SEM. Bour et al. [341] have studied the depen-
dence of threshold current density on the stripe width in
the gain-guided InGaN MQW lasers. The lasing wavelength
was 400 nm. The threshold current density was found to
increase very rapidly as the stripe width was narrowed. The
same group has later accomplished the room temperature
cw operation of InGaN MQW semiconductor laser [342].

Low-threshold current operation is a desirable requisite
for the utilization of semiconductor lasers for color printing
and optical memory systems. To realize the low-threshold
operation, it is essential that the injected carriers are con-
fined. Generally, the injected electrons leak away from the
quantum well region into the p-cladding layer, where they
recombine with the holes. These electrons, which leak into
the neighboring cladding layers, do not populate the quan-
tum well active region, and, hence, they do not contribute to
the stimulated emission. This results in the increase in the
threshold current and a decrease in the internal quantum
efficiency. To prevent the leakage effects, Nakamura et al.
[1] have used a thin, high bandgap, p-type AlGaN layer that
is placed immediately after the quantum well layer. Bour
et al. [343] have designed and studied the characteristics
of InGaN MQW lasers with an asymmetric waveguide. The
device structure is shown in Figure 59. The active region
consists of five 35 Å In0�1Ga0�9N QWs separated by 60 Å
In0�02Ga0�98N:Si barriers. The cladding layers are 0.5-	m-
thick Al0�07Ga0�93N. A room-temperature cw operation was
achieved with this structure. Kneissl et al. [344] have exam-
ined the effects of compositional fluctuations on the opti-
cal gain characteristics in InGaN semiconductor lasers. Bour
et al. [345] have demonstrated a cw operation of InGaN
lasers with threshold current densities as low as 7 kA/cm2

and an emission wavelength at 400 nm. Improvements in the

p-electrode

GaN:Mg (0.1 µm)

SiON dielectric

Al0.07Ga0.93N:Mg p-cladding (0.5 µm)

Al0.07Ga0.93N:Si n-cladding (0.5 µm)

In0.1Ga0.9N MQW 5 × 35 Å

In0.03Ga0.97N:Si (0.1 µm)

GaN:Si n-waveguide

n-electrode

GaN:Si (4 µm)

a-face Al2O3

Figure 59. Ridge waveguide device structure incorporating asymmet-
ric transverse waveguide. Reprinted with permission from [343], D. P.
Bour et al., IEEE J. Quantum Elect. 36, 184 (2000). © 2000, Institute
of Electrical and Electronics Engineers.
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beam quality were observed when thick, superlattice, n-type
cladding layer was used (Fig. 60). From theoretical consid-
erations, it also was shown that thinning the sapphire sub-
strate will give a better room-temperature cw operation of
the laser. The cw operation was observed up to a tempera-
ture of 60 �C as shown in Figure 61. Bour et al. [348] have
shown that polycrystalline LEDs of InGaN could be fabri-
cated on quartz substrate. The active layer is an In0�2Ga0�8N
SQW with an emission wavelength of 430 nm. These poly-
crystalline LEDs were thought to be useful for large-area
displays. Huh et al. [353] have described the fabrication and
characterization of InGaN/GaN MQW LED by using a Pt
thin film as a current spreading layer. The emission wave-
length was at 453 nm and had a FWHM of 23 nm.

7. MECHANISM OF LASER
ACTION IN InGaN

Lasing mechanisms in the InGaN epitaxial layer and quan-
tum wells were discussed by several authors based on the
optical experiments. However, it is still a controversial topic.
Chichibu et al. [258] were the first who identified local-
ized excitons in SQWs and MQWs of InGaN and proposed
that they are responsible for the lasing in these materials.
Later, Narukawa et al. [259] have demonstrated photo-
pumped lasing from the locatized exciton states. Kuball et al.
[283] suggested that the microscopic crystalline order influ-
ences the laser action. Satake et al. [287] have reported
stimulated emission characteristics in InGaN epilayers. They
were of the opinion that localized states can be easily filled
by optical pumping, since the density of localized states in
the band tail is lower than that of the extended states. If
the optical gain from the filled localized states exceeds the
losses due to light propagation, stimulated emission sets in.
Similar phenomena have been very thoroughly investigated
by Ding et al. [357] in the case of II–VI semiconducting
quantum wells.

From the optical gain spectroscopy measurements,
Frankowsky et al. [298] concluded that optical gain in
GaN/GaN heterostructures is due to direct band-to-band
transitions in an electron-hole plasma. The electron-hole
plasma state under high optical excitation was also observed
by Jiang et al. [302]. Song et al. [303] have performed
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n-electrode
p-GaN

p-AlGaN cladding

p-AlGaN barrier
p-Gan SCH

InGaN/GaN-MQW
n-GaN SCH

n-AlGaN cladding
n-GaN

Al2O3 substrate

Figure 60. Typical nitride laser heterostructure on a sapphire substrate.
Reprinted with permission from [345], D. P. Bour et al., Phys. Status
Solidi A 180, 139 (2000). © 2000, John Wiley and Sons.
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with HR-coated mirrors. Reprinted with permission from [345], D. P.
Bour et al., Phys. Status Solidi A 180, 139 (2000). © 2000, John Wiley
and Sons.

the gain spectroscopy studies on InGaN/GaN quantum well
lasers and concluded that the filling of localized band-edge
states is a prerequisite for achieving lasing.

Viswanath et al. [106] have discussed the importance of
the exciton binding energy in realizing the room-temperature
semiconductor lasers based on GaN. Mohs et al. [358] have
investigated the optical gain in Nichia company’s InGaN blue
LED. Experiments were conducted at room temperature
by using the variable stripe-length method and nanosecond
Nd:YAG laser. Plasma recombination from a quantum-
confined level was thought to be the gain mechanism. Mohs
et al. [359] have performed absorption and gain spectroscopy
experiments and arrived at a conclusion that the conven-
tional electron-hole plasma recombination model is valid to
explain lasing in In0�18Ga0�82N/In0�06Ga0�94N MQWs.

Mukai et al. [360] have studied the current and tempera-
ture dependence of EL in InGaN SQW lasers with different
In compositions. For the lasers that emit shorter wavelengths
(less than 375 nm), the emission was attributed to band-to-
band recombination, while for the InGaN lasers with higher
In composition, which emit in the longer wavelength region,
lasing was due to the localized excitons.

8. CONCLUSIONS
Optical properties of GaN nanostructures and devices have
been reviewed in this article. The discussion includes pho-
toluminescence and time-resolved spectroscopy of these
materials. Most of the work on material growth and device
development has been done by using the MOCVD tech-
nique. However, other techniques, such as MBE, also were
tried. To date, the MOCVD method has provided better
materials and optoelectronic devices compared to MBE.
Similarly, sapphire has been the most used substrate.

Now GaN and other III–V nitrides are realized as poten-
tial candidates in photonics. Light-emitting diodes and semi-
conductor lasers, which emit in a variety of wave lengths
from blue to yellow, are now commercially available. They
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are being used in full-color displays and traffic lights. By
combining the three primary colors, white light LEDs also
were developed. The LEDs emitting various colors also are
substitutes for traditional fluorescent lamps and can be used
in homes and shops. The market for this is very huge. Blue
LEDs also find applications in laser printers and underwater
optical communications. In conclusion, the future of nitrides
looks extremely bright.

GLOSSARY
Laser Light amplification by stimulated emission of radia-
tion.
Light-emitting diode This is the p-n junction of a semicon-
ductor and emits light when current is passed through it.
Luminescence This is the phenomena of emission of radi-
ation when the material is excited by suitable energy. If the
excitation is caused by photons it is called photolumines-
cence and if the excitation is caused by electrons it is called
as cathodoluminescence.
Quantum dot This is a zero-dimensional system in which
the confinement of electron occurs in all the three direc-
tions.
Quantum well This is a very thin semiconductor with
thickness of few nanometers or less and is placed between
two barrier layers which have higher bandgap energies. In
this case the free carrier motion occurs in two directions.
Here quantum confinement occurs in one direction.
Quantum wire This is a one-dimensional electron system
in which the quantum confinement occurs in two directions.
Semiconductor laser This is a solid state laser in which the
active medium is a semiconductor.
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1. INTRODUCTION
In the last 20 years, polyene-like organic molecules have
attracted much attention as active components in organic
light-emitting diodes (OLEDs), microlasing cavities, ultra-
fast photoswitches and detectors, as well as organic field
effect transistors (FETs) [1]. Among the varieties of materi-
als, polyphenylenevinylene (PPV)-based materials are widely
investigated due to their use in OLEDs [2]. In order to
improve the optical and photophysical properties, that is,
tunable emission wavelengths and high fluorescence quan-
tum yields, the interplay of intramolecular effects (the
effective conjugation length and band shifts by chemi-
cal substitution) and intermolecular interactions (mutual
geometrical orientations, electronic and vibrational cou-
pling between the chromophores) has to be understood.
Oligophenylenevinylenes (OPVs, see Fig. 1) make possible
the systematic study of these parameters, since the oligomers
provide well-defined conjugation lengths, variable substitu-
tion patterns, and a variety of intermolecular orientations in
the condensed phases.
OPVs have been studied since the 1960s as scintillators

[3], laser dyes [4], and optical whiteners [5]. The photo-
chemistry of stilbenoid compounds, especially the trans–cis

photo-isomerization of stilbene, has been extensively ana-
lyzed [6] and is still under investigation [7–12]. Since the
early 1990s, with the synthesis of homologous series of solu-
ble t-butyl-substituted OPVs by Schenk and co-workers [13],
the oligomers have become a widely used model system for
PPV. Since then, a great variety of substitution patterns has
been established, allowing the tuning of the emission wave-
length over the visible range [14, 15]. Quantum chemical
investigations and theoretical modeling of the OPVs permit
the precise prediction of the electronic transition energies
and spectra of the oligomers in solution and extrapolation
to the ideally conjugated polymer. Experimental and the-
oretical studies of intermolecular orientations in different
model systems enlightened the correlation of structural and
optical properties in the condensed phases and opened the
opportunity to achieve full control of the photophysics of
these systems. In the recent years, films, single crystals, den-
drimer systems, and host–guest compounds of the OPVs
have attracted growing attention for potential applications
in optoelectronic devices due to their electroluminescent
[16–23], lasing [24, 25], (photo) conductive [26–31], or pho-
tovoltaic properties [32, 33]. Substituted OPVs with large
two-photon absorption cross sections are attractive materi-
als for fluorescence microscopy, optical limiting, and optical
data storage [34].
The article focuses on the photophysics of individual and

condensed para-oligophenylenevinylenes and their correla-
tion to intra- and intermolecular structural effects. In Sec-
tion 2, an overview of the materials is given, including the
variety of substitution patterns and the geometrical struc-
tures of the molecules. Section 3 discusses the features of the
molecules in solution (absorption and fluorescence spectra,
electronic transition energies, fluorescence quantum yields,
and decay times) and the influence of mesomeric and induc-
tive substituent effects, solvent shifts, and thermal effects.
In Section 4, model compounds for the investigation of
intermolecular interactions and their impact on the optical
properties are discussed. In Section 5, the photophysics of
condensed phases such as films, nanoparticles, and single
crystals of OPVs are addressed.
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Figure 1. Structure and notation of the atoms for oligophenylene-
vinylenes (nPVs).

2. MATERIALS

2.1. Substitution Patterns

The homologous series of unsubstituted oligopheny-
lenevinylenes, nPV, where n denotes the number of
phenylenevinylene units (see Fig. 1 and Table 1), has been
synthesized up to n = 7 [5, 27, 35, 36]. In order to enlarge
the solubility of the oligomers, alkyl or alkoxy groups
were introduced. The series of t-butyl-substituted oligomers
(BnPV, see Table 2) with n = 1–6 was synthesized by Schenk
et al. [13], and series of alkoxy-substituted OPVs were syn-
thesized by Stalmach et al. (nPOPVs with n = 1–11, see
Table 3) [37] and Peeters et al. (nBOPVs, with n = 1–6, see
Table 4) [38]. Recently, the syntheses of further homologous
series with alkyl [39–42] and alkoxy [16, 40–43] substituents
was reported. Finally, homologous series of donor–acceptor
(DA)-substituted OPVs were synthesized, with D,A sub-
stituents either in the terminal 5,5′ positions (see Fig. 1, D,

Table 1. Experimental and calculated adiabatic and vertical electronic transition energies (103 cm−1) of unsubstituted oligophenylenevinylenes nPV
in vacuo.

n 1PV 2PV 3PV 4PV Ref.

Adiabatic transition energies �00 Experimenta In vacuo 31�5 27�7 26�0 25�1 [91]
Calculation Ab initio 31�7 28�1 26�3 —b [91]

33�8 29�9 28�7 27.4c [246]
Semiempirical 30�0 26�4 24�4 23.3d [97]

Vertical transition energies �vert Experimente In vacuo 33�8 29�8 28�0 27�0 [91]
Calculation Ab initio 33�9 29�7 28�2 —f [91]

41�8 36�6 34�3 33.0g [246]
TDFT 32�5 26�1 22�9 21.1h [245]
Semiempirical 32�9 29�1 26�9 25.7 i [97]

33�8 29�3 27�3 26.2 j [91]
33�1 28�7 26�9 25.9k [243]
31�9 28�0 26�2 25.2 l [107]

Fluorescence �F 0�036m 0�90 0�85 — [148]
�F/ ns 0�09m 1�20 1�10 — [148]

Note: Fluorescence quantum yields (�F) and decay times (�F) in solution are shown.
a Obtained from experiments in solution by extrapolation to a refractive index n = 1.
b RCIS/6–311G∗.
c RCIS/3–21G.
d AM1 CAS.
e Obtained from the experimental adiabatic transition energies by addition of the equilibration energy ��exp.
f From �00 (RCIS/6–311G∗) by addition of the explicitly calculated [91] equilibration energy ��calc .
g RCIS/3–21G (direct calculation).
h Time-dependent density functional B3LYP/6–31G∗.
i AM1.
j ZINDO/S-CI, involving (2n+ 1) occupied and unoccupied molecular levels.
k ZINDO/S-CI (full configuration interaction).
l PPP.
m [278].

dialkylamino, and A, cyano, carbonyl, nitro groups) [44] or
in the vinylene units (1,1′ positions with D, dibutylamino, A,
cyano) [45].
The substitution pattern was widely varied, especially

on para-distyrylbenzene (2PV), including ring substitutions
(Tables 5, 6) with alkyl [13, 26, 36, 39, 46–49], alkoxy [16,
26, 36–38, 43, 49–53], cyano [36, 49, 54–57], amino [34, 49,
58], nitro [26, 49], fluoro [59–61], bromo [49], carbonyl [62],
carboxyl [49], sulfonyl [53], and silyl groups [63, 64] or push–
pull systems [44, 53], as well as substitutions in the vinylene
unit (Tables 7, 8) with sulfonyl [50, 65, 66] or cyano groups
[48, 50, 66–71]. A systematic variation of cyanosubstitution
was also performed on 4PV (Table 9) [72–75]. Thus, dif-
ferent substitution patterns with mesomeric (±M) and/or
inductive (±I) groups, but also with varying sterical require-
ments, are now available. Recently, general procedures of
OPV syntheses were reviewed [14].

2.2. Molecular Structure

According to X-ray studies on trans-stilbene (1PV) [76–79],
2PV [80], and 4PV [17], the unsubstituted OPVs are only
slightly twisted, with torsional angles around the C1–C2 sin-
gle bonds (Fig. 1) of � ≈ 5�. A perfect planar structure (C2h
symmetry) of 1PV is found in the gas phase at low tem-
peratures according to jet-cooled spectra [81–84]. The C2h
symmetry is also predicted by density functional (B3LYP) [8,
85–88] and semiempirical PM3 [89–92] quantum chemical
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Table 2. Absorption maxima (
max), oscillator strengths (f ), fluorescence subbands (
1� 
2), fluorescence quantum yields
(�F), fluorescence decay times (�F), and radiative rate constant (kF) of t-butyl-substituted oligophenylenevinylene BnPVs
in solution (dichloromethane) at T = 293 K. [175].

n–1 Absorption Fluorescence


max/nm f 
1� 
2/nm �F �F/ns kF/109 s−1

B1PV 316 0�53 344, 361 0�10 — —
B2PV 360 0�89 397, 419 0�86 1�10 0�78
B3PV 387 1�21 428, 456 0�82 1�06 0�77
B4PV 403 1�60 448, 478 0�75 0�97 0�77
B5PV 410 1�80 459, 490 0�71 0�73 0�97
B6PV 417 1�88 464, 495 0�71 0�65 1�09

Table 3. Absorption maxima (
max), extinction coefficient (�), fluorescence maxima (
1� 
2), fluorescence quantum yields
(�F), fluorescence decay times (�F), and radiative rate constant (kF) of propyloxy-substituted oligophenylenevinylene
nPOPVs in solution at T = 293 K.

H7C3O

OC3H7

H7C3O

OC3H7

n

Absorptiona Fluorescenceb


max/nm �max/103 lmol−1 cm−1 
1� 
2/nm �F �F/ns kF/109 s−1

[37] [37] [283] [283] [283] [283]

1POPV 354 17 (408), 425 0�45 1�89 0�23
2POPV 401 41 460, 486 0�82 1�60 0�51
3POPV 431 59 500, 529 0�94 1�72 0�55
4POPV 450 85 522, 555 0�70 1�10 0�64
6POPV 466 117 543, 580 0�43 0�62 0�70
8POPV 475 146 549, 586 0�48 0�62 0�77
11POPV 481 196 551, 590 0�48 0�64 0�75

a In chloroform.
b In dichloromethane.

Table 4. Absorption maxima (
max), extinction coefficient (�), fluorescence maxima (
1� 
2), fluorescence quantum yields
(�F), fluorescence decay times (�F), and radiative rate constant (kF) of methylbutoxy-substituted oligophenylenevinylene
nBOPVs in chloroform at T = 293 K [173].

O

O

O

O

Me
Me n

Absorption Fluorescence


max/nm �max/103 lmol−1 cm−1 
max/nm �F �F/ns kF/109 s−1

1BOPV 357 21 409 — — —
2BOPV 407 44 466 0�62 1�70 0�37
3BOPV 437 68 502 0�76 1�32 0�58
4BOPV 454 88 523 0�49 0�73 0�67
5BOPV 464 107 534 0�41 0�52 0�80
6BOPV 475 142 541 0�25 0�45 0�55
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Table 5. Absorption maxima (
max), extinction coefficient (�), fluorescence maxima (
max), fluorescence quantum yields (�F), fluorescence decay
times (�F), two-photon excitation maximum (
tpamax), and two-photon absorption cross section (�) of substituted distyrylbenzenes in toluene at T =
293 K.

X

X

N
R′

R′
N

RR

R

R′′

R′′

R

One-photon absorption Fluorescence Two-photon absorption

R R′ R′′ X 
max/nm �max/103 lmol−1 cm−1 
max/nm �F �F/ns 

tpa
max/nm �/10−50 cm4/s/photon Ref.

n-Butyl H H H 410 74 455 0�88 1�35a 730 955 [270, 268]
n-Butyl F F H 430 77 456 0�58 0�79 760 1400 [271]
n-Butyl OMe H H 428 67 480 0�88 1�38a 730 900 [268, 34]
n-Butyl SO2C3H7 H H 439 43 528 0�31 1�01 816 4100 [271]
n-Butyl CN H H 490 66 536 0�69 1�30 830 1750 [270]
Phenyl CN H H 475 66 528 0�87 1�46 830 1640 [270]
n-Butyl H H CN 438 54 504 0�003 <0�015 790 890 [270]

a In acetonitrile.

Table 6. Absorption maxima (
max), fluorescence maxima (
max), fluorescence quantum yields (�F), and fluorescence
decay times (�F) of distyrylbenzene (2PV) derivates with substituents in the phenylene moieties.

R

R

R′′

R′′

R′′

R′

R′

R′

Absorption Fluorescence

R R′ R′′ 
max/nm 
max/nma �F �F/ns Solvent Ref.

H H H 355 388, 410 0.90 1.29 Dioxane [48]
OC8H17 H H 387 440 0.83 1.74 Dioxane [48]
OC8H17 Ph H 405 460 0.90 1.35 Dioxane [48]
OC8H17 OPh H 392 444 0.91 1.49 Dioxane [48]
OC8H17 COPh H 415 487 0.70 1.52 Dioxane [48]
OCH3 NPh2 H 425 480 0.75 1.26 Dioxane [48]
OCH3 H OCH3 393 446, 470 0.92 1.55 C6H12 [69]

Note: Data in solution are shown.
aFor structured spectra the spectral positions of the two high energetic subbands are given.

Table 7. Absorption maxima (
max), fluorescence maxima (
max), fluorescence quantum yields (�F), and fluorescence decay times (�F) of distyryl-
benzene (2PV) derivates with substituents in the vinylene moieties.

X

X
Y

Y

R′

R′′
R

R
R′

R′′

R′′′

R′′′

Absorption Fluorescence

Type R R′ R′′ R′′′ X Y 
max/nm 
max/nma �F �F/ns Solvent Ref.

A OC3H7 H H H CN H 425 489 — — CHCl3 [50]
OC8H17 H H H CN H 422 512 0.36 2�90 Dioxane [48, 284]
OC8H17 OPh H H CN H 428 511 0.49 2�23 Dioxane [48, 284]

B OCH3 H OCH3 H CN H 408 478 0.06 0�3 �25%� C6H12 [69]
1�0 �75%�

OCH3 H OCH3 H H CN 410 445, 475 0.10 0�2 �12%� CH2Cl2 [69]
0�9 �88%�

C C6H13 H H H CN H 375 435, 458 0.002 <0�01 CH2Cl2 [146]
∼0�5–0.8 1�5 EPA, 77 K

C6H13 H H H H CN 304 410 0.001 — CH2Cl2 [237]
C6H13 H C6H13 C6H13 CN H 325 441 0.003 — CH2Cl2 [146]

Note: Data in solution are shown.
aFor structured spectra the spectral positions of the two high energetic subbands are given.
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Table 8. Fluorescence properties of (substituted) distyrylbenzenes (2PV) in solution, thin films, and nanoparticles (NP): fluorescence maxima (
max;
u�s�, unstructured), quantum yields (�F), decay times (�F, n�e�, nonexponential), natural lifetimes (�0F), and fluorescence anisotropy (rF).

X

X

Y

Y

R

R

R′

R′

p

op

m o

m

R R′ X Y State 
max/nm �F �F/ns �0F/ns rF Remarks Ref.

H H H H Solution 388, 409 0.92 1.2 1.3 [54]
Film/NP 293 K (415), 441 0.05–0.1 2.5 (n.e.) ∼30 0�25 H aggregates [54]
15 K (421), 448 0.3–0.5 9–12 (n.e.)

Hex H H H Solution 403, 424 0.82 1.1 1.3 [54]
Film 417, 440 0.18 0.4 2.2 0�30 J aggregates [54]

HexO H H H Solution 446, 467 0.66 1.6 2.4 [237]
Film 583 u.s. ∼0.15 21 (n.e.) ∼140 0�00 Excimer emission [54, 57]

HexO H H CN Solution 497 u.s. — 0.9 — [237]
Film 478 u.s. — 2.2 (n.e.) — — [237]

HexO H CN H Solution 520 u.s. 0.32 2.1 6.6 [237]
Film 622 u.s. ∼0.3 30 (n.e.) ∼100 — Excimer emission [237]

HexO o-CN H H Solution 487 u.s. 0.65 2.0 3.1 [57]
Film 580 u.s. 0.03–0.06 9.5 ∼200 0�01 Excimer emission [54, 57]

HexO m-CN H H Solution 460 u.s. 0.72 1.9 2.6 [57]
Film 576 u.s. 0.04–0.08 2.3 ∼40 0�25 Excimer emission [54, 57]

HexO p-CN H H Solution 500 u.s. 0.81 1.8 2.2 [57]
Film 482, 514 0.7–0.8 0.5–1.0 ∼1 0�20 J aggregates [54]

H p-CN H H Solution 409, 433 0.80 1.2 1.5 [55]
NP (methanol/H2O) (430), 460 0.2 1.3 6.5 0�30 H aggregates [319]
Film, fast deposited 436, 463 ∼0.2 ∼0.3 (n.e.) ∼1�5 0�30 J aggregates [55]
Film, annealed 560 u.s. 0.4–0.5 12 (n.e.) ∼30 — Excimer emission [55]
NP (dioxane/H2O) 560 u.s. 0.4 20 (n.e.) ∼50 0�23 Excimer emission [319]

Table 9. Fluorescence properties of (substituted) distyryl(distyrylbenzene)s (4PV) in solution, thin films, nanoparticles (NP), and single crystals:
fluorescence maxima (
max; u.s., unstructured), quantum yields (�F), and decay times (�F, mono- or biexponential fits).

X

X
Y

Y

R′

R

Name R R′ X Y State 
max/nm �F �F/ns Remarks Ref.

4PV H H H H Solution 440, 471 — — [91]
NP (483), 515 ∼0�1 — H aggregates [174]

MEH-4PV EtHexOa MetO H H Solution 480, 510 — 0.65 [152, 154, 155]
Film (500), 530 0.15 1.2 [153, 320]

Oct-4PV Oct H H H Solution 455, 485 0.85–0.9 — [305]
Film 505, 533 — — [303]

OctO-4PV OctO H H H Solution 483, 515 0.7–0.9 ∼1.0 [25, 305]
Film, as deposited 529 0.5 1.1 J aggregates [24, 306]
Film, annealed 539 0.7 1.7 [24, 306]
Single crystal 539, (563) 0.5 1.0 Cofacial x,z-shifted [306]

OctO-4PV-CNo OctO H CN H Solution 537, (570) 0.7–0.9 1.4 [25, 110, 275]
Film, as deposited 595, (620) 0.4 1.4, 7.0 [306, 110]
Film, annealed 615 u.s. 0.6 3.4, 8.0 Excimer emission [306]
Single crystal 630 u.s. 0.5 8.0 Cofacial z-shifted [110, 306]

OctO-4PV-CNi OctO H H CN Solution 510 u.s. 0.04 0.08 [25]
Single crystal 560, 593 0.4 2.2 Cofacial x,z-shifted [306]

a EtHexO is 2-ethyl-hexyloxy.
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calculations on 1PV. Ab initio Hartree–Fock (HF) [86, 87,
92–95] and semiempirical AM1 [89, 90, 92, 93, 96, 97] cal-
culations yield a slightly nonplanar structure (C2 symme-
try) of 1PV; however, the ring-torsional potential is very flat
for � < 30�. The bond lengths and angles of the nPVs, as
determined by X-ray measurements [17, 76–80], are quite
well reproduced by theory, resulting in pronounced bond
alterations in the vinylene units [8–10, 87–94, 98–103]. In
the gas phase at higher temperatures, the average geo-
metrical structure, according to electron diffraction [104]
and photoelectron studies [105, 106] of 1PV, is nonpla-
nar, due to the low torsional barrier for rotations around
the ethenyl–phenyl (C1–C2) single bonds [8, 85, 89–93,
95–97, 107].
Deviations from planarity in the solid state are observed

in several substituted OPVs. According to quantum chemical
calculations [69, 92, 93], the deviations from planarity
depend sensitively on the kind and positions of substituents
[93]. However, the torsional angles in most of the reported
X-ray structures [17, 47, 60, 73, 74, 80, 108–114] do not
exceed 11�–18�. Larger deviations from planarity are found
for 2PV derivatives with cyanosubstituents in the vinylene
moiety and additional alkyl substituents at the central phenyl
ring (see Tables 7–9) [68].

2.3. Bridged Oligophenylenevinylenes

Oligophenylenevinylenes with defined mutual geometric
alignment are represented by (i) hydrogen-bonded OPV
pairs, introduced by Meijer and co-workers [115–117], and
by (ii) covalently linked oligomers, which were synthesized
by Schenk et al. [13], Anger et al. [11], Rau and Wald-
ner [12], Bazan [118–129], and Song et al. [130–133]. The
covalently linked OPVs cover dimeric stilbenoid cyclophanes
with partial �–� overlap and different intermolecular orien-
tations [13, 118–125, 134] (Fig. 2), stilbenophanes with per-
fect face-to-face alignment [11, 12, 135] (Fig. 2), tetrameric
systems with tetrahedral OPV orientation [126–128, 136]
(Fig. 3), and dendrimers [128, 136–141]. Dimeric OPVs were
also prepared by Lewis and Letsinger using 1:1 mixtures
of complementary oligonucleotides containing stilbene units
[142–145].

2.4. Condensed Phases

Films of OPVs were prepared by vapor deposition from high
vacuum [20, 28, 74, 146–155], by spin or drop coating from
solution [21, 23, 156–158], and by the Langmuir–Blodgett
technique [131, 159–170]. Nanoparticles were obtained by
fast precipitation from solutions of the oligomers by addi-
tion of a poor solvent (i.e., water) and measured in sus-
pension [38, 54, 116, 146, 148, 170–178]. The size of the
nanoparticles (20–500 nm) can be controlled by the prepara-
tion conditions (concentration, solvent, temperature, mixing
ratio). Nanoparticles were also prepared by cooling satu-
rated solutions of the OPVs [62, 179–182]. General proce-
dures for nanoparticle preparation were reviewed recently
[183, 184]. Single crystals were grown from solution [60, 61,
68, 75–78, 108–112, 163, 185], melt [186], and gas phase
[31, 79, 187, 188].
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Figure 2. Structures of stilbenoid cyclophanes.

Host–guest compounds (HGCs), where the OPVs are
incorporated in an inert host material such as  -cyclodextrin
[189] or channel-forming perhydrotriphenylene (PHTP) [55,
190, 191], were prepared by cocrystallization from solution.
The cavities of the cyclodextrin HGCs permit the inclusion
of cofacially oriented stilbene pairs. PHTP HGCs open the
opportunity to investigate specific “head-to-tail” interactions
of the oligomers.

R

R

R

R
R

R

R R

R = t-butyl-2PV [126–128] R = t-butyl-2PV [126, 128]

R = alkoxy-2PV [128]

AdR4 CR4

Figure 3. Structures of tetrahedral oligophenylenevinylenes.
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3. OPTICAL AND PHOTOPHYSICAL
PROPERTIES IN SOLUTION

3.1. Absorption and Fluorescence Spectra

At low temperatures (T < 20 K), the S0 → S1 absorption
and S1 → S0 fluorescence spectra of 1PV [192] and the
longer oligomers [91] show very small 0–0 bandgaps and
the spectra are almost mirror symmetrical (Fig. 4). Thus,
the frequencies and nuclear displacements of the totally
symmetrical ag vibrational modes which couple to the elec-
tronic transition must be very similar in S0 and S1, in agree-
ment with ab initio quantum chemical calculations [91].
Detailed vibrational analyses of the electronic spectra were
carried out on (substituted) trans-stilbenes under collision-
free conditions [81–84, 193–196]. The fine structures of the
experimental spectra are dominated by the progressions
and combinations of a few prominent modes, which also
becomes evident for the longer oligomers in solid solution

2PV
a) experiment

(T = 15 K)

fl
uo

re
sc

en
ce
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te
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ity
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b) calculated
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Figure 4. Fluorescence emission (left) and excitation (right) spectra of
distyrylbenzene (2PV). (a) Experimental spectra in tetradecane at T =
15 K. (b) Calculated low temperature spectra (HF/RCIS 6–311G∗) [91].
(c) Experimental spectra in dioxane at T = 293 K. (d) Simulated spec-
tra, obtained by convolution of the experimental low temperature spec-
tra with a Gaussian and an exponential distribution [91].

[91, 118, 179, 197, 198]. Theoretical calculations, obtained by
a Franck–Condon approach [85, 91, 99, 100, 199, 200] from
ab initio quantum chemical calculations, demonstrate that
the nuclear displacements of the prominent modes essen-
tially coincide with the geometrical changes upon the elec-
tronic transition. Among these modes, the low-frequency
longitudinal in-plane deformation mode (� = 204 cm−1 for
1PV [193]) strongly decreases with n, resulting in � → 0 for
n → � [91], whereas the vinylene C1–C′

1 stretching mode
around 1650 cm−1 [201–208] decreases only very little with
n [96, 209–211]. The optical spectra of the nPVs were cal-
culated at different levels of theory for 1PV [85, 99, 100,
212] and the longer oligomers [91, 200, 213], and good
agreement with the experiment was obtained at the ab initio
HF/restricted configuration interaction singles (RCIS) 6–
311G∗ level, including the progressions and combinations of
the complete sets of ag modes (Fig. 4).
With increasing temperature, the mirror symmetry of

absorption and fluorescence is lost and a 0–0 bandgap opens,
which extends to 200 cm−1 at 77 K [173, 175, 214] and to
1000 cm−1 at room temperature (Fig. 4). The room tem-
perature fluorescence spectra still exhibit distinct vibronic
structure, whereas the absorption spectra are only slightly
structured and asymmetrically shifted to the blue [91, 96,
146, 210, 214–219] (see Fig. 4). The differences in the spec-
tral characteristics of fluorescence and absorption are due
to the different torsional barriers of the ground and excited
state structures. Compared to the S0 state, the C1–C2 bond is
rigidified in the S1 state [8, 9, 89–91, 95, 100–103, 220], lead-
ing to a steeper potential of the torsional modes [8, 90, 91,
97, 212]. The torsional barrier can be investigated in the gas
phase, where the low-frequency torsional mode of 1PV was
determined to � = 8 cm−1 in the S0 state and � = 48 cm−1 in
the S1 state [81]. Therefore, the room temperature absorp-
tion spectra arise from superimposed transitions of different
nonplanar conformers of the molecules [91, 96, 146, 215,
216, 221], and the total band shapes are well described by a
combination of a Gaussian-shaped and an exponential con-
volution of the low temperature spectra (Fig. 4). The Gaus-
sian part accounts for inhomogeneities of the environment,
and the exponential part accounts for the increase in the tor-
sional potential in S1 against S0 [212]. Since the potential in
S1 is high against the thermal energy, the room temperature
fluorescence spectra can be exclusively fitted by the Gaus-
sian contribution to line broadening. In rigid environments,
where the potential in S0 is also high against the thermal
energy, the absorption spectrum can also be reasonably fit-
ted by a Gaussian convolution [178, 222].

3.2. Electronic Transition Energies

The energetic positions of the absorption spectra of the
OPVs are strongly affected by the conjugation length and
to a smaller extent also by the solvent and the tempera-
ture (Fig. 4) [36, 223] due to changes in the polarizabil-
ity of the environment [224–226]. In nonpolar solvents, the
polarizability shift becomes a linear function of the Onsager
relation [224], which allows the extrapolation to the spectral
positions in vacuo with a refractive index of nsolv = 1 [91].
The solvent red shift amounts to ��R = 2500 cm−1 com-
pared to the values in vacuo (Fig. 4); thus solvent effects
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should be considered if experimental transition energies are
compared to calculated ones. Specific solvent interactions in
polar solvents are observed for OPVs with electron with-
drawing substituents like cyano, nitro, triflyl (SO2CF3), or
fluoro groups [59, 75] and for donor–acceptor-substituted
OPVs [225–227], resulting in unstructured, red-shifted fluo-
rescence spectra and large Stokes shifts between the absorp-
tion and fluorescence maxima due to the contribution of
charge separation not only in the S1, but also in the S0 state
[228].
Vertical transition energies �vert for the S0 → S1 transi-

tion were calculated at different levels of theory for 1PV
[85, 88, 89, 99, 100, 229–233], substituted OPVs [8, 16, 55,
60, 67, 92, 119, 232–239], and the homologues series of the
nPVs [91, 97, 101, 103, 107, 218, 234, 240–251]. The lat-
ter reproduce the experimental result of an inverse chain
length dependence 1/N (with N = 3n + 2) of �vert [91, 96,
173, 216, 237, 247, 248]. However, the results obtained by
semiempirical methods depend sensitively on the number of
electron configurations considered in the calculations [89].
Time-dependent density functional (TDFT) methods tend
to underestimate the vertical transition energies (Table 1)
and to overestimate the slope of the 1/N dependence [245].
Reliable results were obtained by the ab initio RCIS/6–
311G∗ method, where the vertical transition energies were
calculated from adiabatic transition energies �00 by addition
of the equilibration energy [91] (see Table 1). In contrast,
the direct calculation of the vertical transition energies by
ab initio methods [246] yields unreasonably high values for
�vert (see Table 1). For longer oligomers (n > 4), a devi-
ation from the linear 1/N dependence is observed both
experimentally [27, 37, 173, 175] and theoretically [234, 246,
247], which results in a faster convergence for n → �.
The experimental transition energies can be reasonably fit-
ted by empirical functions [44, 246], within the extended
Hückel Molecular Orbital [252] and free electron gas model
[253] including bond alternation, Simpson’s exciton model
[254], or the classical oscillator approach by Kuhn [255]. The
extrapolation to idealized PPV yields �00 ≈ 20,300 cm−1 in
solution (23,400 cm−1 in vacuo). The equilibration energy
for PPV was calculated to �vert − �00 ≈ 1750 cm−1 [91].
The introduction of substituents in the terminal phenyl

rings with +M effect (e.g., alkoxy [16, 215, 223, 256] or
amino [34, 49, 58] groups), −M effect (e.g., carbonyl [62]
or cyano [36, 49, 54–57] groups), or +I effect (e.g., alkyl
groups [39, 96, 107, 175, 216, 218, 223, 257, 258]) shifts the
S0 → S1 transitions slightly to lower energies. The additional
introduction of alkoxy substituents [18, 38, 43, 48, 51, 69,
173, 234, 237] in the central phenyl rings (nPOPVs, Table 3,
nBOPVs, Table 4) leads to a splitting of the low energetic
absorption band with a systematic bathochromic shift of the
S0 → S1 transition compared to that of the nPVs. According
to quantum chemical calculations, this effect is ascribed to
the interaction between carbon and oxygen � orbitals, desta-
bilizing the highest occupied molecular orbital (HOMO)
more strongly than the lowest unoccupied molecular orbital
(LUMO) [238, 259]. In addition, a blue-shifted “RO band”
appears, due to strong configuration interactions between
the HOMO and phenyl orbital branches [234]. Extrapo-
lation of the nBOPV spectral positions to n → � yields

�00 ≈ 17,600 cm−1 for the idealized polymer (experimentally:
�00(BOPPV) = 18,100 cm−1 [260]). The fluorescence and
absorption spectra of OPVs with cyanosubstituents in the
vinylene unit are strongly red-shifted against the unsubsti-
tuted ones (Tables 7–9), in agreement with quantum chem-
ical calculations [238, 259, 261]. Terminal donor–acceptor
substitution of 1PV, for example, 4-(dialkylamino)-4′-nitro-
stilbene [122, 225–227], causes a large bathochromic shift
in the transition energies due to the intramolecular charge
transfer (CT) character of the transition. These results
are also well reproduced by quantum chemical calculations
[239, 247]. With increasing chain length n, the extent of
the CT character decreases [44, 239, 247]. Thus, for some
donor–acceptor-substituted homologous series, the decrease
in the CT character overcompensates the bathochromic shift
induced by the increase in n, thus causing a hypsochromic
shift with n [44].
According to polarized absorption [262] and fluorescence

studies [148, 263, 264] in stretched polyethylene films and to
the rotational resolved fluorescence excitation spectrum of
1PV under collision-free conditions [84], the S0 → S1 transi-
tion moment # of the nPVs is oriented approximately par-
allel to the long geometrical axes of the molecules (defined
as the distance between the terminal carbon atoms d%�%′).
The experimental results are supported by quantum chem-
ical calculations, [9, 218, 229, 265, 266], yielding for 2PV
an angle of approximately 8� between d%�%′ and # [266].
The oscillator strengths increase roughly linearly with the
chain length (Tables 2–4). The energetic positions, orienta-
tions, and oscillator strengths of the higher S0 → Sn tran-
sitions of the OPVs were assigned by polarized absorption
spectroscopy on 1PV [262, 263] and fluorescence excitation
measurements (1PV [265, 267], BnPVs [218]) and correlated
with quantum chemical calculations [9, 218, 229, 265, 272].
Two-photon absorption studies allowed the assignment of

the weak S0 → S2 transition in 1PV [267] and substituted
OPVs [270, 268] (Table 5) located about 4000 cm−1 above
the S0 → S1 transition, in qualitative agreement with quan-
tum chemical calculations [270, 97, 232, 269]. Substituted
nPV derivatives with donor–donor, donor–acceptor–donor,
and acceptor–donor–acceptor structural motifs exhibit large
two-photon absorption cross sections, � [34, 268, 270,
271], in combination with high fluorescence quantum yields
(Table 5). According to quantum chemical calculations,
the magnitude of � can be correlated with the degree
of intramolecular charge transfer from the terminal donor
groups to the � bridge [34, 268] and the calculated � values
are in reasonable agreement with the experimental ones [34,
286, 271].
Triplet T1 → Tn transitions of nPVs (n = 1 [273], n =

2 [221]) alkoxy OPVs [173, 274] and differently substi-
tuted 4PVs [275] were determined by photoinduced absorp-
tion spectroscopy and by pulse radiolysis, respectively. The
transition energies decrease with increasing chain length
[173, 257], in agreement with quantum chemical calculations
[101, 103], whereby the decrease is somewhat stronger than
the one in the S0 → S1 transition [173]. The equilibration
energies of the triplet transition decrease rapidly with chain
length n [173] in agreement with theoretical results [101].
The triplet lifetimes at T = 100 K are in the range of 3–8 ms
[173].
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3.3. Fluorescence Quantum Yields
and Decay Times

The fluorescence quantum yields �F of the parent nPVs and
their derivatives with substituents at the phenylene moieties
are fairly high (Tables 2–6) [16, 36, 48, 54, 59, 60, 66, 69,
146, 175, 237, 276, 277]. An exception is 1PV (trans-stilbene)
due to the crossing of the S1 potential surface with the S2
state in the twisted geometry, leading to efficient nonradia-
tive decay and trans–cis photoisomerization [6, 278]. Conse-
quently, �F(1PV) strongly increases in highly viscous [279]
or rigid environments [190], at low temperatures [279–281],
and in stiffed trans-stilbenes [7, 279, 282], where the flexibil-
ity of 1PV is strongly reduced. The radiative rate constants
kr for the S1 deactivation of the OPVs in solution (Tables
2–4) increase with increasing conjugation length n, saturat-
ing at k�

r = �1± 0�3�109 s−1 [146, 173]. The increase in the
nonradiative rate constant with n is even stronger, due to
the increase in torsional phonon state density with decreas-
ing S1 → S0 transition energy, leading to an overall decrease
in �F with n (Tables 2–4) [16, 173, 175, 283].
Compared to the alkyl- and alkoxy-substituted OPVs,

the fluorescence quantum yields are significantly lowered
for OPVs with cyanosubstituents in the vinylene unit.
The reduction is a sensitive function of the additional
substitution patterns (Table 7). Medium quantum yields
(�F = 0�3–0.5) are observed if the central phenyl ring of 2PV
is additionally substituted with alkoxy groups (molecules of
Type A, see Table 7) [48, 50, 284]. Further alkoxy substi-
tution at the terminal phenyl rings reduces �F to 5–10%
(Type B) [69, 146]. Finally, the oligomers become practi-
cally nonfluorescent if the central phenyl ring is substituted
with alkyl groups (Type C) [146, 237]. Fluorescence quench-
ing of these compounds is mainly a sterical effect. While
molecules of Type A are almost planar [74], the structures
of Type C molecules are far from planarity in the S0 state
[68], thus enhancing torsional induced nonradiative deacti-
vation [146]. Rigid environments enforce planarization of
the C-type molecules in the S1 state; thus �F increases by 2
orders of magnitude in EPA glass at 77 K [146] (see Table 7).

4. MODEL COMPOUNDS FOR OPV–OPV
INTERACTION STUDIES

Intermolecular interactions between OPV chromophores
and their impact on optical and photophysical properties
can be studied on model compounds, which are formed
of a small number of oligomers with defined intermolec-
ular geometrical alignment. Simple tetrameric structures
were obtained with 2PV derivatives, where the oligomers
are covalently linked via a central sp3 carbon atom or via
adamantan (Fig. 3) [126–128]. One-dimensional head-to-tail
alignments could be realized in channel-forming host–guest
compounds [55, 190, 191, 285]. Since in these structures the
OPV–OPV distances are large, the interactions between the
oligomers are only of weak dipolar character. An increase in
interactions is expected for arrangements with �–� overlap,
represented by stilbenoid cyclophane compounds [11–13,
118–124, 134] and 1:1 mixtures of complementary oligonu-
cleotides containing stilbene units [142–144].

4.1. Arrangements with Weak
Dipolar Coupling

In order to investigate specific head-to-tail interactions,
HGCs were prepared, where OPVs and their p,p′-
substituted derivatives are incorporated in the channels of
the pseudo-hexagonal host lattice of PHTP [55, 190, 191].
The intrachannel distances of the oligomers are given by the
long axis dimensions and the van der Waals distances. The
interchannel distances are in the order of ra�b ≈ 1�5 nm [190,
286], so that side-by-side interactions between the oligomers
are suppressed. The fine structures and spectral positions of
the fluorescence spectra are very similar to those observed
in solution [55, 190, 191], thus indicating only small dipo-
lar OPV–OPV interactions. The observed red shift of the
spectra ��R ≈ 700 cm−1 against solution is partly due to the
high polarizability of the host lattice, and only a portion of
��R ≈ 300 cm−1 can be attributed to OPV–OPV interactions
[55, 191]. The intermolecular excitation transfer of energy
(ET) in the HGCs was investigated by time-resolved fluores-
cence on doped systems [191]. The results were interpreted
according to the Förster-type ET mechanism, considering
homo- and heterotransfer as well as intra- and interchannel
transfer steps [191, 287].
The spectral features of the OPV tetramers in Figure 3

are also comparable with those of solutions of the monomers
[126–128]. The spectra remain structured and are red-shifted
by ��R ≈ 350 cm−1 against the monomers. This also indi-
cates that in these compounds the interactions between the
OPV units are only of weak dipolar character. However,
very fast ET is observed. The monoexponential fluorescence
anisotropy decay of AdR4 can be reasonably fitted assuming
a Förster-type energy transfer, again indicating a weak cou-
pling of the OPV units [128]. For CR4 a biexponential decay
was observed, which may suggest the presence of short-range
exchange (Dexter)-type interaction [128].

4.2. Arrangements with �–� Overlap

Stronger interactions are expected in OPV pairs with partial
�–� electron overlap of the OPV units, as in cyclophanes
[118–125]. For the “shifted” and “angled” arrangements of
the 2PV cyclophanes (structures 2a, 2b in Fig. 2), a red
shift of ��R = 1100 cm−1 against the spectra of the par-
ent monomer unit (2c in Fig. 5) is observed [119, 121]. The
intermolecular coupling is still of dipolar character, since the
vibronic features of the room temperature spectra as well
as the fluorescence quantum yields and decay times [119]
are very similar to those of the monomer. A monomer-like
emitting state was also predicted by theoretical calculations
on the basis of the collective electronic oscillator (CEO)
method [119]. However, differences between 2a and the
monomer become apparent at low temperatures. In contrast
to the monomer, well-resolved phonon lines could not be
observed in the fluorescence spectrum of 2a, probably due to
an increase in the Franck–Condon activity in low-frequency
chain deformation modes [118].
Significant changes in the optical properties are observed

if the relative extent of �–� overlap between the oligomers
is enhanced. Thus, the shifted and angled arrangements of
1PV cyclophanes [119, 134] (structures 1a, 1b in Fig. 2)
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Figure 5. Absorption and fluorescence spectra of stilbenoid cyclo-
phanes. (Top) Spectra of compounds 1a, 1b (see Fig. 2) and of the
parent monomer unit (1c). (Bottom) Spectra of compounds 2a, 2b (see
Fig. 2) and of the parent monomer unit (2c). Reprinted with permission
from [121], W. J. Oldham Jr. et al., J. Am. Chem. Soc. 120, 419 (1998).
© 1998, American Chemical Society.

both show structureless, strongly red-shifted emission bands
(Fig. 5) with low radiative rate constants [119], reminiscent
of excimer emission. According to CEO calculations the
emission of the 1PV cyclophanes occurs from a low-lying
state with a significant contribution of the through-space
delocalized paracyclophane core [119]. The main absorption
band of 1b shows a splitting of about 9700 cm−1, in good
agreement with CEO calculations, due to the “Davydov-
like” splitting of the S0 → S1 transitions of the monomer
units in the angled arrangement [119]. An equivalent expla-
nation accounts for the properties of the “crossed” 2PV
cyclophane [120, 134] (structure 3 in Fig. 2), where the �–�
overlap of the monomer units is increased against 2a and
2b, respectively.
Perfect face-to-face alignment in 1PV cyclophane dimers

was realized in the dimers 4a and 4b of Figure 2. In con-
trast to the stilbenophane 4a, which can form ZZ, ZE,
and EE isomer pairs [11] due to the flexibility of the ethyl
linkers, 4b is unable to undergo E–Z isomerization [12].
The main absorption band of 4b shows two components, an
intense one at 
1 ≈ 300 nm, slightly blue-shifted against the
monomer peak at 
 = 308 nm, and a red-shifted weak one
at 
2 ≈ 350 nm (Fig. 6). Due to the strong �–� overlap of
the stilbene units, the fluorescence mimics excimer emission
with an even stronger red-shifted emission spectrum than 1a
and 1b and a fluorescence lifetime of �F = 11 ns [12]. Similar
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Figure 6. Absorption (dots), fluorescence excitation (solid line), and
emission (dashed line) spectra of stilbenophane 4b. Reprinted with per-
mission from [12], H. Rau and I. Waldner, Phys. Chem. Chem. Phys. 4,
1776 (2002). © 2002, Royal Society of Chemistry.

features are also observed for 1:1 mixtures of complemen-
tary oligonucleotides containing stilbene units [142–144] and
ternary complexes of 1PV/ -cyclodextrin/cyclohexane [189].
The electronic properties of cofacial nPV dimers were

theoretically treated by Cornil [242, 288–290] and by Tretiak
and Mukamel [291] and Tretiak et al. [292] as a function
of the interchain distance. For large interchain separations
(d � 5 Å), a symmetrical splitting of the first single chain
transition into a dipole allowed higher energetic components
and a forbidden lower one was calculated (H-type interac-
tion), in agreement with Kasha’s molecular exciton model
[293, 294]. The excitation energy is still localized on a sin-
gle chain. Below a critical distance of d ≈ 5 Å the splitting
becomes unsymmetrical due to second-order perturbations,
inducing an additional stabilization of the both states [242].
The lower state is delocalized over both chromophores,
whereas the upper state has small interchromophore coher-
ence [292]. The splitting tends to decrease nonlinearly with
the chain length of the oligomers [242, 288, 295–297], in
contrast to the predictions of the molecular exciton model,
which states that there is an increase with chain length [293].
The splitting for a cofacial 1PV dimer [242] at a distance of
d = 3�5 Å, which roughly corresponds to the average inter-
chromophore distance in 4b [298], is �� = 5800 cm−1 at
the INDO/S-CI level, in reasonable agreement with exper-
iments (see Fig. 6). Analogous to considerations on 2,2′-
paracyclophane [299], the symmetrically forbidden lower
excited electronic Bg state in 4b may borrow intensity from
the higher Bu state via an au vibrational mode. The weakly
allowed Bg state is responsible for the low radiative rate con-
stant of 4b. The large red shift of the fluorescence spectra
of 1a and 1b and particularly 4b is mainly due to strong
intermolecular vibronic coupling between the chromophore
units: Quantum chemical calculations of 2,2′-paracyclophane
[300] and 4b [298] predict a strong decrease in the interring
distance after S0 → S1 excitation, which results in extremely
high Franck–Condon activity of interring breathing modes
[298].
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5. OPTICAL AND PHOTOPHYSICAL
PROPERTIES IN THE SOLID STATE

The optical and photophysical properties of OPVs in the
solid state are extensively studied on vapor-deposited (VD)
films. Many experimental data are available on the absorp-
tion and fluorescence spectra [20–22, 28, 51, 54, 55, 67, 110,
146–149, 153, 158, 237, 258, 301–304], fluorescence quan-
tum yields [22, 54, 55, 237], and fluorescence decay kinet-
ics [22, 54, 55, 110, 158, 237, 258]. However, in only a few
cases were the geometrical arrangements of the oligomers
in the films determined by atomic force microscopy [149]
or by polarized absorption studies [148, 159, 169, 301]; thus
structure–property correlations are often missing. On the
other hand, the structures of several single crystals have
been determined by X-ray measurements [17, 25, 47, 60, 61,
68, 73–80, 108–114, 163, 185, 305, 306], and in some sam-
ples the fluorescence properties were also investigated [80,
110, 163, 185–188, 306]. VD films, formed from the same
molecules as the corresponding single crystals, are expected
to form similar structures, but substrate-induced orientation
effects and the formation of meta-stable phases cannot be
excluded.
The model compounds of Section 4 demonstrated how

the optical and photophysical properties of the individual
molecules are changed by specific intermolecular electronic
interactions and vibrational coupling. Similar interactions
are expected in the solid state structures, but the exten-
sion to three dimensions will induce an increase in the total
intermolecular coupling strength. Moreover, the photophys-
ical properties in the solid state are influenced by addi-
tional effects, such as exciton diffusion, structural defects,
and chemical impurities. However, most of the spectral char-
acteristics in OPV condensed phases can be explained by
(short-range) molecular ordering. A schematic matrix rep-
resentation of nearest neighbor arrangements is given in
Figure 7.

5.1. Unsubstituted Oligomers

5.1.1. Structure
In 4PV single crystals the molecules are oriented with their
long axes parallel to each other, where the short axes of
adjacent molecules are arranged in a T-shaped manner
(Fig. 7.21) with a short-axis inclination angle of ( ≈ 71� [17].
The T-shaped short-axis arrangement of adjacent molecules
is also found for 2PV [80]. The corresponding “herringbone”
arrangement is also predicted for 7PV by force field cal-
culations [307]. A different packing was observed for 1PV
single crystals [76–79]. The unit cell contains two molecules
that are oriented with their long axes almost perpendicu-
lar to each other. Nearest neighbor molecules are cofacially
arranged with a slight shift in the x,z plane (Fig. 7.23).
On the other hand, T-shaped arrangements are also

assumed for small aggregates of phospholipids with 1PV
substituents [130–133]. The “unit” aggregate consists of a
chiral tetramer “pinwheel,” as determined by induced cir-
cular dichroism spectra [131, 133]. Analogous structures are
assumed in self-organized nanoparticles [146, 148, 174–179]
or VD films [20, 21, 28, 51, 146–148, 301] of unsubstituted
nPVs (n = 2–4) as well as in Langmuir–Blodgett (LB) films
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Figure 7. Schematic matrix representation of simple unit cells of
oligophenylenevinylenes in the solid state.

of terminal-substituted nPVs (n = 1 [131, 159–164], 2 [165–
169]), since the spectral and photophysical features are very
similar for all of these systems. Especially, both LB [159,
169] and VD films [148, 301] exhibit strong optical linear
dichroism, indicating a preferential parallel alignment of the
transition dipole moments.

5.1.2. Absorption Spectra
The absorption characteristics can be well studied in systems
with low optical density, such as VD films (film thickness
<50 nm), small nanoparticles ( < 100 nm), or LB films. In
thick films [21, 28, 51, 301, 308] or micro [51, 174, 309] or
single crystals [80] the increase in the optical density masks
most of the spectral characteristics by saturation effects.
The absorption spectra of thin VD films and nanoparticles

of unsubstituted nPVs consist of some weak bands (A1, A2)
followed by the main maximum (H band, e.g., for 2PV [175]
see Fig. 8), which is blue-shifted by �� ≈ 6000 cm−1 against
the monomer spectrum. The blue shift is a consequence of
exciton coupling of the transition dipole moments (H-type
aggregation). According to the theoretical treatment by
Spano [266, 310–314], the weak low energy peaks (A1, A2) of
the spectrum are ascribed to vibrationally dressed excitons
in pinwheels [266, 312] which may be present in the inhomo-
geneous distribution of different aggregate sizes [266]. The
“noninteracting domains model” [313], which accounts for
the distribution of molecular transition frequencies caused
by disorder, reproduces the fine structure of the spectrum.
The deviation from perfect parallel alignment of the transi-
tion dipoles was determined from the decrease in the time-
resolved fluorescence anisotropy from the initial value rF�0 =
0�4 to the steady-state value of rF = 0�2–0.3 [146, 148, 175–
178], which yields a mean deviation angle of ) ≈ 30� between
the emitting species and the originally excited absorber. The
forbidden lower exciton state (J band) is seen as a very weak
shoulder at the low energy side of the spectrum [146, 313],
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Figure 8. Fluorescence emission (left) and excitation (right) spectra of
(substituted) distyrylbenzene (2PV) nanoparticles (solid lines) and spec-
tra in solution (dashed lines).

where the energetic position in 2PV nanoparticles coin-
cides well with the electronic origin (�00 = 23�900 cm−1)
observed in single crystals of 2PV [188]. The �00 position
is red shifted against solution by ��R = 1800 cm−1 and
against vacuum by ��R = 3800 cm−1 due to the high opti-
cal polarizability of the solid samples in the direction of the
long molecular axes. The anisotropic polarizability of 2PV
nanoparticles was demonstrated by polarized light scattering
measurements [176] and the spectral positions of the sensi-
tized fluorescence of dopants [178].

5.1.3. Fluorescence Properties
The room temperature steady-state fluorescence spectra of
the unsubstituted nPVs are very similar for VD films, LB
films, and nanoparticles, whereas in thick films and micro-
crystals the high energy side of the emission spectra is sup-
pressed by reabsorption [80, 146, 187]. The spectra reveal
some vibronic structure (progression Fi, see Fig. 8) where
the energy spacing of the subbands resembles the one in
solution. Cooling of the films and nanoparticles does not sig-
nificantly enhance the vibrational resolution of the spectra,
which is due to the spatial inhomogeneity of these systems.
Rich vibronic fine structure of the spectra was observed in

2PV single crystals [188] at low temperatures, clearly demon-
strating that the vibronic progressions and intercombinations
are very similar to those observed in the spectra of the
isolated molecules. Thus the contribution of intermolecu-
lar vibrational modes is small. However, the electronic ori-
gins as well as the F1 features (Fig. 8) are only of very
weak intensity, in significant contrast to the solution spectra.
According to the theoretical investigations by Spano [310–
314] and Meskers et al. [158], this effect is ascribed to elec-
tronic interactions in the medium coupling regime. In the
nanoparticles, the F1 band shows varying intensities [174],
which are caused by distributions of zero-order excited state
energies [158] and/or distributions of interchain interactions
[158, 310–314] due to (point) defects [312, 313]. The fluores-
cence lifetimes (2PV: �F ≈ 2�5 ns, Table 8) are considerably
longer than those in solution (2PV: �F = 1�2 ns), whereas
the fluorescence quantum yields are reduced from �F = 0�9
in solution to �F = 0�05–0.1 in the films and nanoparticles.
Thus the radiative rate constant kF decreases against solu-
tion by 1 order of magnitude. At T = 20 K, �F increases by
a factor of 4–5 [54, 309], similar to PPV [258, 309], reach-
ing the room temperature value of the 2PV single crystal
(�F = 0�65 [80]). The increase in �F is accompanied by an
increase in �F of the same order [54, 146, 177]; thus in a first
approximation kF is independent of temperature.
Energy migration of the S1 excitation energy in nPV films

is due to a diffusion-enhanced Förster transfer process, as
revealed from the bimolecular rate constant of S1–S1 anni-
hilation [308]. The exciton diffusion (diffusion constant D ≈
8 · 10−4 cm2 s−1) [308] allows the deactivation via intrinsic or
extrinsic traps. For 6BOPV (Table 4), which also forms H
aggregates [38, 158, 173], a distribution of disorder-induced
trap sites was deduced from time-resolved and site-selective
fluorescence spectra [158]. With increasing excitation wave-
length, the fluorescence decay becomes exponential on the
time scale of the first nanoseconds [158]. However, on longer
time scales, up to the ms regime [315], the fluorescence
decay traces of the nPVs are strongly nonexponential [146,
148, 177]. This may be due to the recombination of bounded
polaron pairs, whose generation was observed in a photoin-
duced absorption (PIA) study [308]. In this study evidence
for fission of vibrationally hot S1 states into triplet pairs
was also found, a process which additionally reduces �F.
PIA studies on alkyloxy-substituted 4PV films (MeH4PV, see
Table 9) [152–157, 316, 317] show that at low excitation den-
sities, singlet excitons are formed as the only photoexcita-
tions. At higher excitation densities, the singlet excitons are
subject to bimolecular annihilation. In contrast to unsubsti-
tuted OPV, no evidence of exciton diffusion is found [153].
An additional contribution to the PIA at high excitation den-
sities is ascribed to biexciton states that are stable in solution
but dissociate into charged pairs in thin films [154]. The dis-
sociation of singlet excitons into charged states is found to
be a common process in conjugated polymers [157].

5.1.4. Doping with Acceptor Molecules
for Electronic Excitation Transfer

Doping of the nPVs with suitable acceptor molecules, such
as longer OPVs [146, 177], oligothiophenes [178], or acenes
[186], leads to efficient energy transfer to these extrinsic
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traps, resulting in sensitized fluorescence of the dopants. At
doping ratios of xdop > 5 · 10−4 the emission is almost com-
pletely dominated by the acceptor emission [146, 177, 178].
The appropriate choice of the acceptors allows tuning of
the emission wavelength over the visible range. The accep-
tor molecules possess the same preferential orientation as
the surrounding nPV molecules, as revealed from the con-
stant fluorescence anisotropy over the whole emission range
[177, 178]. The deactivation kinetics depend strongly on the
choice of the dopant. OPVs as acceptors enhance the overall
fluorescence quantum yield of doped 2PV nanoparticles up
to �F�tot = 0�6 [146, 177]. Doping with oligothiophenes does
not change �F�tot, which is probably a consequence of the
competition between energy transfer and photoinduced elec-
tron transfer [178] from the HOMO of quinquethiophene
to the HOMO of 2PV, which is approximately 1 eV lower in
energy [150, 318]. The strong decrease in donor emission is
not accompanied by a comparable decrease in fluorescence
decay, thus indicating spatial inhomogeneities in these sys-
tems [146, 178].

5.2. Substituted Oligomers

5.2.1. t-Butyl-Substituted OPVs
Space-consuming substituents like tertiary butyl groups
(BnPVs, see Table 2) hinder the coplanar or side-by-side
alignments of adjacent molecules (Fig. 7.21, 7.22), since
now these structures are energetically less favored than, for
example, pairs with x,z-rotated axes (Fig. 7.31, 7.32). The
lack of short-range parallel intermolecular orientation was
demonstrated by the very fast complete fluorescence depo-
larization, occurring in the first ps after excitation [148, 176,
177]. Due to the different orientations of neighboring transi-
tion dipoles, the absorption spectra are very similar to those
in solution [148, 176, 177] (see Fig. 8) and no indication
of a blue-shifted H band can be observed. Also the energy
spacings and relative intensities of the Fi bands in the fluo-
rescence spectra are almost identical to the ones in solution.
The small red shift of ��R ≈ 400 cm−1 against solution is
due to the high, approximately isotropic polarizability of the
condensed material. The polarizability in the nonabsorbing
region of B2PV nanoparticles was determined as isotropic
by polarized light scattering measurements [176, 178]. The
calculated isotropic value of the refractive index is in good
agreement with the averaged value obtained from the polar-
izabilities of the constituting atoms and the one derived from
the spectral positions of the sensitized fluorescence spectra
of dopants [178]. The fluorescence quantum yields are low at
room temperature (e.g., B2PV: �F = 0�12) [148], increasing
by a factor of three at T = 20 K [258].

5.2.2. OPVs with Alkyl or Alkoxy Side Chains
Alkyl or alkoxy side chains (e.g., nPOPVs, nBOPVs,
Tables 3, 4) destabilize T-shaped arrangements (Fig. 7.21)
and favor partial �–� overlap. Thus in general cofacial
arrangements, displaced in the x,z plane (Fig. 7.12, 7.13,
7.23), are observed. The 4PV oligomer with octyloxy side
chains in the central phenyl ring (OctO-4PV, see Table 9)
[24, 25, 74, 114, 305, 306] may serve as an example: The
unit cell of the single crystal contains eight molecules, where

the conjugated backbones lie parallel to each other. Neigh-
boring molecules are oriented in a cofacial arrangement,
shifted in the x,z plane [305]. The highly anisotropic char-
acter of the cofacial arrangement becomes evident from the
high degree of fluorescence polarization [114]. The crystal
shift of the fluorescence spectrum against solution yields
��R ≈ 900 cm−1 (Table 9). This value is significantly higher
than that in isotropic solids (e.g., BnPVs) but much smaller
than that in the herringbone-arranged unsubstituted 4PV
sample (��R ≈ 1800 cm−1, see Table 9). The smaller shift
is due to the displacement of the OctO-4PV molecules in
the x,z plane, but also to the decrease in the packing den-
sity by 11% compared to 4PV [17, 306]. The displacement
gives rise to J aggregation with a well-structured, red-shifted
absorption spectrum and high fluorescence quantum yields
and decay rates [24, 306] (see Table 9). Similar considera-
tions also apply for Oct-4PV [303] (Table 9) and Hex-2PV
[54] (Fig. 8, Table 8), which all display well-structured fluo-
rescence spectra similar to the ones in solution. No evidence
for contributions of intermolecular vibrational modes to the
fluorescence spectra is found for these systems.
On the other hand, microcrystals of hexyloxy-substituted

2PV (HexO-2PV, Table 8) show excimer-like emission [54],
thus indicating a strong �–� overlap of the emitting adja-
cent molecules. The fluorescence is completely depolar-
ized, which may be due to a random distribution of small
�-stacked aggregates or to self-trapping of the excitation
energy in excimer-like states [54].

5.2.3. Cyanosubstituted OPVs
The tendency to arrange in a �-stacked structure increases
by introduction of cyanosubstituents. However, the crys-
tal structure of cyanoderivatives depends sensitively on the
substitution position. Thus cyanosubstitution at the inner
position of the central vinyl moieties of octyloxy-4PV (OctO-
4PV-CNi, see Table 9) results in a cofacial x,z-shifted
arrangement of neighboring molecules (Fig. 7.13) [73],
where the displacement between the molecules is too large
to allow intermolecular vibrational coupling. Concomitantly
the fluorescence spectrum is structured and no excimer
emission is observed [306].
On the other hand, cyanosubstitution at the outer posi-

tions of the central vinyl linkages (OctO-4PV-CNo, see
Table 9) results in a z shift of neighboring molecules
(Fig. 7.12) by one phenylene unit [306]. The �–� overlap
is now large and gives rise to high Franck–Condon activ-
ity of intermolecular vibrational modes, leading to excimer
emission with a long fluorescence decay time of 8 ns, with a
considerably high quantum yield of �F = 0�5 [306]. Excimer-
like emission spectra are also observed for most of the
cyanosubstituted 2PVs with additional hexyloxy substituents
in the central phenyl ring (Table 8) [54, 57, 237]. However, it
should be emphasized that the preparation conditions play
a crucial role in the resulting arrangement of the molecules
and hence, in the optical and photophysical properties. An
illustrative example is p,p′-dicyanosubstituted 2PV (pCN-
2PV). Depending on the preparation conditions (Table 8), H
aggregates [319], J aggregates with well-structured emission
spectra, or arrangements with excimer-like emission spectra
(Fig. 8) [55] are observed (Table 8). In all these arrange-
ments the molecules show a preferential parallel orientation
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of the long molecular axes, as revealed from the high values
of the fluorescence anisotropy, rF (see Table 8). The dif-
ferences in the absorption and fluorescence spectra of the
systems indicate that small changes in the geometrical align-
ment may induce strong changes in the optical and photo-
physical properties of the materials.
Extended �–� stacks of adjacent molecules were

observed for single crystals of various fluorosubstituted dis-
tyrylbenzenes [60] and binary cocrystals, containing pairs of
unsubstituted and fluorinated nPVs, repectively [61, 109].
Nanoparticles and VD films of these materials exhibit
H-type absorption spectra and excimer-like emission [321].
Excimer emission is also observed for single crystals of 3,5-
dichloro-trans-stilbene (Fig. 1), which also crystallizes in a
cofacial arrangement [185].

NOTE
Since the submission of the review chapter a number of new
papers in the field of oligophenylenevinylenes have been
published [322–363], which could not be included in the text,
but should be brought to the attention of the reader. Further
studies on the trans–cis photoisomerization of trans-stilbene
(1PV) were published by several authors [322–324]. Room
temperature Raman studies on 1PV suggest a distorted
structure in solution [325]. In a theoretical paper, Møller-
Plesset (MP2, MP3) calculations suggest a strictly planar
geometry of 1PV in its absolute energy minimum [326].
Several papers described the preparation and spectroscopic
characterization of new phenyl [327], alkyl [328], alkoxy
[329–331], alkoxysilyl [332], amino [333, 334], bromo [335],
and push-pull [336, 337] substituted OPVs. The effects of
conformational [338, 339] and environmental disorder [338]
on the optical properties were investigated both experimen-
tally [338] and theoretically [338, 339]. A new method for
the correlation of molecular shape and polarized lumines-
cence, examined on OPVs, was introduced in Ref. [340]. The
electronic transition energies of (substituted) OPVs were
investigated at different quantum-chemical levels of theory
[341–345], which inter alia allow the extrapolation for several
ideally conjugated substituted PPV chains [341]. Two-photon
properties of substituted OPVs were determined both exper-
imentally [346] and theoretically [347, 348]. Molecular inter-
actions in model compounds and their impact on the optical
and photophysical properties were studied in OPV dimers
with biphenyl linkage center [349], complementary oligonu-
cleotides containing 1PV units [350], tetrahedral OPV struc-
tures [351], polystyrene bearing stilbenoid side chains [352],
and supramolecular OPV ensembles [353]. Reference [354]
shows that excimer formation of substituted OPVs might
be used as strain sensors in polymer blends. Photo- [355–
358] and electroluminescence [359–362] of films formed by
substituted OPVs were investigated by a number of groups,
addressing the influence of substituents [362], crystal struc-
ture [355] and morphology of the sample [356, 360]. OPVs
have also been used as active material for energy transfer
in gelation-assisted light harvesting [363] and for photoin-
duced electron transfer in TiO2 hybrid materials [364]. Silver
nanoparticles with OPV coating may act as ultrabright two-
photon fluorescent nanobeacons [365].

GLOSSARY
Bridged oligomers Model systems of a defined number of
chromophores whose conformational degrees of freedom
are reduced by hydrogen or covalent bonds between the
chromophores. These systems can be used to understand
intermolecular interactions of adjacent molecules in the
solid state and to build up supramolecular architectures, for
example, dendrimers and helical self-organized structures.
Nanochannel-forming host–guest compounds Host–guest
compounds (HGCs), in which chromophores are incor-
porated into the channels of inorganic (e.g., zeolites,
nanoporous silica) or organic host materials (e.g., perhy-
drotriphenylene). HGCs provide ideal systems for studying
weak dipolar interactions of chromophores and open up
the opportunity to overcome the drawbacks of conventional
condensed phase device structures for organic optoelec-
tronic applications: Improved chemical stability by exclusion
of oxygen, high fluorescence quantum yields by avoiding
intermolecular aggregation, intrinsic polarization, high NLO
efficiencies, and spatially directed energy transfer.
Nanoparticles Nanoparticles of organic chromophores are
obtained by precipitation from solutions by addition of
a poor solvent. Nanoparticles allow the investigation of
substrate-free self-organized systems, easy color tuning by
chemical doping with appropriate acceptor molecules, and
preparation of optoelectronic devices.
Oligomer approach Oligomeric �-conjugated organic
molecules provide well-defined conjugation lengths com-
pared to polymers, variable substitution patterns, and
defined intermolecular orientations in the condensed
phase. Hence oligomers with variable conjugation lengths
and substituents make possible the systematic study of
the interplay of intramolecular (optical) properties and
intermolecular interactions as well as the understanding of
the properties of the polymers. These well-defined systems
permit theoretical modeling of solid state properties for
molecular engineering of optoelectronic devices.
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J. Chem. Phys. 113, 11372 (2000).

214. E. Mulazzi, A. Ripamonti, J. Wery, B. Dulieu, and S. Lefrant,
Phys. Rev. B 60, 16519 (1999).

215. Y. Ichino, J. P. Ni, Y. Ueda, and D. K. Wang, Synth. Met. 116, 223
(2001).

216. J. Cornil, D. Beljonne, C. M. Heller, I. Campbell, B. K. Laurich,
D. L. Smith, D. D. C. Bradley, K. Müllen, and J. L. Brédas, Chem.
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K. Müllen, U. Stalmach, and H. Meier, Synth. Met. 121, 1693
(2001).

235. X. Zhou, A.-M. Ren, J.-K. Feng, and X.-J. Liu, Chem. Phys. Lett.
362, 541 (2002).

236. F. Guo, Chem. Phys. Lett. 355, 89 (2002).
237. D. Oelkrug, A. Tompert, H.-J. Egelhaaf, M. Hanack, E. Steinhu-

ber, H. Meier, and U. Stalmach, Synth. Met. 83, 231 (1996).
238. J. Cornil, D. A. dos Santos, D. Beljonne, and J. L. Brédas, Synth.

Met. 99, 5604 (1995).
239. Y. Shuto, Int. J. Quantum Chem. 58, 407 (1996).
240. J. Obrzut and F. E. Karasz, J. Chem. Phys. 87, 2349 (1987).
241. J. Obrzut and F. E. Karasz, J. Chem. Phys. 87, 6178 (1987).
242. J. Cornil, D. A. dos Santos, X. Crispin, R. Silbey, and J. L. Brédas,

J. Am. Chem. Soc. 120, 1289 (1998).
243. J. Cornil, D. Beljonne, and J. L. Brédas, J. Chem. Phys. 103, 834

(1995).
244. M. Chandross, S. Mazumdar, M. Liess, P. A. Lane, Z. V. Vardeny,

M. Hamaguchi, and K. Yoshino, Phys. Rev. B 55, 1486 (1997).
245. A. Pogantsch, G. Heimel, and E. Zojer, J. Chem. Phys. 117, 5921

(2002).
246. J. B. Lagowski, J. Mol. Struct. (Theochem.) 589–590, 125 (2002).
247. W. B. Davis, M. R. Wasielewski, and M. A. Ratner, Int. J. Quan-

tum. Chem. 72, 463 (1999).
248. J. Yu, W. S. Fann, F. J. Kao, D. Y. Yang, and S. H. Lin, Synth.

Met. 66, 143 (1994).

249. W. Barford and R. J. Bursill, Synth. Met. 89, 155 (1997).
250. T. Wagenstreiter and S. Mukamel, J. Chem. Phys. 104, 7086 (1996).
251. J. L. Brédas, J. Cornil, D. Beljonne, D. A. dos Santos, and

Z. Shuai, Acc. Chem. Res. 32, 267 (1999).
252. (a) B. E. Kohler, J. Chem. Phys. 93, 5838 (1990); (b) J. E. Lennard-

Jones, Proc. R. Soc. London, Ser. A 158, 280 (1937).
253. (a) H. Kuhn, Fortschr. Chem. Org. Naturst. 16, 169 (1958);

(b) H. Kuhn, Fortschr. Chem. Org. Naturst. 17, 404 (1959).
254. W. T. Simpson, J. Am. Chem. Soc. 77, 6164 (1955).
255. W. Kuhn, Helv. Chim. Acta 31, 1780 (1948).
256. H.-K. Ryu, W. Y. Kim, K. S. Nahm, Y. B. Hahn, Y.-S. Lee, and

C. Lee, Synth. Met. 128, 21 (2002).
257. H. S. Woo, O. Lhost, S. C. Graham, D. D. C. Bradley, R. H.

Friend, C. Quattrocchi, J. L. Brédas,, R. Schenk, and K. Müllen,
Synth. Met. 59, 13 (1993).

258. C. M. Heller, I. H. Campbell, B. K. Laurich, D. L. Smith, D. D. C.
Bradley, P. L. Burn, J. P. Ferraris, and K. Müllen, Phys. Rev. B 54,
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1. INTRODUCTION
Ordered mesoporous materials are a subgroup of, or even
prototypes, for so-called nanoporous materials. It is, there-
fore, necessary to give some comments on (nano)porous
materials in general.

The most general definition of a porous material is a
continuous and solid network material filled through and
through with voids. The voids are of the order of ≈1–100 nm
in the case of nanoporous materials. A material is obviously
porous when the voids are filled with gas. However, the voids
might be filled with a liquid or even a solid. Then, some
authors prefer to label materials nanostructured instead of
using the expression nanoporous. However, for this review,
this not very exact distinction will not be made. Once a pore
can possibly be emptied without destroying the material, the
material is regarded as a porous material no matter what is
momentarily in the pores.

The general definition given above already indicates that
porous materials are actually a classical type of dispersion
known for a long time in classical colloid science [1]. This
is a solid foam. The voids show a translational repetition
in three-dimensional space, while no regularity is necessary
for a material to be termed porous. Correlating to this, the
most common way is to consider a porous material showing
gas-solid interfaces as the most dominant characteristic. This
indicates that the creation of interfaces due to nucleation
phenomena (in this case, nucleation of wholes), decreasing
interface energy, and stabilization of interfaces is of elemen-
tal importance during the formation process of nanoporous
materials [1]. Often, these factors are omitted because the
final products are stable. Indeed, they are just metastable.

This metastability is gained by the rigid character of the
void surrounding network that is covalently crosslinked in
most cases. However, it should be noticed that most of the
nanoporous materials reported in the literature or those
that are of technical high relevance are not stable by ther-
modynamic means. As soon as activation-energy boundaries
are overcome, materials start to break down. One exam-
ple should elucidate this. Porous silica, for instance, is just
metastable. As soon as temperature is raised and the melt-
ing point is reached, primary particles in the network begin
to fuse and it comes to phase separation into a nonporous
silica phase (and bulk air). Finally, at very high temper-
atures, the thermodynamic stable phase of SiO2, quartz
emerges. Control over interface energy and metastabiliza-
tion of nanodimensional wholes becomes of special impor-
tance when the task is to produce nanoporous materials.

Ordered mesoporous materials exhibit some special fea-
tures. These materials are characterized by pores of the
order of 2 nm to 50 nm, the pores have a regular shape and
a mutual correlation to each other, and the polydispersity of
the pore radius is small (≈10–20%), sometimes less.

2. PREPARATION OF ORDERED
MESOPOROUS MATERIALS

2.1. The Templating Concept

The most successful way to produce all sorts of nanoporous
materials and ordered mesoporous materials, in particular,
is the templating method as schematically shown in Figure 1.

An organic (or sometimes inorganic) compound acts as
the placeholder, what later becomes the void space in the
nanoporous material. The templating concept mainly allows
the control of the criterium of pore size but also pore shape,
obviously. At first, a suitable template structure has to be
provided (see Fig. 1a). By suitable is meant that this tem-
plate structure has to be compatible all the time with sol-
vents involved in the process and the final network materials
thoughout the whole process. In other words, the free inter-
face energy between the template structure and the network
material has to be smaller than kT, despite the huge cre-
ated interface area. Otherwise, the material can rearrange
or demix to more stable, unporous phases.
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Figure 1. Schematical representation of the approach to obtain
nanoporous materials by templating strategies. (a) shows a range of
applicable templates beginning with single molecules (1) or amphiphiles
(2), followed by assemblies of amphiphiles as micelles (3) or lyotropic
phases (4), followed by polymeric spheres (5) or assemblies of spheres
(6). These units are surrounded or bonded to the network precursor
systems in the actual templating step (b). The created pore resembles
the size, shape, and even functional characteristics of the template in
an ideal case. Finally, the template is removed. Therefore, it is possible
to tune the properties, and most importantly, the size and interconnec-
tivity of the pore and pore system in the order (1)–(6).

The template structure can have sizes on many different
length scales. The smallest pores are achieved for molecules
as templates (Fig. 1a-1). The created pores have similar
shape and size than the used molecules. The pores can
be spatially uncorrelated to each other. In this case, one
speaks about molecular imprinting [2–4]. Molecular imprint-
ing is even successful for organic materials as network
material and is, therefore, very often used for imprinting
biomolecules to a matrix for biochemical applications [2,
4–8]. Highly ordered materials with pores that have a mutual
correlation to each other are found for zeolitic materials.
The template units for zeolites are also single molecules
(primary amines and ammonium cations) and therefore,
pore size normally does not exceed 2 nm. Zeolites are micro-
porous solids.

Larger pores can be achieved by assemblies of molecules
to form templates. Here, assemblies of amphiphiles (Fig.
1a-3) are ideal due to their self-organizing properties and
their capability to lower interface energy. An amphiphilic
molecule (Fig. 1a-2) has typically one hydrophilic and one
hydrophobic part which tend to lead to microphase separa-
tion [1]. The resulting template structure are micelles or ulti-
mately lyotropic phases with different possible symmetries
(lamellar, hexagonal, or gyroid as depicted in Fig. 1a-3).
Materials with pores of the order of 2–50 nm react with
sometimes surprisingly high order. The structure of the liq-
uid crystal, the pore size, and shape are imprinted into
the solid materials. Therefore, the current review arti-
cle focuses on these template structures derived from the
amphiphilic organization of matter (underlayed in green
in Fig. 1).

Alternatively, hydrophilic polymers can be adopted as
templates which is not pursued further in this article [9–14].
Even larger pores are obtained when polymer spheres or
colloidal crystals of these spheres are used as templates [15].

In conclusion, suitable central structures as well as net-
work builders with the property of being able to surround
and cast these structures on a scale smaller than the tem-
plate, have to be available. This is of importance because
if the network building blocks are (i) too large in size
(then they create cavities by themselves just by packing
effects and are not able to cast a template structure smaller
than the cavities), and (ii) if there is a “wrong” interaction
(zero interaction or repulsion) between the network build-
ing units and the template, no casting is possible. Instead,
these two mistakes are often found in the literature when
some authors claim that their materials are ordered meso-
porous materials, just because they used a surfactant in the
recipe. Instead, phase separation (isotropic distributions of
the two phases but not mesoscopical ordering) could occur.
Therefore, a certain degree of attraction is elemental.

2.1.1. Creation of Templates Through
Amphiphilic Self-Assembly Processes

It is evident in the previous section that the formation of
the template via amphiphiles is of extraordinary relevance.
Therefore, this section briefly explains the formation of
these templates.

Special structures in water (or other selective solvents)
may emerge when molecules contain two parts in its archi-
tecture that are chemically very different. In most cases, one
part is hydrophilic (ionic, hydroxy-, or polar groups) while the
other part is hydrophobic (aliphatic, aromatic, or fluorinated
groups). Molecules with these characteristics are called
amphiphiles. Surfactants (special cases of amphiphiles) are
characterized by a relatively short hydrophilic and hydropho-
bic block. The most striking feature of amphiphiles is their
behavior at interfaces (see Fig. 2).

Due to the interface force pointing into the bulk phase
(see Fig. 2), creation of additional interface requires energy.
This force is given by the surface tension (force per length),
which is defined via the free interface energy dGi as dGi =
� dA.

Figure 2. Schematic representation of the processes leading to self-
assembly of amphiphilic molecules (the headgroup is printed in blue)
in water. In the upper part of the figure, the behavior at interfaces is
shown and how micelles and lyotropic phases are formed. The different
symmetries of lyotropic liquid crystals are graphically demonstrated.
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Due to their amphiphilic character, surfactant molecules
are enriched on the air-water interface. This creates a new
interface (the air-hydrophobic tail interface) and, conse-
quently, the interface is energetically stabilized and sur-
face tension decreases. When the concentration of the
amphiphile is increased, the interface gets more and more
enriched at the air-water interface until a monolayer of
densely packed molecules is reached. Because all of the
interface is now occupied, every additional amphiphile
molecule has to be now located in continuous liquid phase.
This state is not very favorable for the hydrophobic parts;
thus, the aggregation to micellar structures is observed,
where the hydrophobic chains are shielded from the water
by the hydrophilic head groups. The structure of micelles
is determined mainly by pure geometric factors of the
amphiphile described by the so-called packing parameter
Ns (with v = volume; l = length; a = area).

Ns =
vtail

ltailahead
(1)

For Ns up to 0.33 (wedge-shaped surfactants) spheri-
cal micelles, for 0�33 > Ns > 0�5 cylindrical micelles, and
for 0�5 > Ns > 1, planar bilayers are the most favorable
structures.

When the surfactant or amphiphile concentration is
increased more and more, more and more micelles are also
formed. A dense and ordered packing of micelles (cubic
symmetry or others) is the consequence. At some point,
the micelles come into contact with each other and fuse
together. The formation of continuous structures, so-called
lyotropic phases (liquid crystals), can be explained by this
fusion [16]. First, hexagonal structures evolve which can be
transformed at higher surfactant concentration to lamellar
assemblies. It is possible to find bicontinuous gyroid struc-
tures in the region between the hexagonal and lamellar
phases. For special amphiphile compositions, more exotic
lyotropic structures can be obtained (see Fig. 2). Because
the liquid crystals do not allow the penetration of the
hydrophilic sol–gel precursors (for instance, silicic acid) into
the continuous core of the amphiphile assembly, formation
of SiO2 in the hydrophobic domains is excluded and only
allowed in the hydrophilic domains. This creates the pores.

2.2. Categorization of Ordered
Mesoporous Materials

Directly from the range of possible amphiphilcally organized
templates, one can conclude certain criteria for ordered
mesoporous materials. First of all, the template determines
the size of the pore. If larger templates are used, larger
pores result. Although the mesopore size is defined by
the International Union of Pure and Applied Chemistry
(IUPAC) for 2–50 nm, the majority of ordered mesoporous
materials are found in the size range 3–10 nm. Secondly, the
template determines the shape of the pores and the mutual
correlation of the pores to each other. Mainly independent
from the template, as long as suitable interaction modes are
present (as described before), is the composition of the void-
surrounding network material.

2.2.1. Categorization by Dimensionality
As already expected from the possible template structures
and the templating concept, different pore dimensionalities
are possible. “Zero-dimensional” pores are obtained when
spherical templates, for instance, micelles, are used (see
Fig. 3a).

One-dimensional pores are realized for cylindrical pores
as shown in Figure 3b. Three-dimensional pore systems are
obtained when three dimensionally intertwined templates
are applied as shown in Figure 3c.

2.2.2. Categorization by Network Material
One of the highest goals in the field of nanoporous materials
is to achieve any possible chemical composition in the net-
work materials “hosting” the pores. It makes sense to divide
the materials into two categories:

1. inorganic materials
2. organic materials.

Among the inorganic materials, which is the larger group,
we will find:

1a. Inorganic oxide-type materials. This is the field of the
most commonly known ordered mesoporous: silica-,
porous titania-, porous zirconia materials.

1b. A category of its own is given for nanoporous carbon
materials. Contributed to this category are the highly
important active carbons but also some examples for
ordered mesoporous carbon materials.

1c. Other binary compounds such as sulfides, nitrides,
etc. In this category fall also the famous AlPO4 mate-
rials.

1d. There are already some examples in addition to car-
bon where just one element, for instance, a metal,
could be prepared in a nanoporous state. The most
prominent member of this class of materials is likely
to be nanoporous silicon with its luminescent proper-
ties [17, 18].

There are far fewer examples for nanoporous organic
materials as polymers, for instance [8]. Some of the known

Figure 3. TEM images demonstrating the possible shapes of pores:
(a) spherical pores, (b) cylindrical but curved pores, and (c) highly
curved, bicontinuous pores.
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examples for ordered mesoporous polymers will be discussed
in Section 4.3 and it will be explained what the limits are for
the preparations of these materials.

3. ANALYSIS OF ORDERED
MESOPOROUS MATERIALS

3.1. Gas Adsorption Methods

Gas sorption represents a widely used technique to charac-
terize micro- and mesoporous materials and also provides
porosity parameters such as pore size distributions, surface
areas, and pore volumes. In the following, a brief descrip-
tion of classical methods to analyze sorption data is followed
by an overview on recent advances in the interpretation of
sorption experiments.

In a typical sorption experiment, the uptake of gases such
as nitrogen, krypton, and CO2 is measured as a function of
relative pressures p/p0 < 1 at constant temperature. p and
p0 are the equilibrium vapor pressures of the liquid in the
pores and that of the bulk liquid, respectively. The inter-
action between the pore walls and the adsorbate is based
on physisorption (van der Waals interaction) and leads to
the formation of adsorbate layers at low p/p0. Simplistically,
the macroscopic laws of classical thermodynamics predict
that the confinement of pores with radii on the nanometer
scale leads to the condensation of gas inside the pores at a
smaller pressure than p0. In a typical sorption experiment,
the adsorbed volume is plotted versus p/p0, and this “sorp-
tion isotherm” is the superposition of different uptake mech-
anisms. At low p/p0, adsorption in micropores takes place,
which is supposed to be a process of volume filling rather
than capillary condensation [19, 20]. The isotherms of micro-
porous materials are characterized by a steep increase in the
isotherm at low p/p0, ending up in a plateau at larger p/p0.
In a mesoporous substrate, with increasing values of p/p0,
a liquid-like adsorbate film of statistical thickness t�p/p0) is
formed on the pore walls. At a certain pressure, capillary
condensation takes place filling the mesopores with liquid,
which is apparent in isotherms as a pronounced increase of
the adsorbed amount. The total pore volume (“porosity”) is
given by the overall uptake of adsorbate. Zsigmondy pro-
posed the first explanation of the capillary condensation in
a single, infinite cylindrical mesopore based on the macro-
scopic Kelvin equation:

ln
(
p

p0

)
= 2�VL

RTrm

where VL and � are the molal liquid volume and the liquid-
gas surface tension at temperature T , respectively, and rm
is the mean radius of curvature of the liquid-gas inter-
face (cylindrical for the condensation, spherical for desorp-
tion [21]). Based on the classical treatment of Cohan and
the Kelvin equation [22], the condensation of a liquid in a
nanoporous material at a certain p/p0 can be related to the
corresponding mesopore size, thus also providing a pore size
distribution (PSD). Since the condensation starts at a rel-
ative pressure p/p0, where the walls are covered by a film
of thickness t�p/p0), in the so-called modified Kelvin equa-
tion, 2/rm is replaced by f /�r − t�p/p0��, where r is the

“true” mesopore radius and f the meniscus shape factor,
which is 1 or 2 for the filling or emptying of the meso-
pore, respectively. This procedure represents the basis for
the well-known “Barrett–Joyner–Halenda (BJH)” method,
currently the most frequently used procedure to determine
PSDs [23]. The dependence t�p/p0� can be described by
the approach of Frenkel–Halsey–Hill describing the sorp-
tion on nonporous silica [24]. In addition, the pore geometry
significantly affects thermodynamic properties of confined
fluids and their adsorption behavior [25, 26]. The confine-
ment is stronger in spherical pores compared to cylindrical
pores of the same diameter leading to a shift of the cap-
illary condensation to lower p/p0; therefore the aforemen-
tioned procedures are restricted to cylindrical pores [27].
The progress in synthesizing ordered mesoporous materi-
als (see Section 4) with well-defined pore morphologies in
terms of uniform mesopore sizes and pore shapes allowed
the testing, optimization, and further development of these
classical approaches [28–30].

Furthermore, widely used methods to determine struc-
tural parameters are comparative plots such as the t-plot
and �-plot methods [19, 31, 32]. Typically, the amount
adsorbed on the porous solid under study is plotted as a
function of the amount adsorbed on an ideally nonporous
reference solid with similar surface characteristics, providing
parameters such as the overall pore volume, specific sur-
face area, and micropore volumes. This procedure has been
used to determine microporosity in ordered mesoporous sil-
icas [33–35]. It has turned out that the macroscopic, ther-
modynamics of the classical methods already described do
not provide reliable descriptions of materials with mesopore
sizes below about 4 nm for oxidic materials [36]. One of the
main shortcomings of these approaches lies with the non-
consideration of fluid-wall interactions. Recent progress in
understanding capillary condensation deals with molecular
level models. The methods of the grand canonical Monte
Carlo (GCMC) simulations [37], molecular dynamics [38],
and density functional theory (DFT) [39, 40] allow direct
modeling of capillary condensation/desorption phase transi-
tions, and are capable of generating hysteresis loops of sim-
ple fluids sorbed in model pores. Neimark and Ravikovitch
have shown that the nonlocal density functional theory
(NLDFT) with properly chosen parameters of fluid-fluid and
fluid-solid intermolecular interactions quantitatively predicts
desorption branches of hysteretic isotherms of nitrogen and
argon on reference mobil composition of matter (MCM)-
41 samples with pore channels narrower than 5 nm [41–44].
This method was tested against Monte Carlo simulations
and was shown to provide reliable pore sizes and wall thick-
nesses in MCM-41-type materials [34, 37, 44–46].

In spite of the recent progress in the theoretical under-
standing of sorption phenomena, certain issues of sorption
are still unclear:

1. The nature of the hysteresis in ordered mesoporous
materials is still subject to intensive theoretical and
experimental research and not yet fully understood
[14, 34, 47–49]. Recent NLDFT studies were able to
shed some more light on the hysteresis phenomenon.
It was concluded that in the range of pore sizes >5 nm,
the experimental desorption branch corresponds to the
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equilibrium evaporation, while the capillary condensa-
tion branch corresponds to the spontaneous (spinodal)
condensation [34, 45].

2. The dependence t�p/p0� is still a matter of discussion
due to the lack of independent techniques in determin-
ing film thicknesses, and usually reference data from
nonporous materials are used [50]. An exact knowl-
edge of t�p/p0� is needed for the determination of
mesopore sizes by the classical methods, as well as for
the testing of DFT models. Smarsly et al. have deter-
mined t�p/p0� by a combination of nitrogen sorption
and small-angle neutron scattering [49].

3.2. Mercury Porosimetry

In mercury porosimetry (MP), gas is evacuated from the
sample, which is then immersed into mercury, and an exter-
nal pressure is applied to gradually force the nonwetting
mercury into the sample. By monitoring the incremental vol-
ume of mercury intruded for each applied pressure, the pore
size distribution of the sample can be estimated in terms
of the volume of the pores intruded for a given diame-
ter D. The evaluation of pore sizes from MP is based on
the Washburn equation, quantifying the pressure p required
to force a nonwetting fluid into a circular cross-section cap-
illary of diameter D [51, 52]. Mercury porosimetry allows
the determination of PSD between 3 nm and 200 nm and
is, therefore, inappropriate for microporous materials, but
more suitable for pore sizes above ca. 30 nm compared to
nitrogen sorption. In addition, the total pore volume Vtot is
accessible from the total intruded volume of mercury at the
highest pressure determined, and the total pore surface S is
calculated from

S = 1
�� cos ��

∫ Vtot

0
p dV

Mercury porosimetry has inherent shortcuts in determining
mesopore sizes, especially below 20 nm. During the mea-
surement, high pressures to force mercury into small pores
may compress the sample [53]. Damage or compression of
highly porous silica has been reported previously [53, 54]. In
addition, mercury porosimetry overestimates the volume of
the smallest pores in case of ink-bottle shaped pores by the
small openings [55].

3.3. Electron Microscopy

Electron microscopy (transmission electron microscopy
(TEM) for micro- and mesoporous samples, and scanning
electron microscopy (SEM) for macroporous samples) are a
unrenouncable tool for the investigation of porous materi-
als. The biggest advantage of these techniques is that they
deliver an optical image of the samples. However, giving
an overview above these techniques is definitely behind the
scope of this review. Sakamoto et al. presented a method
to obtain three-dimensional imaging of pores in a meso-
porous system [56]. These authors use electron diffraction
in a high-resolution electron microscope preserving phase
information of the scattered electrons. The obtained two-
dimensional scattering patterns equipped with this phase
information allows the calculation of the three-dimensional
spatial structure of the material by Fourier transformation.

3.4. Diffraction Techniques

Experiments using elastic X-ray and neutron scattering have
turned out to be an invaluable tool for the characterization
of various types of porous materials, providing quantitative
parameters such as the pore size, surface area, and pore
volume. In addition, diffraction techniques allow the deter-
mination of the shape and, in particular, the spatial distri-
bution of the pores, both for highly ordered arrays such as
in MCM-41 and a more disordered arrangement of pores,
for instance, in activated carbons. In the early 1900’s, Max
von Laue, W. L. Bragg, and W. H. Bragg, and others laid
the groundwork for X-ray crystallography, which has become
a powerful method of visualizing complex inorganic and
organic crystalline materials [57–59]. In spite of the variety
of different diffraction techniques that are available nowa-
days, they all are based on the same physical phenomenon,
namely, the scattering of X-rays and neutrons by the atoms
through their electrons or nuclei, respectively. In the Fraun-
hofer approximation, the interaction of X-rays with the elec-
trons leads to the superposition of the coherent scattering
of the basic scattering centers (atoms, molecules, or pores),
without changing the energy of the incoming X-rays (“elas-
tic scattering”). The resulting coherent scattering pattern
is directly related to the mutual position, size, and scatter-
ing power of these scattering units. For almost all types of
ordered mesoporous materials, no single crystal diffraction
data are obtainable. Therefore, these materials are stud-
ied in diffraction experiments as a polycrystalline powder.
In this case, the powder diffraction raw data are obtained
as one-dimensional plots of the coherent scattering inten-
sity versus the scattering angle 2�. Only in the case of thin
porous films with an oriented alignment of the pores relative
to the substrate, two-dimensional diffraction patterns can be
obtained [60–63]. The main problem in analyzing scattering
patterns of any kind of polycrystalline, nanoporous materials
lies with the extraction of a maximum of structural informa-
tion. Depending on the length scale of the pore size, two
methods can be distinguished regarding both the experimen-
tal realization and the theoretical treatment. Basically, the
characteristic length scale d, describing the pore system and
the corresponding diffraction angle 2�, are related by the
Bragg equation

s = 1
d

= 2 sin �
�

where � is the wavelength and s the corresponding scattering
vector.

Several excellent textbooks are available on the general
principles of diffraction theory and experiments [64–66].
Mesoporous materials with pores sizes above 1 nm are stud-
ied by so-called “small-angle scattering” (SAS), either using
X-rays (SAXS) or neutrons (SANS). The evaluation of SAS
data of porous materials is usually based on the approx-
imation that the material can be regarded as a so-called
“two-phase system”: in case of X-ray scattering, basic theo-
retical considerations show that the SAS of such materials
arises from the scattering at the void-solid interface and is
related to the scattering contrast � 1 −  2�

2, where  1 is the
average electron density of the voids ( 1 = 0) and  2 rep-
resents the average electron density of the solid. The SAS
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of a sufficiently ordered nanoporous material with pores of
a distinct shape is also given by Eq. (1), where the lattice
factor Z has the same meaning as in wide-angle scattering,
while the form factor F here corresponds to the shape of
the mesopore/solid rather than the electron density of single
atoms [67–69]. Polycrystalline-ordered mesoporous materi-
als with a distinct pore shape and a well-defined two- or
three-dimensional alignment, give rise to SAS patterns with
a characteristic sequence of reflections (“peaks”). Therefore,
the SAS patterns of the limited number of possible regu-
lar mesopore structures and space groups can serve as “fin-
gerprints,” allowing an almost unambiguous assignment of
a certain mesopore lattice structure, if a sufficient number
of reflection peaks is obtained. In combination with TEM,
SAXS experiments turned out to be a powerful technique
to determine the alignment and structure in a variety of
ordered mesoporous materials and other structures [70]. As
the main information, SAXS provides the crystallographic
space group of the mesopore arrangement and the cor-
responding lattice parameter. While the three-dimensional
alignment of the mesoporous can be obtained from the bare
SAS peak positions, the determination of mesopore sizes
from single-peak analyses involves substantial uncertainties,
because both the peak profiles and intensities can be sub-
stantially superimposed by various factors such as smearing,
incoherent background scattering, in the arrangment of the
mesopores and background fluctuations, and the presence
of additional intrawall micropores. In particular, no satisfac-
tory approach has been developed so far to quantitatively
simulate the influence of two- and three-dimensional disor-
der on SAS. Even highly ordered mesopore systems such
as MCM-41 show a certain two-dimensional displacement
of the cylindrical mesopores on the hexagonal lattice, which
together with the polydispersity of the pores may result in a
nonnegligible overlap of the peaks, thus severely aggravating
a meaningful pore size analysis [71–73].

A different approach for the evaluation of SAS data,
without assuming a specific model, was recently pursued
by using the concept of the so-called “chord-length distri-
bution” (CLD) g�r�. g�r� is a statistical function describ-
ing the probability of finding a chord of length r , which is
a connector of two points on the solid-void interface [74,
75]. The only preassumption of this concept is the formal
description of the pore system as a two-phase system, but
no assumptions about the pore shape and distribution are
needed. Therefore, the CLD approach is most appropriate
for disordered pore systems [14, 49].

3.5. Positron Annihilation

In the past 20 years, positron annihilation lifetime spec-
troscopy (PALS) has been developed as a powerful tool for
the detection and quantification of defects on the atomic
scale in various types of solids. Positron annihilation life-
time spectroscopy is sensitive to different kinds of defects
such as dislocations and vacancies in metals or crystals, grain
boundaries, as well as voids and pores. Similar to scatter-
ing techniques, PALS is a noninvasive technique and thereby
allows the detection of inaccessible pores. In the area of
micro- and mesoporous materials, Positron annihilation life-
time spectroscopy is predominantly applied to porous poly-
mers and thin porous films. Positron annihilation lifetime

spectroscopy is based on the decay of positrons into two
gamma photons (“annihilation”) and has been described
in various publications [76–80]. Using 22Na as the radioac-
tive source, the formation of positrons ($+) by radioactive
decay is accompanied by the simultaneous emergence of a
�-quantum of 1.273 MeV, which defines the starting signal of
the positron lifetime measurement. Entering the sample, the
positrons lose their high energy by inelastic collisions with
electrons. These “thermalized” positrons have energies on
the order of few meV, form positroniums (Ps, the electron-
positron-bound state) and diffuse through the solid until
annihilation after their specific lifetime in the solid, which is
measured as the time difference between the creation of the
1.273 MeV �-quantum and the annihilation radiation (two
511 keV gamma rays). The natural lifetime of Ps of 142 ns is
reduced by annihilation with electrons during collisions. The
lifetimes, inverse of the annihilation reates, become longer
when a positron or positronium is localized at spaces with
lower electron density such as voids. Thus, positrons can be
used as a probe to investigate average sizes of the free vol-
ume, size distribution, and the free volume concentration by
measuring their lifetimes [81]. The raw data of PALS are
plots of the annihilation radiation signal as a function of
time. In case of not too high defect concentrations porosi-
ties, there will be at least two or three lifetime components
%i in the spectra, which are usually analyzed as a sum of
exponentials after background subtraction.

3.6. Homogeneity of Materials

The pore-size regime for nanoporous materials ranges from
the 1 nm-region to 1000 nm = 1 m&. According to IUPAC,
three distinctions can be made [82, 83]:

• Microporous materials 0–2 nm pores
• Mesoporous materials 2–50 nm pores
• Macroporous materials >50 nm pores.

Especially in the field of mesoporous materials, the mis-
take is often made to mix up the terms mesoporous and
ordered materials. When a sorption isotherm indicates that
a material is mesoporous, it does not mean that it is ordered
as well, nor does a single reflex in X-ray diffraction (XRD).
Ordered mesoporous materials are judged to be much more
interesting due to the control over pore sizes and pore
shapes. Their disordered counterparts exhibit high polydis-
persity in pore sizes and the shapes of the pores are irregular
(a good example of such a material can be found in [84]).
Ordered porous materials seem to be much more homoge-
neous. But one has to be careful with this statement because
it is often led by aesthetic arguments caused by the beauty
of images. In many cases, a material possesses more than
one porosity. These can be:

• For microporous materials: an additional meso- or
macroporosity caused by random grain packing;

• For mesoporous materials: an additional macroporos-
ity caused by random grain packing, or an additional
microporosity in the continuous network;

• For macroporous materials: an additional meso- and
microporosity.
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These factors should be taken into consideration when
materials are classified concerning their homogeneity.
A material possessing just one type of pore even when they
are disordered might be more homogenous than one having
just a fraction of nicely ordered pores.

4. EXAMPLES FOR ORDERED
MESOPOROUS MATERIALS

As previously described, mesoporous materials have pore
sizes in the range between 2 nm and 50 nm. If a high porosity
(larger than 50%) for materials can be achieved, porosity on
the meso scale is always equivalent to high surface area. For
instance, a material that has 80% of spherical 5 nm, voids
can theoretically contribute 480 m2/g mesopore surface area.
However, there is one very important differentiation that
has to be made, namely, if the pore system is ordered or not.
The typical features of an ordered pore system is that the
pores are monodisperse in size, have a specific shape and
a mutual three-dimensional correlation between each other.
When on the other hand, a template above its percolation
threshold has been applied, disordered pore systems result.
Both of these classes of materials (ordered or disordered)
are highly important for practical applications as in sensing
[85, 86], catalysis [87–89], dielectric coatings [90–92], and
of course, typical molecular sieve applications [93–96]. The
following section will focus on materials with ordered pore
systems because it is believed that the properties of these
materials can be designed to a very high degree.

4.1. Ordered Mesoporous Silica Materials

So far, the highest degree of perfections in materials design
has been achieved for ordered mesoporous silica materials.
As will be described in more detail later, ordered meso-
porous silica materials can be obtained in a variety of pore
sizes (2–80 nm), a variety of pore shapes (from spheres to
lamellae), and a variety of surface properties. This makes
ordered mesoporous silica materials a very active field of
research. In 1992, Beck, Kresge et al. published their work
about the first-ordered mesoporous silica material—the so-
called mobile composition of matter (MCM)-41 [70, 97].

Before major achievements and the state-of-the-art in this
field are presented, one might ask the more general ques-
tion, “Why, especially for silica, these big improvements
could be made?” There are three main reasons to mention:

1. Silica can be produced by sol–gel methods. The pre-
cursors used are not very reactive, despite other pre-
cursors for oxidic materials as titania, tin oxide, etc.
This makes the silica sol–gel process very easy to con-
trol. Alkoxysilane compounds are used in most cases.
The general process which is going on is given by the
reaction scheme

Si�OR�4
H2O−−−−−→ 'Si�OH�4( → SiO2

Furthermore, there has been a great deal of investi-
gation about the silica sol–gel process and nearly every
detail is known. The description of the silica sol–gel

process is behind the scope of this article but very
good presentations can be found in the books by Iler,
Brinker, and Scherer [98–100].

2. The free energy of silica is very close to its most
stable form crystalline quartz [101]. Furthermore, are
the Si O bonds so strong that the silica sol–gel pro-
cess has highly irreversible character! Silica forms in
its amorphous form and this amorphous silica is sta-
ble over a very high temperature range and period
of time. This means that the shape of silica can be
formed at room temperature and then be retained
practically infinitely. Once more, this distinguishes sil-
ica from other oxidic materials where crystallization
frequently leads to a restructuring in the network and
therefore can destroy the mesostructure.

3. Finally, the interactions between surfactants and
amphiphiles as surfactants or block copolymers can
be tuned because silica units are available in anionic,
neutral, or cationic form with dependence on the pH.
Further, the charge density on these silica precur-
sors matches the charge density of the surfactant head
groups quite well. Silica precursors and amphiphiles
are compatible.

4.1.1. The M41S Family
A description of morphologies of porous silica materials
derived by supramolecular organic assemblies as structure-
directing agents should begin with the pioneering work of
Beck, Kresge et al. in 1992 [70, 97]. They termed their silica
materials M41S family.

The “family” has three members, the most famous one
MCM-41 with a hexagonal pore structure, MCM-48 with a
bicontinous, gyroid structure, and MCM-50, which is lamel-
lar. The preparation of MCM-41 itself has already been
reported in 1971 but obviously Chiola et al. did not realize
their important discovery [102].

Supposedly, Beck, Kresge et al. wanted to synthesize
something similar to a zeolithe structure under the influence
of the quite large surfactant hexadecyltrimethylammonium
chloride/bromide (CTAB). They worked in a diluted solu-
tion of CTAB. The concentration of the surfactant was far
away from the corresponding hexagonal lyotropic phase.

Most research interest in the field of ordered mesoporous
silica materials focused on the preparation, investigation
of formation, modification, and application of MCM-41. It
was seen rapidly after the first publication in 1992 that the
addition of alumina is negligible and pure SiO2 MCM-41
can be obtained. Many silica sources such as tetraalkoxysi-
lanes, sodium silicate, fumed silica, or Ludox worked out
fine. In the original publication, only a fraction of the
obtained silica materials was MCM-41. The yield and order-
ing was improved by various methods like the addition of
acids [103–105], changing the pH-conditions [104, 106], the
addition of fluoride anions [107, 108], modifications in the
hydrothermal treatment [109–111], or changes in the elec-
trolyte concentration [112]. The addition of cosolvents, on
the other hand, decreased the order [113, 114]. Several sci-
entists could influence the MCM-41 particle morphology as
well [115–118]. An amazing example is given by Huo et al. in
1997 with their production of 1–3 mm-sized silica MCM-41
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spheres [119]. Even the preparation of MCM-41 at room
temperature is common in the meantime [106]. Already
Beck, Kresge et al. studied the influence of surfactant chain
length variations [97]. As expected, the pore diameter was
adjusted from 1.5 nm (zeolite like) to 4 nm (MCM-41) in
the row C6- → C16-surfactants. Well-ordered materials are
obtained only for surfactant chains C14-C16, although Sayari
and Wang reported the preparation of high-quality MCM-41
also for C12-surfactants [120]. It was already pointed out
by Beck, Kresge et al. in their original contribution that a
change in the surfactant to a silica-source ratio leads to other
structures than MCM-41 [70, 97]. The correct structure of
MCM-48 was a point of discussion for quite a long time.
First approximations assumed a cubic structure but in the
meantime it is accepted to assign the minimal gyroid sur-
face [113, 121]. The reason for the initial disorientation is
nicely demonstrated by Anderson in his article “Simplified
Description of MCM-48” [114] where he shows all different
perspective modes of the complicated MCM-48 structure.
An accurate synthesis procedure for MCM-48 was reported
in 1993 [122]. When the surfactant-to-silica ratio exceeds
the value 1, the main product of the M41S preparation
is MCM-48 [123]. A systematic study of systems involving
the corresponding surfactants was performed by Huo et al.
in 1996 [124]. They also described the phase transitions
between MCM-41 to MCM-48. It is seen that a key factor
is the presence of ethanol which is suspected of suppressing
the growth of one-dimensional cylinders (MCM-41) [121].
To provide easy and reproducible methods for the prepa-
ration of MCM-48 silica is still of interest as some recent
reports indicate [121, 125, 126]. An interesting improvement
was made by Schumacher et al. in 1999. They were able to
prepare MCM-48 in the form of monodisperse spheres of
approximately 500 nm size [127]. The last member of the
M41S familiy is MCM-50. MCM-50 has a lamellar structure
but it cannot be transferred to the porous state via surfactant
removal by calcination. The pores collapse and the porosity
is lost. Two models for the structure are discussed at the
moment (i) ordinary silica sheets with intercalated surfac-
tant or (ii) a special type of stacking of the surfactant rods
to layers.

A common feature in the M41S family is that the cationic
surfactant (S+) is combined with the anionic silica species
(I−).

4.1.2. Other Examples
for the S+I− Approach

McGrath et al. reported about the preparation of a new sil-
ica having a sponge-like L3-phase [128, 129]. McGrath et al.
claim that using a L3-phase of cetylpyridinium chloride in 1:1
replication process, the corresponding silica is formed. The
template phase consists of a surfactant bilayer system that
is bent so strongly that a bicontinuous phase is created that
divides the solvent (water) volume. Although the results are
somewhat questionable, their characterization is not abso-
lutely convincing; the preparation of a silica of this type is
a real progress. The reasons are the following: According to
McGrath et al., it is possible to adjust the pore size to any
value between from 1 to 100 nm [128] simply by adding more
water to the reaction system. Due to the fact that the pores

are filled with water and not with surfactant, as in other
cases, the removal of the pore size directing agent is just
drying. Furthermore, McGrath et al. claim that by removing
the surfactant by calcination, an additional porosity appears.

Also, Huo et al. could show that completely new and
unexpected morphologies could be reached via the S+I−
route. Also, here the morphologies had no counterpart in
the pure surfactant/water mixtures. Huo et al. presented a
systematic study using the S+I− approach and a hole variety
of cationic surfactants in 1996 [124]. They call their silica
materials Santa Barbara (SBA) plus an additional number.
SBA-1 was prepared in acidic media. The structure can be
understood by assuming a densely packed cubic arrange-
ment of spherical micelles (space group Pm3̄n�. Maybe even
more interesting is the structure of SBA-2. Gemini surfac-
tants CnH2n+1N+�CH3�2�CH2�sN+CH3�2CmH2n+1 were used
in the synthesis. As can be seen from the formula, the
two cationic head groups are separated by an adjustable
hydrocarbon spacer. The surfactant packing parameter Ns

can, therefore, be adjusted to several different values. In
this case, a dense packing of globular micelles in a hexag-
onal fashion leads to a bicontinuous, three-dimensional
P63/mmc structure [125]. The silica can be understood
best as an analogue of zeolite cages just on a different
pore size level and noncrystalline. The P63/mmc symme-
try has no counterpart for pure surfactant-micelle/aqueous
systems. A two-dimensional silica with a centered rectan-
gular symmetry (SBA-8), which has been achieved by using
related bolaform surfactants �CH3�3N+�CH2�n-O-Ph-Ph-O-
�CH2�nN+�CH3�3, also has no counterpart [130]. It only
exists as the silica-surfactant hybrid. Its structure is related
to MCM-41 (hexagonal) by elongation of the crystallo-
graphic b-axis (space group cmm).

However, the S+I− pathway is not the only possibility in
obtaining ordered mesoporous materials via the synergistic
coassembly mechanism. Every combination that results in an
attraction between surfactant and silica source can be cho-
sen in principle. There are also S−X+I− (counter-ion medi-
ated) and S+X−I+ (reverse charge matching) approaches
[131–133]. But much more important and widely used is the
neutral S0X0 approach, using nonionic template systems.

4.1.3. Neutral Interactions S0I0

The first ones to utilize neutral template assemblies were
Pinnavaia and, independently, Goeltner. The S0I0 approach
is governed by hydrogen bonding between the template and
the inorganic matrix [132]. Pinnavaia and Tanev tried to
avoid the problems that appear concerning the recovery of
the template, and to grant access to the porosity avoid-
ing calcination. For ionic interactions between the silica
walls and the template, a liquid-liquid removal is very diffi-
cult (time-consuming ion-exchange processes) or sometimes
impossible. Tanev and Pinnavaia solved the problem by using
primary amines C8-18NH2 as the template with EtOH as co-
solvent [134]. They found larger wall thicknesses and smaller
domain sizes in their hexagonally ordered materials in com-
parison to MCM-41 [135, 136]. An additional textural poros-
ity is created by this decrease in domain size. A similar
approach with polyethylene oxide (PEO)-based surfactants
(C11-15-PEO) led them to the preparation of silica materi-
als with 2–6 nm pores [137]. The pore structure was not
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so well ordered in this case. They found a bicontinuous
“worm-type” morphology. Bagshaw et al. described already
in this work the use of nonionic block copolymers Plyronics
(PEO-PPO-PEO) as templates [137]. Later, they figured out
that one further difference between the S0I0 and the ionic
strategies is that the best-ordered materials are obtained at
ambient temperature, while well-ordered MCM-41 required
hydrothermal conditions [135]. Kim et al. also thought about
the costs involved in the preparation of orderd mesoporous
silica materials due to the use of silica tetra-alkoxysilanes.
They extended the nonionic S0I0 approach to water soluble
silicates as precursors [138].

Independently, Goeltner and Attard used poly(ethylene
glycol) alkyl ethers like C12/16(EO)8 for the production
of hexagonally ordered silica materials [139]. Their inven-
tion was to work with high-concentrated surfactant/water
phases, namely, at concentrations where the lyotropic phase
already exists. This allowed a 1:1 cast of the lyotropic tem-
plate phase into the silica and was the beginning of the
so called “nano-casting” [140, 141]. Then Goeltner et al.
switched over to amphiphilic block copolymer systems to
obtain larger pore materials [142, 143]. With poly(styrene)
poly(ethyleneoxide), block copolymers worm-type pore sys-
tems with diameters from 4.5–10 nm were obtained. In
the meantime, the structure of those silica is known in
great detail. Large spherical mesopores are interconnected
by smaller “bottleneck” channels. As all silicas that are
derived by the use of amphilic block copolymers feature
an additional microporosity created by the PEO chains.
Even larger and beautiful morphologies were obtained
with poly(butadiene)-poly(ethylene oxide) (PB-PEO) block
copolymers [144, 145]. For these templates, the nanocast-
ing (1:1 copy) could be nicely demonstrated and a phase
transition between hexagonal cylinders and the lamellar
phase was depicted. First, a lyotropic phase was prepared.
Because the hydrophobic block of the copolymer contained
polymerizable groups, treatment with �-radiation led to
crosslinking. The lyotropic phase was fixed this way and,
therefore, accessible for TEM investigations. A comparison
of this pure organic phase with the resulting silica revealed
a match of 100% which means that the exact imprint could
be shown. Also, ionic block copolymer systems have been
used like poly(ethylene)-poly(styrenesulfonate) (anionic)
or poly(butadiene)-poly(vinylpyridinium) (cationic). They
produced casts of differently sized micelles and could
even observe a micelle-lamella phase transition via the
nanocasting [146].

At the same time (1998), Zhao et al. used a simi-
lar approach which led to various ordered mesoporous
materials as C16(EO)10 (SBA-11; cubic Pm3̄n), C18(EO)10
(SBA-12; hexagonal P63/mmc), and Pluronics [147] PEO-
PPO-PEO (SBA-15; hexagonal and SBA-16; cubic Im3̄m)
[148]. Much of the later work of Melosh et al. was devoted
to SBA-15, which is in the meantime well known and
used by many other groups as the prototype of a block
copolymer-derived, ordered mesoporous silica material. In
1999, they presented the preparation of a SBA-15 monolith
that was dry indeed but still template-containing (no accessi-
ble pores) [149]. For the first time, Kim et al. tried to give a
mechanistic interpretation of the nanocasting process using
amphiphilic block copolymers. They gave an explanation for

the microporous character of the mesoporous silicas and
performed 29Si nuclear magnetic resonance (NMR) studies
to explain the state of the PEO chains in the silica walls. The
order of the silica phase can be increased by the addition of
a small amount of fluoride ions F− [150].

A new way to create interesting silica structures as vesi-
cles and others was recently discovered by Jung et al.
They use organogel systems as templates. With crown-
appended cholesterol derivatives, large multilayer vesicles
were obtained [151]. Chiral amide gelators connected to a
cyclohexane ring directed the silica growth to helical fibers
[152], modified cholesterol organogelators too [153], and
sugar-derived gelators to a lotus shape [154]. Even organic
crystals of dl-tartaric acid were used as a template by Mann
et al. for the creation of hollow fibers with rectangular shape
[155].

4.1.4. Mechanistic Considerations
Figure 4 shows the formation mechanism of ordered meso-
porous silica materials. There are two different path-
ways: The synergistic coassembly mechanism (a), and the
nanocasting or true-liquid crystal mechanism (b). The sur-
factant (hexadecytrimethylammonium bromide, CTAB, for
instance) concentration that was used for the preparation

Figure 4. Schematic representation of the mechanisms involved in for-
mation of hexagonally ordered porous materials within the scope of
templating strategies. One pathway is characterized by an interaction
of amphiphile and network precursor leading to the nanostructured
composite phase (synergistic coassembly). In the other case, a template
structure is formed at first, and imprinted precisely into a solid mold.
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of MCM-41 was way behind the critical micelle concentra-
tion [1] and extremely far away from the lyotropic phase
regime. It was, therefore, quite surprising in the beginning
that MCM-41, with its hexagonal pore system mimicking a
hexagonal liquid crystal, had formed. In the meantime, it is
accepted that the first step in the formation of MCM-41 is
an interaction between the cationic surfactant head group
and an anionic silica species (shown as black cubes in Fig. 4).
This special interaction between silica species and surfac-
tant is generally denoted as S+I−. If one considers the pack-
ing parameter (see Eq. 1) [1], one realizes that bonding
of the silica species to the surfactant will modify the head-
group region. In principle, this creates a new, silica-organic
hybrid surfactant with a different packing parameter and,
therefore, also a different phase behavior. The morphol-
ogy of the MCM-41 pores caused the assumption that a
hexagonal arrangement of surfactant cylinders (a lyotropic
phase) acted as the template for the formation of the final
material. The silica could be formed by a direct solidifica-
tion of this phase. But it was instantaneously clear that this
could not be the truth because MCM-41 can be produced in
concentration regimes below the critical micelle concentra-
tion (cmc) up to true liquid crystalline phases [156]. Conse-
quently, Beck et al. proposed two general mechanistic ways
[97]. One pathway involves the silica condensation in the
hydrophilic domains of a preorganized liquid crystal and the
other alternative suggests a cooperative interaction between
the cationic surfactant and the anionic silica species. These
two models were named liquid crystal templating (LCT)
mechanism. More than one model was published to explain
the final emergence of MCM-41 within the LCT. Chen et al.
argued via 14NMR spectroscopy that at first, two to three
layers of silica preliminary stages are deposited on isolated
cylindrical surfactant micelles [157]. Via crosslinking of the
isolated silica-surfactant composites, ordering and the final
MCM-41 occurs. This model was supported by electron
paramagnetic resonance (EPR) measurements [158]. On the
other hand, Steel et al. founded on the same technique a
formation of silica layers with intercalated surfactant rods
[159]. By aging, the layers are bent and finally result in
MCM-41 (puckering layer model). This model was further
supported by TEM [159] and 29Si-NMR [160]. Monnier et al.
introduced a related model, but they also considered charge
density matching between the surfactant and silica [122].
The oligomeric silicate polyanions act as multidendate lig-
ands which are connected to the surfactant. This leads to
a lamellar silica-surfactant phase. The silica precursors now
polycondensate primarily in these interface regions which
reduces the negative charge. To obey the rules of charge
density matching (the cationic charge of the surfactant head
groups have to be compensated), the silica sheets have to
bend. This phase transformation leads to MCM-41. There-
fore, the formation of MCM-41 is a cooperative process.
Although this process leads to the highly defined porous
material MCM-41, a pre-determination of the pore mor-
phology is not possible via this route.

It would be possible if a pre-existing template is casted
into the silica by a 1:1 copy process. When the materials
derived by block copolymer nanocasting are analyzed not
only are the expected mesopores found but also a signifi-
cant ratio of smaller pores. The micropores can contribute

as much as 80% to the total surface area in some cases
[14]. In the meantime, it is accepted that the micro-
porosity is caused by the PEO chain imbedded in the net-
work matrix during nanocasting [14, 149, 161–163]. The
hydrophilic PEO domains of the template are dispersed in
the water/silicic acid mixture during the casting process and
remain there when the network solidifies. When the materi-
als are calcined, these imbedded, single polymer chains lead
to micropores.

Further investigations of this fact showed that the micro-
pores, which are responsible for approximately 70–80% of
the total inner surface area, are caused by PEO chains dis-
persed in the silica wall [14]. A “one-phase” situation within
the template, where the hydrophobic and hydrophilic blocks
fully contribute to the mesopore volume, is excluded (see
Fig. 5a).

A situation depicted in Figure 5b, where the two blocks of
the amphiphile are strongly microphase separated (the PEO
is now fully dispersed in the hydrophilic silica/water phase),
was also excluded in a recent work by Smarsly et al. [163].
In this work it was found that the size of the mesopores Dc

for materials prepared with Brij (alkyl- poly(ethylene oxide)
surfactants) depends on the length of the hydrophobic as
well as on the length of the hydrophilic block. Smarsly et al.
assumed that only a fraction of the PEO chains are dis-
persed in the silica wall while a significant amount is located
in the mesopore volume next to the hydrophobic core of
the alkyl chains (see Fig. 5c). One empirical and a physi-
cally reasonable relationship was derived which allowed to
predict the pore size dependant on the length of the blocks
in the amphiphiles. They could also show that every pore
size between two boarders given by the “parent” template
systems can be reached simply mixing different ratios of two
amphiphilic block copolymers of different length together in
the templating mixture. Obviously, the nanocasting allows
the gathering of inside views into self-assembly processes
of soft matter by investigating the pore structure of the
corresponding ordered porous material. Besides the pro-
duction of the porous materials, the analysis of the pore

Figure 5. Schematic representation of the three different phase models
related to the nanocasting mechanism. (a) one-phase model, (b) two-
phase model, and (c) three-phase model. The organization of the tem-
plate units (amphiphiles) is indicated as well.
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structure itself led to the proposed “three-phase model.”
Because only weak interactions between the template and
the network phase are given within the nanocasting con-
cept, nearly all structures occurring in the aqueous phase
can be analyzed using this procedure. Polarz et al. demon-
strated this by elucidating the proposed but unknown struc-
tures for cyclodextrins in water [164]. Cyclodextrins, cyclic
oligo-saccharides, self-assemble to “worm-type” aggregates
which can be depicted by transferring this structures into the
solid silica replica.

When trimethylbenzene (TMB) is added to the lyotropic
phase to increase the pore size by swelling, mesocellular
foams are obtained at a certain ratio as Lettow et al. and
Kim et al. pointed out independently [165, 166]. The ideal
hexagonal structure of SBA-15 is maintained only for rela-
tively low concentrations of TMB. When the oil to polymer
ratio is 0.2–0.3, the silica walls begin to buckle forming nodes
accompanied by an increase in the pore size. If the amount
of oil is increased further, the nodes undergo a transition
to spherical pores (d ≈ 20 nm)—the so-called mesocellular
foam. The explanation for this phase transition lies in the
reaction of the lyotropic phase due to a change in the surfac-
tant parameter by adding a hydrophobic solvent [167–169].
The TMB is located in the hydrophilic poly(propylene oxide)
(PPO) regions of the amphiphilic assemblies, which changes
the packing parameter of the surfactant and finally leads
to the transition of micelles to microemulsions [165]. That
emulsions could indeed act as templates was shown in 1997
by Imhof and Pine [170].

While the synergistic coassembly (MCM route) naturally
leads to powder-like materials, or in best cases, larger par-
ticles [127], the nanocasting allows the production of mono-
liths or thin films. For the first time, this allows one to
divide a macroscopic volume into well-defined, nanometer-
sized compartments. A crucial problem in maintaining the
macroscopical and microscopical integrity of the materials
is the removal of the template and drying of the samples.
Calcination fails for the production of crack-free mono-
lithic samples. Fortunately, the templates can be removed
by liquid-liquid extraction. However, capillary stress due to
evaporation [171] can very easily lead to cracks. Capillary
pressures generated by a phase transition of the pore fluid
to the gas state can be avoided by supercritical drying [172].
Cracks can be further avoided by adding silica fibers to the
sol which is used for the nanocasting process.

4.1.5. Adjustment of and Understanding
of Pore Sizes

One blemish of the chemistry involved in the preparation
of mesoporous materials is that most of the obtained silica
structures were not discovered by planning but more by try-
ing. Some work has been devoted to gain more knowledge
regarding the silica morphologies (pore shape and size).
Especially in the field of influencing the pore size, success
was reached. Roughly, this was already shown in the previ-
ous section. Here, these different strategies should be sum-
marized in a more general way.

Navrotsky et al. were able to show that there is, in princi-
ple, no limitation for accessible pore sizes in amorphous sil-
ica materials [101]. They demonstrated that the amorphous

silica in materials like MCM-41 is unsignificantly less stable
than the most stable form of SiO2, crystalline quartz. This
means that only suitable experimental pathways have to be
found to reach a certain pore size. Then the materials are
absolutely stable.

To determine the pore size, three independent methods
exist:

• variation of the amphiphile size (especially the
hydrophobic part);

• swelling of the lyotropic phase by addition of selective
solvents;

• change in reaction parameters like temperature or elec-
trolyte concentration [173].

All these methods include the problem that their applica-
tion changes the packing parameter of the amphiphile and
can, therefore, change the desired lyotropic phase (phase
transitions). For a modification of the hydrophobic block
length, this is obvious as Ns directly depends on this param-
eter. Swelling of the lyotropic phase changes the volume of
the hydrophobic chain which also appears in equation [165,
167–169]. One way to change pore sizes is to vary the tem-
perature during preparation of the material [174, 175]. The
higher the temperature, the larger the pores get and also
the electrolyte concentration is an important factor [173].
A change in the electrolyte concentration (which also means
the addition of electrolytes) changes the physical charac-
ter of the aqueous phase, and due to interactions of the
ions, with the ionic head of the surfactant the head group
area.

The dependence of the pore size on the length of the
hydrophobic chain was already demonstrateted by the first
works of Beck, Vartuli et al. [70, 97, 176]. An investigation
in our group on Brij surfactants Cx�EO�y showed that this
dependency is true as well for nonionic approaches, but that
in this case the length of the hydrophilic chain influences the
pore size as well [163]. Expanding pore sizes by addition of
selective solvents can also be used for S+I− [177, 178] and
S0I0 [165]. Preparation conditions or post-treatment [179,
180] are also important for both systems. So far, the most
comprehensive study on the nanocasting process and the
creation of micropores was published by Smarsly et al. [163].
A quantitative relation between the size of the mesopore Dc

and the composition of the used block copolymer (length
of hydrophobic and hydrophilic block) was derived. This
dependence Dc ∝ N 0�4

hydrophobicN
0�25
hydrophilic is described in more

detail in [163]. It was shown in this article [163] that quan-
titatively the size of a pore depends in principle just on the
average number of monomer units in the amphiphile. This
average number can be simply varied if one uses mixtures of
amphiphiles (for instance, a small and a large surfactant) in
different amounts. Besides the prediction of pore sizes from
the molecular composition of pore sizes, it now becomes
possible to achieve a fine tuning of pore sizes by using mix-
tures of amphiphiles as templates. With the most commonly
available amphiphiles (even pluronics), it is now possible to
achieve every pore size between 1.5 to 10 nm.
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4.1.6. Chemistry with Ordered Mesoporous
Silica Materials

Certain fractions of other elements than silicon can be
imbedded into materials mostly of the MCM-41 type. These
materials can be obtained when a source for this metal is
added directly to the precursor sols. The most prominent
example, which was already prepared in the original work
by Kresge, Beck et al. [70, 97], is Al-MCM-41, a MCM-41
where some Si atoms are substituted by Al. Through the
incorporation of aluminum, the material obtains Lewis acid-
ity. Therefore, Al-MCM-41 has been used for the catalytic
cracking of various organic compounds [181–183]. The per-
formance of the competing zeolites is often better [182],
although sometimes higher product selectivities with meso-
porous materials were observed. Other catalytic materials
with acidic functions are Ni-MCM-41 and Mo-MCM-41
[184]. These materials have some importance for the
removal of sulfur from raw oil hydrodesulfuration (HDS)
process [185–187]. The latter cases (hydrocracking and
HDS) are examples for the reasons why some major oil
companies are even today quite interested in ordered meso-
porous materials [188–191]. The acidic forms of MCM-41
have also been used for some classical organic synthesis cat-
alyst such as Friedel–Crafts reactions and others [192–197].
The big advantage of ordered mesoporous materials in com-
parison to zeolites is that MCM can also be used for large
and bulky molecules even when the reactivity is not so high.
Basic forms of MCM-41 have also been prepared but here
silica-organic hybrid materials are much more important and
will be discussed later. Just Cs-MCM-41 has some impor-
tance as a catalyst for Knoevenagel reactions [198–200].
Another modified MCM-41, Ti-MCM-41, has been used for
a variety of redox catalysis [201]. Other examples for MCM-
41 redox catalysts are Ti-, Fe-, Cr-, V-, B-, Al-, and Mn-
MCM-41 materials [202], but also Sn- [203–205], Zr- [206],
or Ru-MCM-41 [207] have been invented.

A different way to enrich silica MCM-41 with catalytic
properties is to deposit metal or oxidic nanoparticles inside
the mesoporous framework. It was shown recently that the
size of the resulting nanoparticles can be fine tuned by the
size of the pore restriction and that the wall properties are
of major significance [208].

It is possible to create noble metals particles which resem-
ble exactly the size of the hosting mesopore after reduction
of suitable precursors. If the same process is applied to a
material that is able to interact with these precursors (in
the case shown, a silanol-rich silica monolith interacts with
[PdCl4]2− ions), the created metal particles are bound to
the pore surface and Ostwald-ripening is suppressed. Just
subnanometer large particles are created [208]—not visible
in TEM images. One is, therefore, able to create ordered
silica materials carrying a great variety of nanoparticles,
semiconductor nanoparticles, or even oxide nanoparticles
[209–219]. Therefore, much of the work has been devoted to
prepare semiconductor nanoparticles this route. Examples
are gallium nitride [217], cadmium selenide [212], cadmium
sulfide [220], silicon [221, 222], titanium dioxide [223], ger-
manium [224], galliumarsenide [225], zinc sulfide [226], and
indium phosphide [227]. Since then, preparation of colloidal
particles inside mesoporous hosts has become a versatile

tool to produce different kinds of nanostructures [228]. One
ideal example can be found in the work of Huang et al.
where silver nanowires were produced inside MCM-41 [210].
Similarily, metal nanowires have also been produced with
Pd [229, 230], and Pt [213].

The last work already indicated that it is possible to trans-
form the whole pore system of a material into a new mate-
rial which would not be accessible otherwise. The ordered
mesopores act as a template again for new materials which
is released by removal of SiO2 via HF etching. For instance,
when an ordered mesoporous material is filled with a suit-
able precursors for carbon, depending on the pore morph-
ology particle-like carbon [231], or nanoporous carbons (for
instance, with the Ia3d structure of MCM-48) have been
prepared [47, 232–234]. Similar results can be obtained by
preparing a replica of the pore structure with platinum.
These results are extraordinary because the new material
now resembles the structure of the organic liquid crystal,
which was originally used as a template for the production
of the ordered mesoporous silica materials. Having an “arti-
ficial carbon liquid crystal” in hand could be very benefi-
cial because carbon is stable to very high temperatures. The
mesostructured carbon might, therefore, be taken as a new
template for many materials that are not accessible with
organic templates.

It should be mentioned that many of the host-guest com-
pounds with ordered mesoporous materials are not of the
inorganic-inorganic type. In many cases, organic compounds
as dyes or polymers have been immobilized in the porous
framework preferentially of MCM-41 [235]. Polymers like
polymethyl-methacrylate were directly created inside the
pores and it was shown that the spatial confinement had
some impact on the physical properties of the polymers
[236]. Kageyama et al. reported about a titanocene con-
taining MCM-41 material, which was used as a solid-state
catalyst for the preparation of a unique, high molecular
weight poly(ethylene) [237]. Very important in this respect
are also ordered mesoporous silica materials containing
conductive polymers as found, for instance, in the work
of Gangopadhyay and De [238] and Wu and Bein for
poly(aniline). The created organic-inorganic hybrid mate-
rials have often unique properties. One example for such
unique features are new ordered mesoporous laser materi-
als. Generally, an active laser dye is brought into a porous
environment and its laser activity is studied. It was envi-
sioned by Marlow et al. that a whole laser could be produced
by using the self-assembly laws [240]. They could prepare a
silica-surfactant laser dye (Rhodamine 6G) hybrid material
which had a fibrous morphology. The laser dye is located in
the hydrophobic domains of the lyotropic template phase.
The fiber was pumped perpendicular to the fiber direction
and above a certain threshold laser activity was detected.
Wirnsberger and Stucky et al. extended their works [241,
242] and recently they prepared impressive waveguides by a
combination of self-assembly and soft litography techniques
[243]. Mesoporous silica (template removed) was deposited
on silicon and as the third layer, there were the waveguides
containing the dye-doped-ordered mesoporous silica [242].
The cylindrical channels were aligned throughout the whole
waveguides and even the dye seemed to be oriented in the
template phase.
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In all of the preceding cases was the organic part of
the material just immobilized inside the pore system of
the ordered mesoporous silica material. An alternative is
to covalently link organic groups to the silica network and
change the material properties this way. After calcination,
ordered mesoporous silica still possesses a certain amount
of active silanol groups Si-OH [244]. These groups can
be reacted with a variety of organically modified sol–gel
(ORMOSIL) precursors which have the general formula R-
Si(OR′)3. The attachment of a terminal organic group in a
post-modification procedure leads to new, mesostructured
silica-organic hybrids. However, the organic groups loom
into the pore volume and not every pore surface Si-group
gets modified this way. These are two clear disadvan-
tages of the post-functionalization method. In most cases,
amino functions have been introduced this way to ordered
mesoporous silica materials [245–248]. But also materials
containing ephidrine for asymmetric catalysis [249, 250]
or organometallic complexes were invented [87]. As was
pointed out, it would be quite desirable if the pore wall
itself is modified, instead having the organic groups located
in the pore volume. Therefore, materials scientists tried
with some success to add the ORMOSIL precursors directly
to the synthesis mixture. This approach has two problems.
The Si O R bond is not stable enough under most com-
monly needed synthesis conditions (high or low pH) and the
organic group can negatively influence the interface energy,
which is important when the amphiphile microphase sepa-
rates and, thus, structures the material. Burkett et al. could
show that this pathway is successful for octyl- and phenyl-
groups [251], later also thiols, amines, epoxides, imidazoles,
and other alkyl-groups [252], when the ORMOSIL precur-
sors with Si-C motives are used. The template can now just
be removed by liquid-liquid extraction due to the presence
of the organic groups. Therefore, and due to the effect of
the organic ligand on the condensation rates, one obtains
not fully condensed, quite weak, or collapsed materials. Still,
the amount of organic groups that can be incorporated in
the materials remains with 25% quite low. If higher amounts
of ORMOSIL precursor are taken, the structuring of the
material via self-assembly is not successful.

A big improvement was made by MacLachlan, Asefa
et al., when they used bridging ligands (Si-R-Si) to modify
the pore wall [253, 254]. These groups are truly incorpo-
rated in the material; they even seem to cover the pore walls.
Now it was possible to use 100% of the organically modified
sol–gel precursor for the synthesis, the materials are stable,
and the pore walls are 100% covered with different organic
groups as ethylene or benzene [253–258].

4.1.7. Conclusions
It has been shown in this section that ordered mesoporous
materials have become “designer” materials. They can be
prepared with a great variety of or properties as pore size,
pore shape, organic groups on pore walls, organic groups
in pore volume, and any desired macroscopic shape of the
materials. Next, it is considered if the structure principles
that work for silica can be extended to other inorganic net-
work materials (Section 3.2.3).

4.2. Other Inorganic-Ordered
Mesoporous Materials

It was already suspected in 1993, briefly after the invention
of MCM-41, that one would be able to create mesoporous
materials of different compositions than silica by surfac-
tant templating routes, because similar interactions between
the network precursor and the amphiphile might be created
[131]. However, creating other network sources than silica
always involves two general problems. The precursors for
these networks are much more reactive which makes the
whole process less controllable. Secondly, most other net-
works tend to exist in the crystallized rather than amorphous
form. The crystallization can result in major restructur-
ing processes in the material and, therefore, might destroy
the mesostructure. Most frameworks begin to crystallize at
higher temperatures, when the surfactant is removed by
calcination. This makes it often difficult to remove the
template.

The first nonsiliceous example for a comparable material
followed in 1994 about tungsten oxide, molybdenum oxide,
antimony oxide, or vanadium oxide related materials, but it
was not possible at that time to remove the organic tem-
plate because lamellar structures were obtained [259–263].
Ying and Antonelli [264] were the first ones to obtain transi-
tion metal oxides with similar structures than MCM-41. For
instance, a mesoporous titania material TiO2 was obtained
when the reactivity of the precursors was decreased by
the addition of a complexing ligand as acac. Later, nicely
structured niobium oxide and tantalum oxdide materials
were obtained by tuning the interaction of the amphiphile
with the precursors (ligand-assisted route) for the inorganic
framework [265–267].

4.2.1. Transition Metal Oxides
Due to their high relevance in many areas of catalysis and
their variable redox and magnetic properties, much work
was devoted to the creation of stable-ordered mesoporous,
transition metal oxides. In the meantime, many composi-
tions with Ti, Zr [268–273], V [270, 274], Nb [265, 267, 270,
275, 276], Ta [266, 270, 277], Mo [278, 279], W [278, 280,
281], Mn [282, 283], and Y [284, 285], as the central element
have been introduced. In comparison, most of the work has
focused on ordered mesoporous titania because of its poten-
tial use in solar cells [286, 287] and electrochromic devices
[288]. Ordered mesoporous titania is a quite representative
example for transition, metal-based materials. The reactivity
of titania precursors goes in the order TiCl4 > Ti(iOPr)4 >
Ti(OBu)4 > Ti(OEt)4 [289, 290]. These precursors all react
rapidly with moisture and form TiO2. In order to control
the growth of a titania network around a template phase,
the reactivity has to be decreased. The most frequently used
approach is to take TiCl4 as a titania source and react it
with anhydrous ethanolic solutions of the template (surfac-
tant or block copolymer) [270, 291]. The reaction between
TiCl4 and EtOH releases high amounts of HCl. High con-
centrations of HCl stabilize titania nanoclusters and, there-
fore, prevent uncontrolled condensation. Additionally, one
deals with an anhydrous solvent. The water needed for the
self-organization of the amphiphile and for the condensation
of the titania is provided exclusively by the atmospherical
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humidity. The humidity is the crucial point in these prepa-
rations and it should be around 50%. It is also interesting to
note that the water seems unable to diffuse from the top of a
deposited film into the material, presumably due to densely
packed surfactant hydrophobic chains on this surface. Diffu-
sion of water and ordering of the material begins at cracks
and propagates from there. As prepared, the materials have
amorphous framework which is often undesired for many
applications. Crystallization of titania occurs at temperatures
above 400 
C, which might also disrupt the mesostructure
and leads just to 3 nm large crystallites. As a possible solu-
tion, titania nanocrystals were proposed as the starting mate-
rial for ordered mesoporous titania as well [292].

4.2.2. Metal Sulfides
Tohver, Osenar, Braun et al. used a true liquid crystal
approach to prepare various mesostructured metal sulfide
materials [293–295]. A lyotropic block copolymer phase is
swollen by an inorganic salt solution as Cd2+ salts and
then treatment with H2S vapor follows. A nanocrystalline,
ordered, mesoporous CdS material is the result. Soon, a
ZnS material followed [296]. Similar to the work, where
titania nanoclusters have been used for the preparation
of mesotructured titania [297], several groups prepared
ordered mesostructured germanium sulfide materials with
Ge4S10 clusters in the initial state [86, 298–300].

4.2.3. AlPO4

Due to the similarity between silica molecular sieves (zeo-
lites) and aluminium phosphates (ALPOs), there have been
many attempts to synthesize MCM-41 analogous ALPO
materials. In most of these cases, nonstable materials are
obtained or the pore systems are quite different from
MCM-41 [301, 302]. Kimura et al. reported a nicely ordered
hexagonal ALPO material in 1999 [303] and Holland et al.
reported on an interesting approach using an Al13 Keggin
species as the source for aluminum [304].

4.2.4. Silicon Nitride
Similar to ALPOs, one could suspect that it will be possible
to produce ordered, mesostructured silicon nitride because
the NH unit as in imides or amines is isoelectronic to oxy-
gen, which would allow a similar sol–gel chemistry as for
silica. There have been attempts to synthesize these com-
pounds with silicon amines, ammonia, and nonaqueous sol-
vents and surfactant [305].

4.2.5. Al2O3

Ordered mesoporous alumina would also be a very inter-
ested material due to its high relevance in catalysis. The clas-
sic way of preparing mesoporous alumina is by electrolytic
etching (anodized alumina) and the obtained results are
impressive for the production of thin films [306]. This tech-
nique is restricted to surfaces. Therefore, preparing ordered
mesoporous alumina via templating routes should be very
promising. It was found that it was very difficult for alumina
to achieve highly ordered materials and to achieve control
over pore size although some examples exist [270, 307]. It
seems that the S0X0 pathway is appropriate for alumina.

4.2.6. Metals
Attard and Goltner succeeded in the preparation of hexago-
nally ordered metal sponges via templating techniques [308].
This technique is very similar to the described approaches
although the network is now formed by reduction of noble
metal precursors.

4.3. Ordered Mesoporous Organic Materials

The templating concept introduced in Section 2 can be
extended towards pure organic or polymeric compositions
of materials. Similarily, an organic monomer is polymer-
ized around a prefabricated template structure. The chemi-
cal and physical parameters of the obtained polymer differ
very much from the monomer species if one compares it to
the sol–gel process of inorganic oxides. Often, restructur-
ing processes occur during polymerization which can lead to
partial or complete phase separation. Therefore one has to
distinguish:

• Transcriptive synthesis: The pore structure is a 1:1
imprint of the template structure.

• Reconstructive synthesis: The polymerization takes
place under the spatial confinement imposed by the
template and morphological rearrangements lead to
the final material.

• Synergistic synthesis: The monomer itself self-
organizes.

Similar to all the approached previously discussed, the
interactions between the template phase and the network
builder (or in other words, charge density matching consid-
erations) are of crucial importance. Additionally, entropic
forces, such as restriction of polymer segment mobility due
to spatial restrictions, can become important. These factors
determine whether a synthesis is transcriptive or reconstruc-
tive. One problem that also remains is that the porous mate-
rials are just metastable. In the case of polymeric materials,
this fact becomes much more important than for most inor-
ganic networks. Due to the swelling of polymers and their
high flexibility, polymer systems might be unable to retain
the porous structure in the long run.

One important field is the transcriptive translation of
molecules into pores designed on a molecular level which
is also known as molecular imprinting [309]. The synthesis
pathway is similar to a key lock or antibody/antigene mecha-
nism. The template molecules (often amino acids [310, 311],
sugars [312], peptides [313], or steroids [314, 315]) exhibit
a certain pattern of distinct, spatially distributed functional
groups. Suitable functional groups in the monomer systems
interact with these patterns and this leads to an imprint
of the shape and functional structure. Finally, the template
molecules are removed by extraction or chemical cleavage.
Typical monomers that have been used are methacrylic acid
and ethylene glycol dimethacrylate. More detailed reviews
about molecular imprinting to obtain porous polymers can
be found in the recent literature [316–319].

The second type for a clear transcriptive synthesis of
porous, organic polymer materials are found when colloidaly
crystals (opals) are used as templates [320, 321]. Large meso-
pore materials or macroporous structures are obtained. Pos-
sible polymer compositions involve polyurethane [322, 323],
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poly(acrylate-methacrylates) [324], poly(divinylbenzene)-co-
poly(ethyleneglycoldimethacrylate) [325], polystyrene and
poly(methyl methacrylate) [326], and polypyrrole [327].

Already, when micelles are used as templates, a clear tran-
scription to pores is questionable. Styrene/divinylbenzene
polymers with spherical pores of 10–20 nm were obtained by
templating with water swollen AOT (sodium bis(2ethylhexyl)
sulfosuccinate) micelles [328, 329]. The pore size appears to
be too large to be caused even by swollen AOT micelles.
In a similar work, water swollen AOT micelles were used
for the preparation of ethylene trimethacrylate polymers in
supercritical CO2 with 20 nm pores [330–332]. When super-
critical CO2 was omitted, pores of 100 nm were obtained
indicating the reconstructive character of the synthesis.

The micelles in the previous cases were already swollen
with a polar solvent as water, while the continuous phase
contained the hydrophobic monomer. The next logical step
is to use microemulsions as templates for the production
of porous polymers. Microemulsions are thermodynamically
stable systems with droplet sizes in the range of 10–100 nm
[1]. Of particular interest for this application are bicontinu-
ous microemulsions.

It was seen in all reported cases that the pore morph-
ology was no longer directly related to the structure of the
microemulsion. Very often just latex particles were obtained
[333, 334]. However, when hydrophilic (as acrylic acid) and
hydrophobic (as methylmethacrylate) are copolymerized in
the presence of a microemulsion, true porous materials
have been obtained [335]. The final product was, as men-
tioned, very different as expected from the morphology
of the microemulsion. Therefore, one has to conclude a
reconstructive synthesis pathway. The transformation from a
microemulsion to the final porous system for such a system
was studied and not less than four phase transitions have
been observed during the polymerization reaction [336].

The next level of complexity is reached when lyotropic
phases are used as templates for porous polymers. First
attempts to imprint a lyotropic structure into a polymer
failed due to demixing [337, 338]. However, it was possible
to get nicely ordered, reconstructed morphologies this way
[338, 339].

It can be concluded that a variety of nanoporous poly-
mer materials can be obtained. But due to thermodynamic
factors during the polymerization, demixing processes lead
to the formation of different materials than was planned.
Also, nonequilibrium conditions might play an important
role. Although the prepared structures are very interesting
and might have applications, it seems hard to synthesize
designed nanoporous polymers. Furthermore, it seems that
there are currently restrictions to just a few polymer systems.

5. CONCLUSIONS
It was shown in this review that the field of mesoporous
materials is very interdisciplinary. It ranges from a variety
of network compositions (inorganic, organic, and metallo-
organic), different pore shapes (disordered, spherical, cylin-
drical, lamellar), different pores sizes (from 2 nm to several
tenths of nanometers), and last but not least, different pore-
surface properties.

This high level of knowledge for these types of materi-
als creates several new challenges which would fill pages
if one considers all the different classes of materials in
the mesoporous materials family. However, some relevant
future directions should be mentioned.

During the next few years, scientists are going to achieve
compositions as much as possible for this class of materi-
als. It is also somewhat surprising that so far, no significant
application has been established for ordered mesoporous
materials. It can be envisioned that the more it is possible to
create materials with designer properties as electronic, mag-
netic, or mechanical properties, applications will be found.
One interesting application could be photocatalysis. It is
still unanswered if the narrow pore size distribution and the
regularity in shapes of the pore channels has some special
effects on processes in pores. Therefore, these effects will
have to be studied on a more fundamental basis.

All porous materials presented so far have some kind
of static character. This means that once the materials
have been prepared, they don’t change their properties any
longer. Smart porous materials, that is, materials chang-
ing their properties in dependence on outer stimuli (for
instance, pH or electric fields), are a very interesting goal. As
a first problem one might address changing pore sizes due to
a chemical stimulus. However, it cannot be overlooked that
mesoporous materials are just metastable once the template
is removed. This metastability has to be retained whatever
smart or intelligent materials are to be created. Therefore,
it seems that neither pure inorganic nor pure organic mate-
rials are able to fulfill this task. Inorganic-organic compos-
ites might be able to have these desired properties once the
complexity of the materials has been increased.

Much progress can also be expected from the field of
colloidal crystals (which also can create mesoporous mate-
rials) and photonic materials. Ideally, several disciplines—
chemistry physics, and engineering—will fuse to predict and
realize materials and device properties. The future will tell
if the next computer generation will run with light.

GLOSSARY
Amphiphile Molecules containing hydrophilic and hydro-
phobic parts.
Cetlyltrimethylammoniumbromide (CTAB) A cationic
surfactant.
MCM-41 The first ordered mesoporous material with
hexagonally aligned cylindrical pores.
Mesoporous materials Materials with pores between
2–50 nm.
Micropores Pores below 2 nm in size.
Self-assembly Process due to weak intermolecular forces
which leads to higher organized structures.
Template A central structure which acts as some kind of a
place-holder.
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1. INTRODUCTION
Porous materials are of scientific and technological inter-
est because of their potential for applications in separation
processes, catalysts, chromatography, the controlled release
of drugs, low dielectric constant fillers, pigments, microelec-
tronics, electro-optics, and other emerging nanotechnologies
[1–4].

Based on the IUPAC (International Union of Pure and
Applied Chemistry) definition, the pores of materials are
classified according to size: pore sizes in the range of 2 nm
and below are defined as micropores, those in the range of
2 nm to 50 nm, as mesopores, and those above 50 nm, as
macropores [5]. A direct relationship exists between the dis-
tribution of sizes, shapes, and volumes of the void spaces
in porous materials and their ability to perform the desired
function in a particular application. Hence, a need exists
to create uniformity within a pore size, shape, and volume,
since such properties can lead to superior applications. For
example, a material with uniform micropores could be used
to separate molecules on the basis of their size by selec-
tively adsorbing a small molecule from a mixture containing
molecules that are too large to enter its pores [1]. In another
example, the controllability of pore size as well as the mor-
phology of a material are important in the development of

size-selective filters and selective optical cavities. The wave-
length of the optical mode in a cavity is dependent on cavity
size and the bandgap of optical crystals depends on the crys-
tal periodicity, typically denoted as a photonic crystal [6].

In 1988, the first report of a crystalline microporous mate-
rial, aluminophosphate (AlPO4; VPI-5), with uniform pores
of 1.2 nm was reported [7]. Following the discovery of
VPI-5, numerous extra-large pore materials were synthe-
sized. In 1992, Mobil researchers disclosed the first family
of highly ordered mesoporous molecular sieves M41S (pore
size in the range 2–10 nm) where surfactants were used as
the template or pore forming agents during a hydrother-
mal sol–gel synthesis [8, 9]. The use of appropriate starting
materials and synthesis conditions permitted the prepara-
tion of different mesoporous silica oxides with ordered
structures in hexagonal form (denoted as MCM-41), cubic
form (denoted as MCM-48), and lamellar form (denoted
as MCM-50). Several reviews dealing with microporous and
mesoporous materials have appeared [1, 2]. In 1997, the
first ordered macroporous materials produced via a tem-
plate were reported [10]. A variety of macroporous ceram-
ics, metals, semiconductors, and polymers with well-defined
pore sizes in the submicrometer range have been success-
fully synthesized using self-assembled templates of a colloid
as well as self-assembled templates of emulsion [10, 11]. Sev-
eral reviews on the subject of macroporous materials have
appeared in the literature [3, 4]. The above methods for
preparing ordered porous materials have, thus far, resulted
in irregular shapes and/or thin-film shapes. However, for
practical applications, ordered porous materials must have
the shape of a usable object. It would be desirable, for exam-
ple, to produce ordered porous materials having a particular
form.

Reviews of previous methods used in the preparation of
well-ordered porous particles are described here with the
following main subjects: (1) synthesis, (2) characterization,
and (3) properties.

ISBN: 1-58883-064-0/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 8: Pages (259–270)



260 Ordered Nanoporous Particles

2. SYNTHESIS
The preparation of ordered nanoporous particles was car-
ried out in several ways as shown in Table 1. Surfactants,
which function as templates for forming ordered porous
materials, were typically used, particularly for the prepa-
ration of ordered microporous and mesoporous particles.
A colloidal templating procedure was also used for the
preparation of ordered macroporous particles. For the mate-
rials, silica was typically used in this process.

2.1. Emulsion Templating

Schacht et al. [12] reported on the preparation of the
mesostructured and macroscopically structured ordered
porous particles by interfacial reactions conducted in
oil/water emulsions. The use of emulsion biphase chemistry
offers the possibility of simultaneously controlling shape
on the micrometer to centimeter scale and the ordered
mesostructure at the molecular scale. The cetyltrimethylam-
monium bromide (CATB), or other related surfactants as
the pore structure directing agent, was used as surfactant.
The surfactant was dissolved in water and an aqueous solu-
tion of HCl was then added to the solution. To this solu-
tion a mixture of the auxiliary (typically mesitylene) and
tetraethoxysilane (TEOS) was added slowly with stirring at
room temperature, resulting in the formation of an emul-
sion. The morphology of the final product can be controlled
by the simple tuning of the stirring speed in the synthe-
sis mixture. A flat mesoporous silica film, mesoporous silica
fibers, and hollow porous silica particles form can be pro-
duced by appropriate control of the stirring speed.

Huo et al. [13] extended this general emulsion-based
approach to the preparation of mesoporous particles with
a diameter of 0.1–2.0 mm. A similar synthesis method
was employed, using CTAB as a surfactant. NaOH, as an
optional source of basic catalyst, was added to the CTAB
solution. To this solution, tetrabutyl orthosilicate (TBOS)
was added with stirring. The resulting product, a collection
of hard spheres, was filtered, and air-dried at room tem-
perature. They reported that the size of the silica spheres
can be controlled by varying the reaction conditions and the
volume.

Table 1. Synthesis method for the fabrication of ordered nanoporous particles.

Synthesis method Template Materials Porous structure Ref.

Oil–water interface emulsion templating Surfactants Silica Mesoporous [12, 13]
Biomimetic templating Diamines Silica Micro- and mesoporous [14]
Liquid-phase surfactant templating under

acidic and basic condition
Surfactants Silica Mesoporous [16–18]

Liquid-phase surfactant templating with
modification of Stöber method

Surfactants Silica, composite Mesoporous [19, 20, 22–25]

Aerosol spray surfactant templating Surfactants Silica Mesoporous [26, 27]
Aerosol spray colloidal templating Latex Silica Macroporous [30, 31]
Aerosol spray surfactant and colloidal

templating
Surfactant and latex Silica Meso- and macroporous [32]

Micromolding in inverted polymer opals Surfactant and latex Silica Mesoporous [32]
Air–oil interface colloidal templating Latex Silica, titania Macroporous [34]
Double templating Polystyrene latex, silica spheres Silica, titania Macroporous [35]

2.2. Biomimetic Templating

Tanev and Pinnavaia [14] condensed silica in the interlayer
regions of multilamellar vesicles, a biomimetic templating
approach, to form roughly spherical particles. The proce-
dure is based on the hydrolysis and cross-linking of a neu-
tral silicon alkoxide precursor in the interlayered regions
of multilamellar vesicles formed from a neutral diamine
bola-amphiphile. Unlike surfactant templating approaches,
this method produces porous lamellar silicas with vesicu-
lar particle morphology. In a typical preparation, TEOS
as the silica source was added to a 1,12-diaminododecane
(DDAD) template in ethanol and deionized water. The
reaction mixture was vigorously stirred at ambient temper-
ature to give the templated lamellar product with a vesic-
ular morphology. The crystalline product was recovered by
filtration, washed with deionized water, and air-dried. The
template was removed either by calcination in air or by sol-
vent extraction. Complete cross-linking of the structure of
the ethanol-extracted product was accomplished by subse-
quent calcination in air.

The use of 1-alkylamine as a templating agent in the syn-
thesis of mesoporous silica particles has also been reported
by Kosuge and Singh [15]. In a typical preparation, TEOS
was mixed with dilute aqueous HCl and stirred at a con-
stant speed. To this solution, 1-alkylamine (designated by
using carbon numbers such as C6, C8, C10, or C12) was added
and the solution was then stirred. The resulting mesoporous
silica particles were collected by centrifugation, dried, and
calcined. Appropriate control of the synthesis conditions led
to the production of various morphologies of mesoporous
silica particles.

2.3. Liquid-Phase Surfactant Templates

2.3.1. Preparation under Acidic Conditions
Ozin and co-workers [16] reported on the preparation of
mesoporous silicates particles using an extremely dilute
aqueous acidic solution using cetyltrimethylammonium chlo-
ride (CTACl) as cationic surfactant template and TEOS
as silica precursor. The prepared particles show the
co-presence of various morphologies, for example, toroidal,
disklike, spiral, and spheroidal shapes.
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This synthesis method was extended by Qi et al. [17]
to the synthesis of micrometer-sized mesoporous silica
spheres by mixed cationic-nonionic surfactant templating.
The mixed surfactants used were cetyltrimethylammonium
bromide (CTAB) and decaethylene glycol monohexadecyl
ether (C16EO10). In a typical synthesis, CTAB and C16EO10
were dissolved in HCl aqueous solution. To this solution,
TEOS was added at room temperature with stirring. After
the complete addition of TEOS, the mixture was allowed to
age either without stirring or with additional stirring. The
white precipitate was then recovered by filtration, washed
with water, and dried. Finally, the product was calcined in
air to remove the surfactants.

2.3.2. Preparation under Basic Conditions
Chai et al. [18] reported on the preparation of mesoporous
particles using a dilute aqueous basic medium. Silica parti-
cles with several morphologies were prepared. In this study,
CTAB was used as a cationic surfactant, while TEOS served
as the silica source. Aqueous sodium hydroxide or ammonia
was used as the catalyst. The synthetic conditions, both stir-
ring speed and surfactant concentration, were varied so as to
control the morphologies and size of the prepared particles.
Typically, a solution of CTAB, TEOS, NaOH, and water, in
a known ratio, was mixed at different stirring speeds. The
resulting product was filtered, washed, dried, and then sub-
jected to calcination.

2.3.3. Modification of Stöber Method
Unger and co-workers [19, 20] first reported the synthesis
of spherical silica particles featuring a hexagonal (MCM-41)
mesoporous structure, using a modification of the Stöber
synthesis [21] by adding surfactants to the reaction mixture
during particle formation. The synthesis was carried out in
an alcohol-water-ammonia system. Porosity was created by
adding two different types of pore structure directing agents
to the starting solution: one was an n-alkyltrialkoxysilane
which was covalently bonded to the silica framework, while
the other was an n-alkylamine which acted as a nonionic
template. Water hydrolyzes the tetraethoxysilane (TEOS) to
silicic acid which further condenses to oligomers, and these
primary particles agglomerate to the final silica spheres in
sizes up to 1.5 mm. Ethanol acts as a cosolvent to produce a
homogeneous solution, and ammonia acts as a morphologi-
cal catalyst. The particle size can be adjusted by the ratio of
water, alcohol, ammonia, and silane. After removal of the
solvent, the product was calcined to remove the porogen and
to form porous silica particles.

In another paper [22], they extended this method to the
preparation of submicrometer-sized solid core/mesoporous
shell (SCMS) silica particles. The particles were nearly per-
fectly spherical in shape, with the pores being randomly
distributed over the silica shell, whereas the core was com-
posed of dense silica. The formation of the pore structure
of the shell was studied as a function of the amount of
n-octadecyltrimethoxysilane (C18-TMS) as the porogen in
the starting solution during the growth process.

Yoon et al. [23] extended this approach to the produc-
tion of mesoporous carbon hollow spheres. In this synthe-
sis, silica (or aluminosilicate) spheres with SCMS structures

were used as template materials and an in-situ polymerized
phenol-resin or poly(divinylbenzene) as carbon source. Alu-
minum was incorporated into the silicate framework via an
impregnation method to generate strongly acidic catalytic
sites for the polymerization of phenol and formaldehyde.
Phenol and formaldehyde were incorporated into the meso-
pores of SCMS aluminosilicate, and further carbonized to
obtain carbon/aluminosilicate nanocomposite. The dissolu-
tion of the aluminosilicate template using either NaOH or
HF solutions generated HCMS carbon capsules.

Schumacher et al. [24] reported a similar synthesis
route for the formation of submicrometer- to micrometer-
sized particles with a three-dimensional cubic structured
(MCM-48) pore system. n-Hexadecyltrimethylammonium
bromide was used as template. Aluminum-, chromium-,
gallium-, niobium-, and vanadium-MCM-48 were also syn-
thesized using this general procedure by using different
metallic precursors (e.g., Al2(SO4)3 · 18 H2O and V2O5).

2.3.4. Mesoporous Nanocomposite Particles
The preparation of monodisperse spherical mesoporous
silica/gold nanocomposites consisting of mesoporous silica
and a single gold particle approximately 60 nm in diameter
using a liquid-phase self-assembly process was reported by
Nooney et al. [25]. To prepare gold vitreophilic, a bifunc-
tional ligand, mercaptopropyl trimethoxysilane (MPTS) was
bound to the surface of the gold. Following this, an organic
mesopores template and tetraethylorthosilicate (TEOS)
were added using a Stöber method. The template used in
this work was a quaternary ammonium salt, cetyltrimethy-
lammonium bromide (CTAB). In an aqueous solution this
surfactant forms an ordered hexagonal micellar array, which
serves as a template for the polymerization of silicate, and
the length of the carbon chain controls the radius of the
mesopores. After 2 h of growth at room temperature, the
sample was filtered and washed.

2.4. Aerosol Spray Method

2.4.1. Surfactant Templating
Bruinsma et al. [26] first used an aerosol spray method
(spray drying) to prepare mesoporous powders by the
rapid evaporation of hydrolyzed silicon alkoxide-surfactant
in an acidic alcohol/water mixture. During solvent drying,
the silica and surfactant, cetyltrimethylammonium chloride,
self-assemble to form a hexagonally ordered mesophase
structure and all of the nonvolatile components (silica, poly-
mer, and surfactant) are incorporated into the mesophase.
Spray-dried particles, consisting of hollow particles with
mesoporous shells, were produced.

Lu and co-workers [27, 28] extended this method to the
preparation of spherical well-ordered mesoporous particles
via the self-assembly of surfactant templates. The synthesis
process starts by using a homogeneous solution of soluble
silica plus a surfactant prepared in an ethanol/water solvent.
The solution was generated in the form of an aerosol dis-
persion within a tubular reactor (Fig. 1). In a continuous
process, the aerosol particles are dried, heated, and collected
on a filter. Preferential alcohol evaporation during drying
enriches the particles in the surfactant, water, and silica,
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Figure 1. Schematic for the preparation of ordered mesoporous parti-
cles via a surfactant template using aerosol spray method.

inducing micelle formation and the successive co-assembly
of silica–surfactant micellar species into liquid-crystalline
mesophases. Typically, particles produced by this method
are solid, with highly ordered hexagonal, cubic, or vesicular
mesostructures. Rao et al. [29] extended this method to the
preparation of mesoporous particles with diameters in the
range of 5 to 10 �m.

2.4.2. Colloidal Templating
The production of spherical-shaped porous particles with a
nanoscale ordering porosity by means of an aerosol spray
method via a colloidal crystal template has been reported
by Iskandar et al. [30, 31] The synthesis via colloid crystal-
lization permits pore sizes to be controlled in the range of
nanometers to micrometers. Figure 2 depicts the schematic
for the preparation of such ordered porous particles. Col-
loidal silica nanoparticles were mixed with polystyrene (PS)
latex, in a certain fraction in water, which was then atomized
to generate droplets. The size of the silica particles varied
from 5 nm to 25 nm and the PS latex from 42 nm to 178 nm.
The reactor consisted of two heating zones: the first was
used to evaporate the solvent in the droplet and the sec-
ond was used to evaporate the PS latex particles, resulting
in the formation of porous silica particles. This method is
rapid and relatively simple. A large amount of porous parti-
cles can be produced in just several seconds. The production
rate can be easily controlled by the appropriate control of
the rate of flow of the nitrogen carrier gas. This method is
an in-situ process. No post treatment is required to produce
porous particles. Particle size can be controlled by altering
the droplet size as well as the concentration of primary parti-
cles in the precursor, which represents additional advantages
of this method.

Silica nanoparticle
Polystyrene latex (PSL) particle

Drying at
high temperature

Drying at
low temperature

Two temperature zones reactor

µm size droplet
Sub-micrometer particle

Figure 2. Schematic for the preparation of ordered macroporous par-
ticles via a colloidal template using aerosol spray method.

2.4.3. Combining of Surfactant
and Colloidal Templating

The synthesis of hierarchical porous silica nanoparticles
with well-defined pore sizes (or cells) templated by combin-
ing colloidal particles with surfactants, or microemulsions,
through an aerosol process has been reported by Fan et al.
[32]. Adjustable meso- or macroporosity nanoporous silica
particles could be produced using a soft microemulsion and
solid polystyrene beads as templates.

The synthesis process starts by using a homogeneous
solution of polystyrene spheres/silica, polystyrene spheres/
surfactant/silica, or microemulsions/silica. The method for
preparing the porous silica particles was similar to that used
for the preparation described in Figures 1 and 2. After
removal of surfactants and polymer spheres, the resulting
materials exhibited a controlled meso- and macroporosity.

2.5. Micromolding in Inverted
Polymer Opals

The synthesis of silica spheres composed of the hexagonal
symmetry form of mesoporous silica using micromolding in
inverted polymer opals (MIPO) was reported by Yang et al.
[33]. MIPO begins with the synthesis of a polystyrene micro-
mold having the structure of an inverted opal (Fig. 3). This is
achieved by the radical polymerization of styrene monomer
within the void spaces of a silica opal that had been grown
and sintered followed by removal of the silica opal by
fluoride-based etching. The polystyrene micrometer-scale
structure is well ordered and within each spherical void reg-
ular arrangements of smaller holes that originate from the
necking points between silica spheres in the sintered fcc opal
template can be observed. The polystyrene inverted opal
is subsequently infiltrated with a silicatropic liquid crystal
composed of a nonionic surfactant C12H25(OCH2CH2�10OH,
water, hydrochloric acid, and TEOS, which slowly under-
goes hydrolytic polycondensation to a monolithic periodic
mesoporous silica. Removal of the polystyrene mold either
by solvent extraction or by calcination in air leaves behind

Infiltration of styrene
and polymerization

Silica etching by HF

Infiltration and
condensation of
silicatropic liquid

crystal
Removal of polystyrene
by calcination in air or

toluene dissolution

Figure 3. Schematic for the preparation of ordered mesoporous parti-
cles via a surfactant template using micromolding in inverted polymer
opals. Reprinted with permission from [33], S. M. Yang et al., Adv.
Mater. 12, 1940 (2000). © 2000, Wiley-VCH.
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a well-ordered opal replica in which the individual particles
are composed of periodic mesoporous silica.

2.6. Air–Oil Interface Colloidal Templating

Ordered macroporous particles of silica and titania fabri-
cated by colloidal templating in aqueous droplets straddling
an air–oil interface have been investigated by Yi et al. [34].
The procedures involve the initial preparation of spherical
colloidal crystalline particles of polystyrene latex spheres fol-
lowed by infusion with metal precursor solutions that form
silica or titania in the interstices (Fig. 4). Finally, calcination
is employed to decompose the polystyrene latex spheres,
leaving macropores at their sites. The shape of the template
can be controlled by the presence of added surfactant or by
the action of an applied electric field. Specifically, spherical,
concaved disklike, and ellipsoidal colloidal crystals were suc-
cessfully prepared and used as templates in the fabrication
of ordered macroporous particles.

An electric field can be applied to the droplet-template
colloidal crystallization cell with electrodes that are con-
nected to an alternating current (ac) electric power sup-
ply. The suspension droplet of the monodisperse PS latex
spheres straddles the air–oil interface, but most of the sus-
pension droplet is immersed in the oil phase. If necessary,
an ac electric field can be applied to deform the suspension
droplets. During the evaporation of the drop-phase liquid
(i.e., water in the present case), the PS latex spheres in the
suspension droplets begin to order into a macrocrystalline
structure. In the presence of an applied electric field, the
suspension droplets are deformed into spheroids. A viscous
silicone oil or a partially fluorine-substituted silicone oil was
used as the continuous oil phase.

The suspension droplets underwent shrinkage during incu-
bation. Finally, the oil that had infiltrated into the macrocrys-
talline structure was extracted with hexane and drying gave
supraparticle assemblies having various shapes.

The prepared macrocrystalline particles were soaked in a
solution of a metal alkoxide precursor, which penetrated the
interstices between the PS latex spheres by capillary force.

Optical

microscopy

Desiccant

Silicone oil

Electrode

Suspension

droplet

Figure 4. Schematic of the colloidal crystallization cell with a suspen-
sion droplet as a template. Reprinted with permission from [34], G.-R.
Yi et al., Chem. Mater. 13, 2613 (2001). © 2001, American Chemical
Society.

The macrocrystalline spheres into which the precursor had
fully infiltrated were removed and then exposed to air. The
metal oxide precursor was then hydrolyzed by moisture in
the air. It is especially noteworthy that before the hydrolysis
reaction proceeded, the residual alkoxide precursor remain-
ing on the surface of spherical colloidal assemblies must be
removed. Otherwise, a thick skin is formed on the ordered
macroporous sphere. Skin formation can be avoided by
removing the precursor solution on the surface of colloidal
assemblies in a moisture-free space or by treatment with
n-propanol. Finally, the polystyrene latex spheres constitut-
ing the organic-inorganic composite microstructured parti-
cles were removed by calcination, leaving ordered spherical
air voids at their sites in a matrix of titanium oxide or silicon
oxide.

2.7. Double Templating

Yi et al. [35] reported on a fabrication method for prepar-
ing an array of uniform micron-sized ceramic spheres with
ordered macropores by double templating. The synthetic
method for preparing the macroporous particles is a two-
step template-assisted fabrication process, as illustrated
in Figure 5. Micrometer-sized silica particles are initially
assembled into a close-packed colloidal crystalline array and
are then encapsulated by polymerizing a polymer in the
interstices. The silica spheres are then removed by selective
chemical etching, leaving behind micrometer-sized air cavi-
ties. The polymer latex particles are then injected into the
spherical air cavities inside the polymer matrix. The poly-
meric particles assemble within the voids to form an ordered
close-packed structure. Finally, an inorganic precursor is
infiltrated into the interstices between the latex particles and
gelled to capture the ordered structure. A key feature of the
polymer template is that the macropores are interconnected
with windows sufficiently large for small polystyrene latex
with size of about 500 nm to pass through.

Silica Colloidal
Crystal

Polymer encapsulation

Ordered
macroporous

polymer

Filling the polymeric particles
inside big pores through windows

and infiltrating inorganic
precursor

Remove polymeric
matrix and particles

by burn-out

Figure 5. Schematic for the preparation of ordered mesoporous parti-
cles via a colloidal template by double templating method. Reprinted
with permission from [35], G.-R. Yi et al., J. Am. Chem. Soc. 124, 13354
(2002). © 2002, American Chemical Society.
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3. CHARACTERIZATION
Characterization of the morphology and porous structure of
prepared particles usually involves the use of scanning elec-
tron microscopy (SEM), transmission electron microscopy
(TEM), X-ray diffraction (XRD), and adsorption analy-
sis. In this section, the characterization of the prepared
particles will be described from the following points of
view: (1) microscopy observation, (2) X-ray diffraction, and
(3) adsorption analysis. Table 2 shows some data relative to
the characterization of ordered nanoporous particles.

3.1. Microscopy Observation

Using SEM and TEM observation techniques, the morphol-
ogy, size distribution, and porous structure of the prepared
particles can be observed. In the following subsections, the
microscopy characterization of the prepared particles will be
summarized according to the synthesis method used.

3.1.1. Emulsion Templating
In the preparation of ordered porous particles via oil–water
interface emulsion templates, Schacht et al. [12] reported
that the final product morphology can be controlled by
the stirring speed used in the synthesis (see Section 2.1).
Stirring is one mechanism for controlling emulsion proper-
ties through modification of long-range hydrodynamic forces
and is crucial in the formation of the secondary morphol-
ogy. Under low stirring speed, a fiber type morphology was
observed. By increasing the stirring speed, more spheri-
cal particles were formed and the fiber morphology disap-
peared. The spherical particle size decreased with increasing
stirring speed. However, the size distribution was broad
and some of the particles were agglomerated. By care-
fully controlling the synthesis conditions, a relatively narrow

Table 2. Characterization data of ordered nanoporous particles.

Specific Specific pore
Ordered Pore size surface area volume

Preparation method Morphology type Size [�m] [nm] [m2/g] [cm3/g] Ref.

Oil–water interface Fibers, spherical Hexagonal 1–2000 1.4–10 ∼1100 0�24 ∼ 0�61 [12, 13]
emulsion templating solid and hollow

Biomimetic templating Spherical hollow Vesicle 0.3–0.8 0.6, 1.2 ∼984 0�47 ∼ 0�56 [14]
Liquid–phase surfactant Toroidal, disklike, Hexagonal 2–20 2�5 ∼ 5 ∼1042 0.70 [16–18]

templating under acidic/ spiral, spherical
basic condition

Liquid–phase surfactant Spherical Hexagonal, cubic 0.4–2.3 2.10–11.2 ∼1600 0�49 ∼ 1�2 [19, 20, 22–25]
templating with
modification of
Stöber method

Aerosol spray Spherical Hexagonal, cubic, 0.05–0.5 1.8–9.2 ∼1770 — [26, 27]
surfactant templating vesicular

Aerosol spray Spherical, Hexagonal 0.3 42–178 — — [30, 31]
colloidal templating doughnut-like

Aerosol spray surfactant Spherical Hexagonal 0.1 4.0–100 ∼480 0.53–0.88 [32]
and colloidal templating

Micromolding in inverted Spherical Hexagonal 0�28 ∼ 0�36 4.1 ∼560 — [32]
polymer opals

Air–oil interface Spherical, concave Hexagonal 2000 190–275 — — [34]
colloidal templating disklike, ellipsoidal

Double templating Spherical Hexagonal 60 500 — — [35]

size distribution of spherical particles was obtained. From
other SEM images, these particles were shown to be hollow
and most were crushed after the organic phase had been
removed. Silica particles in the form of fibers have a size
of 50–1000 �m in length, and in the hollow spherical form
have a diameter of 10 to 500 �m.

Using a similar method, Huo et al. [13] reported that
by combining different surfactants and basic catalysts, the
prepared particles have a solid and spherical morphology,
where the stirring speed influences the condition of the par-
ticles. A low stirring speed resulted in the formation of
soft gel particles, a medium stirring speed give millimeter-
sized particles, and high stirring speeds resulted in smaller
particle sizes. The size of the silica particles was uniform
and could be controlled in the range of 0.1 to 2 �m. TEM
images suggest that the particles exhibit a small pore size in
the nanometer range (1–5 nm) and a preferentially ordered
hexagonal form (MCM-41), while other areas show pores
that appear to have a narrow size distribution but with a
random orientation.

3.1.2. Biomimetic Templating
In the preparation of ordered porous particles via diamine
templating, elliptical well-ordered multilamellar regions
near the vesicles of 300 to 800 nm were observed, as evi-
denced by TEM and SEM observations [14]. The multil-
amellar regions near the vesicle surface are populated by a
dense inorganic phase. This structural feature is indicative
of biomimetic nucleation and the growth of lamellar silica
material, as the self-assembly process occurs in the interlay-
ered regions of the multilamellar bola-amphiphile vesicles.
Tanev and Pinnavaia postulated that the formation of vesic-
ular materials occurs in a manner reminiscent of natural
biomineralization processes.
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In the preparation of ordered porous particles via diamine
templating, various types of spherical morphologies of spi-
rals, hollow and solid mesoporous silica with submicrometer-
sized diameters were obtained [15]. By changing the mixing
order of the reactants used in the synthesis, mesoporous
solid particles of several tens of micrometers in size were
obtained. The morphologies of the particles produced and
their porous properties are strongly influenced by the alkyl
chain length of the 1-alkylamine template and the concen-
tration and volume of the acidic aqueous solution used in
the synthesis mixture. A longer alkyl chain (C10, C12) leads to
production of a flaky, ultrathin lamina morphology, while a
short alkyl chain (C6, C8) produces a spherical morphology,
C6 templating produces hard mesoporous silica spheres, and
C8 templating, spiral or hollow spheres. With a very long
alkyl chain (above C12) or a short alkyl chain (below C6), the
amorphous qualities significantly increase, indicating insta-
bility or incomplete solubility of the 1-alkylamine.

3.1.3. Liquid-Phase Surfactant Templating
under Acidic and Basic Conditions

Mesoporous particles prepared by this method have spher-
ical and curved morphologies including toroidal, disklike,
spiral, and spheroidal shapes [16–18]. In the case of the use
of a cationic surfactant under acidic conditions, SEM images
reveal that the morphologies are extraordinary in terms of
their diverse and remarkable shapes and impressive range
of curvature [16]. However, for the use of cationic-nonionic
surfactants, SEM images reveal the production of entirely
spherical particles, although some agglomeration is evident.
The size of these silica spheres ranges from 2 to 6 �m. In
the case where a cationic-nonionic surfactant is used, the
exterior surface of the particles is very smooth, in contrast to
the faceted and corrugated surfaces exhibited by the meso-
porous silica bodies synthesized by cationic surfactant tem-
plating. TEM images of the basic morphologies clearly show
the presence of hexagonally close-packed channels with a
center-to-center spacing of ∼5 nm.

3.1.4. Liquid-Phase Surfactant Templating:
Modification of Stöber Method

The morphologies of particles prepared by the Stöber
method using the CTAB surfactant as a template were
almost spherical with a size range from 400 to 1100 nm. In
the case where n-alkylamines were employed as templates,
spherical particles in a wide range of sizes, from 0.5 to
2.3 �m, were obtained. The particles are nearly completely
dispersed although some agglomeration was visible.

3.1.5. Aerosol Spray Surfactant Templating
In the preparation of particles by aerosol spray surfactant
templating, particles with ordered mesoporous structures
and a spherical morphology were obtained. Different sur-
factant templates, that is, CTAB, Brij-58, Brij-56, or P123,
exhibited different structural mesopores of the prepared
particles. The use of the CTAB surfactant gave particles
that exhibit a highly ordered hexagonal mesophase (Fig. 6a).
Many of the particles adopted a polyhedral shape that is
hexagonal in cross section. The use of nonionic surfactants
(Brij-56/58) commonly resulted in vesicular mesostructures,

50 nm 50 nm

50 nm 50 nm

a b
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Figure 6. Representative TEM micrographs of mesostructured silica
particles. (a) Faceted, calcined particles with hexagonal mesophases.
The sol was prepared using 5 wt% CTAB as the surfactant template.
(b) Calcined particles showing a cubic mesostructure. The sol was pre-
pared using 4.2 wt% Brij-58. (c) Calcined particles showing a vesicular
mesophase. The sol was prepared using 5% P123. (d) Uncalcined sil-
ica particles showing the “growth” of ordered vesicular domains from
the liquid–vapor interface. The sol was prepared using 2.5% Brij-56.
Reprinted with permission from [27], Y. Lu et al., Nature 398, 223
(1999). © 1999, Macmillan Magazines Ltd.

but cubic and hexagonal mesostructures could also be pro-
duced (Fig. 6b and d). The use of the P123 surfactant as the
triblock copolymer template typically resulted in a vesicular
mesophase (Fig. 6c).

Evaporation during aerosol processing creates a radial
gradient in surfactant concentration within each droplet
that steepens with time and maintains a maximum con-
centration at the droplet surface. Starting with an initially
homogeneous solution, the surfactant critical micelle con-
centration is exceeded first at the surface of the droplet,
and, as evaporation proceeds, is progressively exceeded
throughout the droplet. This surfactant enrichment induces
a silica–surfactant self-assembly into the micelles and further
organization into liquid-crystalline mesophases. The radial
concentration gradient and the presence of a liquid–vapor
interface causes the rapid inward growth of ordered silica–
surfactant liquid-crystalline domains (Fig. 6d) rather than in
the outward direction from a seed.

Unlike films—which have flat liquid–vapor interfaces and
show a progressive change in mesostructure (disordered →
hexagonal → cubic → lamellar) with increasing surfac-
tant concentration, particles prepared with comparable
CTAB concentrations show only disordered or hexagonal
mesophases. The reason for this is because the liquid–
vapor interface serves as a nucleating surface for liquid-
crystal growth; the high curvature imposed by this interface
alters the generally observed relationship between the sur-
factant packing parameter and the resulting mesostructure.



266 Ordered Nanoporous Particles

Although the use of CTAB typically leads to the formation
of lamellar mesophases in bulk and thin-film samples,
it appears that this molecule cannot pack into a cone
that is truncated by surfaces of high and opposite curva-
ture, as is required to direct the vesicular mesostructure.
Only surfactants containing ethylene oxide (EO) blocks con-
sistently gave vesicular mesophases.

3.1.6. Aerosol Spray Colloidal Templating
In the preparation of particles by aerosol spray colloidal
templating, ordered macroporous particles were obtained.
The resulting powders are almost spherical (Fig. 7a).
Ordered pores with a close-packed hexagonal arrangement
are clearly observed on their surfaces, indicating that a self-
organization of the PSL particles occurred spontaneously
during the evaporation process. The area of organization
(arrangement) increased with an increase in powder particle
size, which was obtained using a larger-sized droplet. TEM
images reveal that the pore arrangement persists throughout
the entire volume of the particles (Fig. 7b). The pore sizes
are similar to the PS latex particle sizes. This suggests that
the pore size can be easily controlled by appropriately alter-
ing the size of the PS latex particles (Fig. 7c and d). There
is an optimum fraction of PS latex and primary silica parti-
cles to result in the formation of spherical particles with an
organized pore arrangement.

3.1.7. Micromolding in Inverted
Polymer Opals

SEM images of prepared porous particles using this method
showed that the morphology of particles was spherical
(Fig. 8). The diameter of the product of mesoporous silica
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Figure 7. (a) Typical SEM image of ordered macroporous silica parti-
cles synthesized by templating spherical colloidal 178-nm PS particles
using a spray drying method. (b) Typical TEM image of ordered macro-
porous silica particles. (c) SEM image at high magnification shows the
hexagonal packing of macroporous particles. (d) SEM image of ordered
macroporous silica particles synthesized by templating 79-nm PS parti-
cles. Reprinted with permission from [31], F. Iskandar et al., Nano Lett.
2, 389 (2002). © 2002, American Chemical Society.
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Figure 8. Microscope images of mesoporous silica particles prepared
by micromolding in inverted polymer opals. (a) SEM image of calcined
mesoporous spheres, (b) a triplet coalescence defect, and (c) TEM
image of a microtomed thin section. Reprinted with permission from
[33], S. M. Yang et al., Adv. Mater. 12, 1940 (2000). © 2000, Wiley-VCH.

depends on the colloidal template (silica microspheres) size
used. In the case where a silica microspheres size of 460
nm is used, the diameter of the air microspheres in the
inverted mold is ca. 460 nm. The mesoporous silica opal
showed that the size of the as-synthesized mesoporous sil-
ica microspheres is ca. 420 nm and this observed shrink-
age is due to the condensation of silicate to silica (Fig. 8a).
The mesoporous silica particles further shrink to ca. 390 nm
after calcination because of further condensation polymer-
ization of Si-OH groups on the surface of the mesoscale
channels (Fig. 8c). In the case where a silica opal consisting
of smaller ca. 360 nm microspheres is used, the diameter
of the as-synthesized mesoporous silica microspheres is ca.
280 nm. The monodisperse mesoporous silica microspheres
are packed in a regular fcc array. In addition, intriguing
coalescence defect structures are observed, as depicted in
Figure 8b. These structures are most pronounced when
templating the mesoporous silica opal with smaller micro-
spheres. TEM images of a thin microtomed section show
hexagonally ordered mesoscale pores with a diameter ca.
5 nm.

3.1.8. Air–Oil Interface Colloidal Templating
The shape of the prepared colloidal crystals was either
spherical or nonspherical (oblate or prolate spheroids) and
could be successfully controlled by applying an ac elec-
tric field or by adding a surfactant. Specifically, spherical,
concaved disklike, and ellipsoidal colloidal crystal were suc-
cessfully prepared and used as a template in the fabrica-
tion of ordered macroporous particles. The SEM images
of the prepared macroporous particles showed that the
pores were interconnected and ordered into a hexagonal
arrangement. The sizes of the pores ranged from 190 to
275 nm, depending on the colloidal template size. All sam-
ples underwent shrinkage during calcination. Nevertheless,
the spherical shapes of the colloidal crystals remained,
as shown from a low-magnification image of an optical
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microscope (Fig. 9a). The SEM images reproduced in Fig-
ure 9b showed that calcined samples of titanium oxides were
highly ordered in three dimensions over the entire range,
resembling a cubic close packing of cages. However, the
cubic close packing structure can clearly be seen from the
two-dimensional Fourier transforms (FFTs) of the corre-
sponding SEM images (see the insets in Fig. 9b). The result-
ing spot pattern indicates that the image plane is close to the
(111) plane of an fcc lattice. The void spaces were intercon-
nected in three dimensions through windows, the diameters
of which typically exceeded 40 nm, and the wall thickness
was about 40 nm (Fig. 9c).

3.1.9. Double Templating
SEM images of mesoporous silica particles prepared by
the double templating method are shown in Figure 10.
Figure 10a shows several millimeter-sized polymer skeletons
filled with small latex particles. After the large pores were
filled with the polymer particles and the remaining water was
removed by drying, the metal alkoxide precursor of silica or
titania was infiltrated into the interstices formed between
the latex particles (Fig. 10b), after the organic polymer
matrix and latex particles were removed. Figure 10c shows
that photonic balls with ordered spherical macropores were
successfully produced. The size distribution of the photonic
balls was determined by the size of the silica particles that
were used in the original templating process. The inset of
Figure 10c shows that the internal structure of each photonic
ball is highly ordered.

3.2. X-Ray Diffraction

X-ray diffraction techniques are frequently used to charac-
terize the porous structure of ordered nanoporous particles.
XRD patterns of hexagonal ordered mesoporous materials

C

BA

Figure 9. (A) Optical microscope images of an ordered macroporous
titania sphere synthesized by templating the spherical colloidal assem-
bly formed from the 230-nm PS spheres. (B) Typical SEM image of an
ordered macroporous titania sphere. The inset shows the fast Fourier
transform of the SEM image. (C) SEM image at large magnification
showing the interconnected cavity pores. Reprinted with permission
from [34], G.-R. Yi et al., Chem. Mater. 13, 2613 (2001). © 2001,
American Chemical Society.

A B

C

Figure 10. SEM images show (A) shaped colloidal crystals in a
polyurethane skeleton, (B) composite of shaped colloidal crystals and
an infiltrated titanium alkoxide precursor solution, and (C) ordered
macroporous titanium spheres by removal of the organic polymer phase
of the previous composite. (Scale bars are 1 �m). Reprinted with per-
mission from [35], G.-R. Yi et al., J. Am. Chem. Soc. 124, 13354 (2002).
© 2002, American Chemical Society.

usually exhibit three or five reflections, or Bragg peaks,
between 2� = 2� and 6�. Figure 11 shows XRD patterns of
dried and calcined fibers prepared by an aerosol spray sur-
factant templating method [26]. The reflections are due to
the ordered hexagonal array of pores and can be indexed
assuming a hexagonal unit cell as (100), (110), (200), and
(210) after calcination.

The XRD pattern of lamellar mesoporous materials typi-
cally shows one intense peak between 2� = 2� and 6�, along
with a broad weak shoulder [14]. However, samples with
only one distinct reflection have also been reported to con-
tain substantial amounts of hexagonal structure [16]. The
XRD patterns of cubic structure mesoporous materials typi-
cally exhibit three or five Bragg peaks, between 2� = 2� and
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Figure 11. XRD patterns of mesoporous silica fibers: (A) air-dried
fibers; (B) calcined fibers. Reprinted with permission from [26], P. J.
Bruinsma et al., Chem. Mater. 9, 2507 (1997). © 1997, American Chem-
ical Society.
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6�. The reflections can be indexed assuming a cubic unit cell
as (211), (220), (421), (332), and (431) [24].

Since the materials are not crystalline at the atomic level,
no reflections at higher angles are observed. Moreover,
these reflections would only be very weak in any case, owing
to the strong decrease of the structure factor at high angles.
It is not possible to quantify the purity of the materials
by means of XRD. Samples with only one distinct reflec-
tion have also been found to contain substantial amounts of
hexagonal materials. Using XRD patterns, the pore center-
to-center diameter, or d-spacing, can be calculated.

A small-angle X-ray scattering (SAXS) was also used to
characterize the porous structure of the particles [27].
Figure 12 shows small-angle X-ray scattering (SAXS)
patterns for silica particles prepared by aerosol spray sur-
factant templating method and different surfactants. The
main peak is indexed as the [100] reflection of the hexag-
onal (A, prepared using CTAB surfactant) and vesicular
mesophases (B and C).

3.3. Adsorption Analysis

Adsorption analysis has been widely used to determine sur-
face area and to characterize the pore-size distribution of
ordered nanoporous particles. N2, O2, and Ar gases are typ-
ically used to characterize the porosity of mesoporous mate-
rials [36–38]. Figure 13 shows the adsorption-desorption
isotherm of N2 for ordered nanoporous particles [13].

To determine the pore-size distribution, several meth-
ods based on geometrical considerations [39], thermody-
namics [40], or a statistical thermodynamic approach have
been used [41]. In addition, freezing point depression can
be used, as well as nuclear magnetic resonance (NMR)
[42]. A method for analyzing in the mesopores range is
the Barret–Joyner–Halenda (BJH) method [43, 44] which is
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Figure 12. Small-angle X-ray scattering (SAXS) patterns of silica par-
ticles with (A) hexagonal or (B and C) vesicular mesophase. Reprinted
with permission from [27], Y. Lu et al., Nature 398, 223 (1999). © 1999,
Macmillan Magazines Ltd.
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Figure 13. Adsorption-desorption isotherm of nitrogen at 77 K for
ordered mesoporous particles. Reprinted with permission from [13],
Q. S. Huo et al., Chem. Mater. 9, 14 (1997). © 1997, American Chemical
Society.

based on the Kelvin equation. Figure 14 show a sample of a
BJH pore-size distribution plot from the adsorption branch
of the sample shown in Figure 13 [13].

4. PROPERTIES

4.1. Pore Size and Surface Area

Ordered nanoporous materials are used technically as adsor-
bents, catalysts and catalysts supports, and separation mate-
rials due to their high surface area and well-ordered pore
size. The extremely high surface areas are conducive to high
catalytic activity. From Table 2, it was found that meso-
porous particles prepared using an aerosol spray surfactant
template had the highest surface area, 1770 m2/g [26]. Well-
ordered mesoporous materials also offer interesting poten-
tial for use in separation and adsorption [45].

4.2. Thermal Properties

Thermal stability by annealing nanoporous silica particles
has been investigated [24, 31]. By annealing particles below
750 �C, the porous structure of silica particles (mesoporous
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Figure 14. BJH pore-size distribution plot from adsorption branch.
Reprinted with permission from [13], Q. S. Huo et al., Chem. Mater. 9,
14 (1997). © 1997, American Chemical Society.
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[24] and macroporous [31]) remains stable. At higher tem-
peratures in the vicinity of 1000 �C, the XRD patterns of
materials show that several peaks disappear. From SEM
images, by annealing at 1200 �C, some silica nanoparticles
collapse from the pore wall and give rise to smaller pore
sizes inside the particles. The morphology of the powder
becomes smoother and smaller, due to the sintering of sil-
ica, which occurs at this temperature. When the annealing
temperature reaches 1500 �C, the pores collapse and, finally,
solid spherical silica particles are obtained. The difference
in powder particle volume before and after annealing deter-
mines the porosity of the powder [31].

4.3. Optical Properties

Chang and Okuyama [46] reported on the optical properties
of ordered macroporous particles prepared by an aerosol
spray colloidal surfactant method. Light scattering by solid
and macroporous silica particles was investigated using a
laser particle counter (LPC) coupled with a pulse height
analyzer. The measured partial scattering cross section of
solid and macroporous silica particles with same diameter
showed significant differences. The effective relative indices
of solid and macroporous silica particles were computed
by the best fitting of the scattering intensity measurements.
The result showed that the macroporous silica particles have
a low effective refractive index, 1.147 (for solid silica parti-
cles, the effective refractive index was 1.46). By changing the
porosity of the porous particles, the refractive index could
be easily controlled.

5. SUMMARY
Ordered nanoporous particles have been synthesized by sev-
eral methods, in the liquid process as well as in the aerosol
phase using a surfactant and/or colloidal templates. The
morphology of prepared particles, the pore size, and the
porous structure are typically influenced by the template
types, the synthesis method, and the synthesis procedures.
The use of a surfactant template led to the formation of
micro- and/or mesoscaled structured porous particles. The
use of a colloidal template gave particles with macroscale
ordered pores. A high surface area and well-ordered nano-
porous particles would be potentially useful as catalyst,
adsorbent, separation materials, and low refractive index
materials. Research in the preparation of particles that
contain ordered nanopores (microporous, mesoporous, and
macroporous) with a controlled morphology is in its infancy.
It remains to be seen if these systems can be developed for
other applications such as low dielectric constant, microelec-
tronics, and electro-optics.

GLOSSARY
Aerosol A substance composed of solid or liquid particles
that are small but larger than most molecules in gas phase.
Aerosol spray method A method for material processing
by spraying the droplets containing precursor in gas phase.
Biomimetic Biomimetic refers to human-made processes,
substances, devices, or systems that imitate nature.

Colloid A substance composed of particles that are small
but larger than most molecules. The particles in a colloid
do not actually dissolve but remain suspended in a suitable
liquid or solid. Among the colloids are polymers, such as
rubber, plastics, and synthetic fibers.
Emulsion A stable dispersion of one liquid in a second
immiscible liquid, such as milk (oil dispersed in water).
Macroporous materials Materials which have pore size
above 50 nm.
Mobil oil composite of matter (MCM) Silicate-surfactant
composite structures that posses mesoscopic order which
have attracted large interest since the pioneering work of
the Mobil Oil group published in 1992.
Mesoporous materials Materials which have pore size
between 2 and 50 nm.
Microporous materials Materials which have pore size
below 2 nm.
Scanning electron microscopy (SEM) The use of a stream
of electrons controlled by electric or magnetic fields to
obtain the profile materials surface. The examined object is
scanned with a focused beam of accelerated electrons in a
vacuum cannon. Under the influence of the bombardment
the object emits various sorts of radiations that can be cap-
tured by fluorescence screen or film.
Transmission electron microscopy (TEM) A fine electron
beam passes through the specimen, which must therefore be
sliced extremely thinly. The transmission electron may be
thrown on a fluorescent screen or may be photographed to
produce specimen image.
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1. INTRODUCTION
The last couple of decades have seen the emergence of
organic or “plastic” electronics, a term that would probably
have sounded peculiar to scientists half a century ago, to
take its deserved place among today’s scientific and techno-
logical endeavors. It all started with the discovery of the con-
ducting polymers by Shirakawa et al. and Adam in the mid
1970’s [1, 2]. Organic electronics has been a hot and pro-
lific field of science and technology since then. With impor-
tant discoveries made recently, scientists became even more
excited and encouraged about the feasibility of plastic cir-
cuitry. Among these recent discoveries are relatively high
electron and hole mobilities, and high on/off current ratios
observed in single crystals of simple conjugated molecules
such as pentacene, perylene, and sexithiophene, etc., when
used in thin-film transistor (TFT) applications [3–8]. These
achieved results rival those of conventional hydrogenated
amorphous silicon. This is by no means suggesting that
organic electronics will supersede the inorganic electronics
in its high performance and high device density. Rather, the
former presents a host of new possibilities like flat panel
displays, smart cards, and identification tags with numerous
advantages, such as ease of fabrication, reduced cost and
power, mechanical flexibility, and other desirable features
[3–10].

It has been shown by many research groups in the field
that there is a strong relationship between the microstruc-
ture and the charge-carrier mobility in organic nanofilms
[11–16]. In this article, we will review the recent progress
made in organic semiconductor nanofilms as they are used in
thin-film field-effect transistors (OTETs) and organic light-
emitting diodes (OLEDs). We will outline the basic modes
of organic thin-film growth with selected examples and dis-
cuss the effect of morphology on charge transport. It seems
that molecular ordering is of crucial importance. Charge car-
riers can hop easily from one molecule to another if there is
ordering between them. However, lack of molecular order-
ing and presence of grain boundaries can be the greatest
bottlenecks to charge transport in polycrystalline organic
semiconductor nanofilms [11–18]. We will also deal with
organic thin-film growth from kinetic roughening considera-
tions, and examine pentacene and perylene more extensively
as two model organic semiconductor materials, as they are
among the most favorable material due to their relatively
high electron and hole mobilities [6, 19, 20].
A direct and easy way of measuring conductance and mor-

phology, and charge injection barrier in organic nanofilms is
an effective and desirable way of learning about transport
characteristics and potential hurdles to charge transport
in these films. To this end, new, reliable, and very pow-
erful scanning probe microscopy (SPM)-based techniques
of measurements, such as conducting probe atomic force
microscopy (CP-AFM) [7, 8, 12, 16–18, 21–25], and height
versus potential (z-V ) scanning tunneling microscopy (STM)
measurements [26–28] on organic semiconductor nanofilm
interfaces, are described. These versatile tools let us investi-
gate the structure, structure-transport relationship, charge-
carrier transport characteristics, and potential hurdles to
charge transport in organic semiconductor nanofilms and
interfaces with nanometer-scale spatial resolution.
This review consists of two main parts: structure and

morphology aspects, and their effects on the application
aspects of organic semiconductor nanofilms. In the first part
(Sections 1–4), we will briefly summarize the fundamental
principles of organic thin-film growth, and give some back-
ground as to the growth dynamics of thin films. We will fin-
ish the first section by reviewing the recent works done on
some of the selected organic semiconducting materials from
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a growth and morphology perspective. In the second part
(Section 5), some of the recent results on the applications
of organic semiconductor nanofilms will be reviewed, elabo-
rating more on the organic thin-film transistor (OTFT) and
OLED applications. The subject of organic semiconductor
thin films is such a broad topic that reviewing all the work
done in this area so far would require extensive discussion
and space. We will, therefore, focus more on the morphology
and morphology-transport correlation, and leave the rest to
be outside the scope of this article.

2. GROWTH MODES
Organic molecules (Chart 1 displays typical chemical struc-
tures of some of the promising organic materials), when
deposited onto an inorganic substrate, can result in three
different growth modes (see Fig. 1), depending on the rel-
ative strengths of the adsorbate-adsorbate and adsorbate-
substrate interactions [20, 29, 30]. First, if the substrate is
chemically inert, the adsorbate-substrate interaction will be
very small having almost no influence on the growth of the
organic film. This will enable the organic molecules to move
freely on the surface and form large, separated islands of
crystals after adsorption. This type of growth is known as
Volmer–Weber or three-dimensional island growth. Second,
if the substrate has highly reactive bonds, the adsorbate-
substrate interaction will be very large, and as soon as the
organic molecules hit the surface they will be bound strongly
to the substrate. This will prevent a self-ordering mecha-
nism of the organic molecules, which is of crucial importance
for ordered growth; hence, result in disorder. This mode of
growth is known as Frank–van der Merwe or layer-by-layer
growth. The third type of growth is a moderate combination
of the first two scenarios. That is, the adsorbate-substrate
interaction is neither too strong, nor too weak. It is such that
the substrate has strong enough influence on the deposited
particles to impose its crystallinity to the grown organic film,
and the deposited particles have enough mobility to self-
order themselves. This type of growth goes by the name of
Stranski–Krastanov mode or layer island growth.
Producing very thin defect-free organic nanofilms with

high structural order and well-controlled interfaces is a pre-
requisite for improving charge-carrier speed in electronic
device applications. One way to accomplish that is to use
organic molecular beam epitaxy (OMBE). Due to the fact
that the lattice spacing of organic materials are much larger
than that of inorganic ones, it is a difficult task to obtain
true epitaxial organic layers. However, well-defined crys-
tal orientations of organic nanofilms are obtained in spite
of the absence of lattice matching. This phenomenon is
known as quasi-epitaxy. Over the last few years, researchers
have tried a number of substrates that might be suitable
for epitaxial growth. Noble metals such as gold and sil-
ver, therefore, provide the necessary conditions for mak-
ing highly ordered monolayers with large and defect-free
domains. Fenter et al. and Umbach et al. succeeded in fabri-
cating quasi-epitaxial layers of perylene-tetracarboxylicacid-
dianhydride (PTCDA), one of the most favorable and
intensely studied molecules used in getting highly ordered
organic films, on gold [31] and silver [32] substrates, respec-
tively. In their study of the fundamentals of quasi-epitaxy
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Chart 1. Chemical structures of some of the molecular semiconductors.

of PTCDA Kendrick and Kahn observed that this planar
molecule reveals all of three possible growth modes men-
tioned at the outset of this section when deposited on Se-
passivated GaAs (100) (2 × 1), graphite, and InAs (001)
(4 × 2) substrates, respectively [29]. We will discuss more
about PTCDA and other perylene derivatives later in this
article.
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(a) (b) (c)

Figure 1. Three different modes of nanofilm growth: (a) Volmer–
Weber or three-dimensional island, the adsorbate-adsorbate interaction
dominates and thus deposition results in multilayer islands. (b) Frank-
van der Merwe or layer-by-layer, the adsorbate-substrate interaction
dominates the adsorbate-adsorbate interaction and thus a new layer can
begin to grow only after the previous one is completed. (c) Stranski–
Krastanov or layer + island, after the formation of a couple complete
layers, the adsorbate-substrate interaction becomes weaker and the
adsorbate-adsorbate interaction dominates, forming islands on top of
the complete layers.

3. MODELING THE NANOFILM GROWTH
Devices based on organic nanofilms, such as light-emitting
diodes, field-effect transistors, and solar cells have been
demonstrated in recent years [19, 33–39]. In spite of the
fact that the performance of these devices has been shown
to largely depend on the morphology of the organic thin
films [11, 28, 30, 40], only recently has there been a growing
interest in studying the growth properties of these films [41–
44]. The roughness studies on polymer and small organic
molecule films have shed some light on the way the organic
interfaces nucleate and evolve to form the desired thin films.
In what follows is a brief discussion on the theory of kinetic
roughening. We will then review some of the recently pub-
lished articles dealing with the growth dynamics of organic
thin films.
In order to study the growth kinetics of a surface, one can

use the qth-order height-height correlation function, which
we can be defined as [45]:

Cq�r� t	 =
(
�1/N	

N∑
i=1

�h�ri� t	− h�ri + r� t	�q
)1/q

where N is the number of sites with single-valued heights
h�ri� t	. By definition, the q = 2 case refers to the height-
height correlation function, which is the rms fluctuation in
the height difference between two surface points separated
by a lateral distance r . It scales as follows according to the
scaling hypothesis [46–48]:

C2�r� t	 ∼ t�g�r/��t		
where r is the lateral separation, t is time, � is a scaling
exponent, and g is a scaling function which depends on r and
�, where � is the correlation length. The correlation length
is the critical distance over which two heights are correlated.
C2�r� t	 takes the following asymptotic behavior:

C2�r� t	 ∼ t�

Namely, for distances much larger than the correlation
length, C2�r� t	 increases as a power of time. � in the above
equation is called the growth exponent. It characterizes the
time-dependant dynamics of the growth. For distances much

less than the correlation length ��C2�r� t	 is independent
of time for surfaces that obey the normal scaling law. It
reads as

C2�r� t	 ∼ �rH

where � is the local slope of the interface, and H is a sec-
ond scaling exponent called the Hurst exponent. The Hurst
exponent H characterizes the roughness of the saturated
interface. As for the local slope �, it is literally the approxi-
mate average slope of the local structure. Its value is related
to the intersection of C2�r� t	 with the vertical axis. For nor-
mal scaling, it does not depend on time [49, 50]. If � does
depend on time, the scaling becomes anomalous. As one
can see, to be able to characterize a growing interface, one
needs the height-height correlation function C2�r� t	, and
more specifically, the critical exponent H and �.
Zhao et al. have shown in their study of roughness

evolution of a simple polymer growth system, -(C8H10)-,
called p-xylylene, that monomer bulk diffusion is the dom-
inant growth mechanism in the formation of linear poly(p-
xylylene) (PPX) (with the tradename Parylene�) via vapor
deposition polymerization (VDP) [41]. Parylene� is a con-
formal protective polymer-coating material with high ther-
mal stability and excellent electric and dielectric properties
which is used for coating electronic components and insu-
lating applications. In a VDP process, the monomer from
the gas phase condenses on the substrate and reacts to form
high molecular weight polymers. The monomer can take
part in two chemical reactions: initiation and propagation.
In initiation reactions, new polymer molecules are spawned,
and in propagation reactions, existing polymer molecules are
made longer by the addition of new monomers. When a
monomer condenses on a substrate from the gas phase, the
reaction can only occur at the ends of a polymer chain. This
is contrary to what happens in the physical vapor deposition
(PVD), where deposited atoms can attach to the nearest
neighbors of nucleated sites making the film dense and com-
pact. In PVD, the growth is affected by the surface dynam-
ics, such as surface and edge diffusion, step barrier effects,
etc. In VDP, on the other hand, surface diffusion, inter-
molecular interaction, and chain relaxation can occur during
growth. The latter two processes are very different from the
atomistic processes of PVD, and this gives rise to a distinct
dynamic behavior for the VDP film morphology. In the case
of Parylene�, this is realized as monomer bulk diffusion with
the growth exponent �= 0�25, roughness exponent �= 0�72,
and dynamic exponent 1/z = 0�31, where z = �/�. This type
of scaling behavior belongs to a novel universality class.
Other types of mechanisms might also be present in

organic thin-film growth. Tsamouras et al., for example,
have observed that the Kardar–Parisi–Zhang (KPZ) type
of growth, in which desorption or vacancy formation are
the dominant relaxation mechanisms, is the best model to
describe roughening in the growth of Oligomer van der
Waals thin films [44]. They based their conclusion on the
fact that the height distribution was not Gaussian, and the
Hurst exponent, H , was 0.45, the growth exponent, �, was
0.28. These observations agree with what the KPZ model
predicts.
We have studied the growth dynamics of perylene on glass

and Au substrates grown side-by-side by vapor deposition
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using AFM. Higher order height-height correlation func-
tions have been calculated for the perylene thin films on
glass and Au substrates [51]. The results show a complex,
multiaffine behavior on both substrates evidenced by order
dependence of the Hurst exponent [45, 52], and point to a
critical thickness value for both substrates that might have
important implications regarding the film substrate interac-
tions. We will discuss this issue later on in this article.
It is desirable to have high enough mobility in organic

semiconductors for any kind of realistic device applica-
tions. The best mobilities can be obtained with single-crystal
organic thin films in comparison to polycrystalline ones.
The reason being the least amount of grain boundaries
and discontinuities, the higher the structural order found in
single-crystal films. However, it is not easy to obtain single-
crystal semiconducting films as most semiconductor deposi-
tions result in polycrystalline structures. The grain size and
continuity of polycrystalline thin films depend strongly on
the substrate temperature, deposition rate, and substrate
material itself. The underlying physical principles govern-
ing organic thin-film growth and crystallization are not as
well understood as those of metal and inorganic semicon-
ductor thin films, and very little has been done to relate
the experimental findings to growth theories. By studying
the growth dynamics of organic materials, we are exploring
more about the structure of these materials, which has a
substantial effect on their transport properties.

4. ORGANIC NANOFILM
GROWTH AND INTERPLAY
BETWEEN MORPHOLOGY
AND CHARGE TRANSPORT

Among the organic semiconductor materials that are being
used extensively by researchers worldwide in molecular
device applications, pentacene has been one of the most
promising material due to its relatively high hole mobility [3–
6]. In fact, field effect mobility as large as 2.2 cm2/Vs has
been observed in OTFTs that use pentacene as the active
layer [6]. Pentacene is an aromatic hydrocarbon molecule
consisting of five linearly fused benzene rings. It is a p-type
semiconductor. When deposited onto a SiO2 substrate, as
would be the case in a field-effect transistor application,
pentacene initially grows in almost a layer-by-layer fashion
(Frank–van der Merwe mode) over the substrate. After a
while islands start forming, making it layer + island type
of growth (Stranski–Krastanov). Figure 2 shows the tapping
mode images of pentacene films on SiO2 substrate [43]. In
Figure 2(a), we can first see monolayer steps of pentacene
developing and forming the dendritic grains of about 1 �m
in size (Figs. 2(b), 2(c), and 2(d)). From X-ray diffraction
experiments, it has been shown that this kind of dendritic
growth of pentacene on SiO2 has well-ordered crystalline
structure [11]. The step size of the monolayer steps have been
obtained from the line analysis to be about 15 Å, which is
the length of one pentacene molecule. The mobility measure-
ments have shown that pentacene films on SiO2 with such
dendritic grains have higher mobility than the ones with gran-
ular structure obtained by flash evaporation on the same kind
of substrate. In fact, high mobility can only be obtained if
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Figure 2. Tapping mode AFM images of different coverages of pen-
tacene on SiO2 substrate. (a) 7 Å, (b) 20 Å, (c) 50 Å, (d) 150 Å. Image
sizes are 5× 5 �m.

the pentacene film is highly ordered, making it easier for the
charge carriers to hop from one molecule to another.
The ordered growth of pentacene thin films is a very pecu-

liar one that involves many contrasting growth mechanisms.
As can be seen in Figure 3, pentacene grains form mounded
structures with diffusion limited aggregation (DLA)-type
dendritic crystal growth. The mounded growth with well-
established facets, such as we see in Figure 3, is predicted to
be a result of step barrier effect [48]. This type of faceting
may indicate the existence of a potential barrier, which is

Figure 3. A close-up image of 50 Å pentacene on SiO2. One can see
many growth mechanisms involved in the ordered pentacene nanofilm
growth. Mounded growth, DLA-type growth, and dendritic growth are
all copresent as is seen in the image.
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also called a Schwoebel barrier, at the step edge of well-
defined pentacene terraces. It can be shown that there exists
a potential barrier at the edge of a step that generates a bias
in the diffusion process. If a molecule diffuses towards an
ascending step, it sticks to the molecules of the step. If it
diffuses towards the edge of a descending step, it will most
likely be reflected back from the step without jumping down
the step due to the existing edge barrier. This asymmetry in
the diffusion process will force molecules to move uphill on
a stepped surface, producing an average upward current (see
Fig. 4). If there is sufficient nucleation of islands on terraces,
mounds will develop and with time they will get bigger and
bigger, finally to coalesce and form one single big mound on
the order of the size of the substrate [53]. Diffusion limited
aggregation, which is another mode of growth observed in
ordered pentacene, forms via diffusion of molecules through
pure random walk and their sticking to a cluster to create
irregularly branched and chaotic patterns. The striking thing
is that, in addition to the mounded and DLA-type growth,
there is also dendritic crystal formation, as was mentioned
earlier. Dendritic crystals have regularly branched structure,
such as observed in snowflakes [54]. One can see that DLA
and dendritic growth are two competing mechanisms. This
competition can result in one of the following three scenar-
ios:

(i) DLA-like crystal growth occurs when random pertur-
bation, such as roughness, is very strong or substrate
lattice anisotropy is very weak;

(ii) dendritic crystal growth occurs when crystal
anisotropy is very strong;

A

B

V(x)

x

B

j

Figure 4. Molecule B may go to the left or right (top drawing). If it
goes to the left, it will stick to the edge, as the energy is minimal at
that spot. Going to the right to jump down the edge, however, there
is no atom to the right of the edge to help molecule B to diffuse in
that direction. This asymmetry in the lattice potential (bottom drawing)
creates a higher probability of moving to the left than to the right. This
bias in diffusion will generate an average uphill particle current.

(iii) a peaceful existence of both growth types when ran-
dom perturbation and crystal anisotropy both con-
tribute to the growth.

In the context of a SiO2 substrate that is used in Fig-
ures 3 and 4, the adsorbate-substrate interaction must be
such that pentacene molecules once deposited onto the
SiO2 have enough mobility to diffuse randomly on the
surface to attach to the already formed clusters (DLA).
Yet the substrate anisotropy must be strong enough to
introduce dendritic crystal growth alongside DLA. As pre-
viously, this kind of interplay between the adsorbate-
substrate and adsorbate-adsorbate interactions is found in
the layer + island (Stranski–Krastanov) growth mode. Pen-
tacene achieves high mobility only if it has formed the
ordered thin-film structure that we have just discussed. In
addition, the larger the size of those grains, the higher
mobility one would get [42]. It is intriguing that there are so
many mechanisms involved for the pentacene thin films to
be ordered and to have a relatively high mobility.
Perylene is another favorite organic semiconductor

molecule that has attracted a great deal of interest espe-
cially among the organic solar cell, and more recently, the
organic thin-film transistor communities [19, 28]. It has been
observed to not only have relatively high hole mobility, but
also high electron mobility [28, 55, 56], which might enable
it to be used in n-channel, as well as p-channel, device
applications. This is very significant because most organic
semiconductors are p-type, and hence only show p-channel
conductivity. However, a broad variety of circuit designs call
for the development of both types of materials.
We have, extensively investigated in our laboratory the

growth morphology of perylene on glass and Au substrates
as a function of the deposition rate. The shape and size of
perylene single crystals varied from glass substrate to Au
substrate (see Fig. 5). However, the single crystal size, in
both substrates, increased as the deposition rate decreased.
Perylene, for slower deposition rates, forms large-scale
mounds that are almost of a regular size on the glass sub-
strate but irregular on the Au substrate. This might indicate
that the adsorbate-adsorbate interaction is stronger when
perylene is deposited on Au rather than glass. This natu-
rally results in the formation of large islands of single crys-
tals. This growth scheme falls under the three-dimensional
island (Volmer–Weber) growth scenario. Perylene on glass
also forms islands, but the individual islands are well spread
over the substrate, hinting at the fact that the adsorbate-
substrate interaction is not negligible. For faster deposition
rates, small perylene grains are formed and uniformly spread
over both substrates.
We applied the kinetic roughening theory for the initial

coverages of perylene crystals on these surfaces. The initial
crystal sizes on both substrates were observed to be much
smaller than the length scales we investigated. This allowed
us to use the theory of kinetic roughening to investigate
the evolution of the nucleation process of perylene thin-film
interfaces [51]. The height-height correlation function and
the Hurst exponent saturate once the nominal perylene film
thickness reaches the critical value of 40 Å on glass, and
100 Å on Au substrates. Once these critical thickness values
are reached, overhang structures develop and dynamic scal-
ing analysis becomes inappropriate. This shows that there is
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(a) (c)

(b) (d)

Figure 5. Tapping mode AFM images of 200 Å of perylene on glass
((a) and (b)) and Au ((c) and (d)) substrates. The deposition rate for
the top images was about 0.1 Å/s, and for the bottom images about
10 Å/s. The image sizes are 10× 10 �m.

a critical thickness for each substrate until which the organic
semiconductor perylene develops nucleation sites during its
initial growth. The critical thickness might be where the
interaction between the incoming flux and the substrate
weakens dramatically, even though the surface might not be
altogether covered.
Wang et al. recently found that the interaction between

aromatic molecules and substrate increases with the increase
of aromatic rings in their investigation of pyrene and pery-
lene on Cu(111) [57]. Derivatives of perylene, such as
PTCDA—a symmetric planar stacking molecule have–also
been investigated as potential players in molecular device
technologies [28–32, 58, 59]. Our group at the University
of Rochester has also studied the quasi-epitaxial growth
of PTCDA on highly oriented pyrolitic graphite (HOPG)
using STM in air. Perylene-tetracarboxylic acid-dianhydride
formed highly ordered large domains on HOPG (see Fig. 6).
The growth mode that it follows is layer-by-layer growth.
It is remarkable that STM can obtain molecular resolution
images, as seen in Figure 6, in air, a difficult environment
to work with. In spite of the highly ordered structure of
quasi-epitaxial PTCDA films, devices based on these films
gave poor transport characteristics. The maximum mobilities
reported were about 0.03 cm2/Vs [60]. The poor mobility of
PTCDA is explained partly by the morphology. The PTCDA
molecules lie flat on the dielectric. Molecular planes are
parallel to the transport direction in a TFT. Electrons move
along this direction where � orbital overlap is minimal. Hole
transport dominates in the direction normal to the molec-
ular planes, where the � orbital overlap is maximal. How-
ever, this does not do any good as holes move in a direction
perpendicular to that of transport in a TFT [59]. Another

Figure 6. Grayscale STM image of an ordered nanofilm of PTCDA
molecules on HOPG surface. The film thickness is 30 Å and the size of
the image is 500× 500 Å. The image was taken in the constant current
mode in air with a tip current of 300 pA and a voltage of 150 mV.
PTCDA grows in a layer-by-layer fashion on HOPG.

setback for PTCDA, like much of the other n-type organic
semiconductors, is that it is not stable in wet air. This is
attributed to the fact that oxygen acts as trap centers for the
electrons in such organic materials [9, 60].
More recently, Malenfant et al. reported mobilities up to

0.6 cm2/Vs and current on/off ratios larger than 105 obtained
with another perylene derivative, perylene tetracarboxylic
diimide (PTCDI-C8H), used as the active material in a TFT
device [61]. They explain the observed good characteristics
by highly ordered extended structures, which were formed
by interdigitation of alkyl substituents.
Naphthalene tetracarboxylic dianhydride (NTCDA) is

another symmetric and planar organic molecule. Like
PTCDA, NTCDA also forms quasi-epitaxial layers on sub-
strates such as HOPG [28]. Laquindanum and Katz et al.
have studied naphthalene-based materials, such as NTCDA
and naphthalene diimides [62, 63]. They measured higher
mobilities when the substrate during deposition was held at
elevated temperatures. More continuous films were obtained
at higher temperatures. Their devices were unstable in
air. Better air stability was achieved with tetracyanonaph-
thoquinodimethane (TCNNQ), another naphthalene-based
substance. Furthermore, TCNNQ gave higher mobilites than
its relative molecule tetracyanoquinodimethane (TCNQ)
[64]. A short note on TCNQ: it is a strong electron
acceptor, which is why it easily forms ionic salts with
good electron donors such as tetrathiofulvalene (TTF). The
donor-acceptor compounds such as TTF-TCNQ are also
called charge-transfer compounds because their conductivity
depends on the transfer of charge from the donor molecule
to the acceptor molecule. Katz et al. also observed that
changing the substitution in naphthalene diimides varied the
transport characteristics drastically [63]. Fluorinated naph-
thalene diimides (NTCDI-C8F, NTCDI-BnCF3) showed high
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mobilities in air. On the other hand, alkyl functional-
ized diimides (NTCDI-C8H, NTCDI-C12H, NTCDI-C18H)
revealed high mobilites under vacuum only.
C60 has also been explored as a potential player in organic

electronic business. It has been used as the active material in
OTFT applications. In fact, it is one of the few n-type mate-
rials that show very high mobilities [65]. In addition, contrary
to other materials that require highly ordered morphology
with peculiar shapes (e.g., pentacene), isotropic films of C60
provide good device characteristics. This might be due to its
approximately spherical shape, as compared with the elon-
gated and/or planar shape that other organic semiconductors
have. However, there is an air-stability issue with C60 as well,
that one has to deal with [9, 60].
Since the introduction of molecular crystals as TFT semi-

conductor active materials [36, 37], oligothiophenes have
been investigated widely due to their favorable characteris-
tics [7, 9, 10, 13–15]. They have been found forming highly
ordered self-assembled thin films on Si/SiO2 and S-treated
Au substrates. As will be discussed later in the next section,
Seshadri and Frisbie were able to obtain large enough sex-
ithiophene (6T), an oligothiophene molecule, single crystals
to achieve relatively high hole mobilities [8]. In their work on
the mobility dependence of polycrystalline oligothiophene
thin films, Horowitz and Hajlaoui found that the mobility
increases roughly linearly with grain size [14]. They further
observed that temperature dependence of mobility in these
thin films changes drastically from small grains to larger
grains. For small grains, they found that mobility is thermally
activated, whereas for larger grains, mobility becomes prac-
tically temperature-independent. Recently, Hajlaoui et al.
reported that heating the substrate during octithiophene
(8T) film deposition enhances the molecular order and leads
to large crystallites, which in turn, gives rise to high-charge
carrier mobilities [15]. The carrier mobility was observed to
rapidly increase once the substrate temperature exceeded
120 �C, reaching a value as high as 0.33 cm2/Vs.
Metallophthalocyanines (M-Pcs) have found applications

in areas such as solar cells, optical limiters, photocon-
ductors, OLEDs, and OTFTs [60–70]. Copper phthalocya-
nine (CuPc) has been an especially important molecule
for improving OLED device stability when deposited
between the anode and hole transport layer. Forsythe et
al. showed that growth morphology of the hole transport
layer, �-naphthylphenyl biphenyl diamine (NPB), is changed
significantly by the interposing CuPc layer [69]. Without
that interlayer, NPB grows on the anode in isolated islands
(three-dimensional island mode). With the CuPc interlayer,
NPB grows in layer-by-layer fashion (at least for rela-
tively thinner coverages), making the interface much more
smoother and thus resulting in improved adhesion as com-
pared to NPB deposited directly on the anode substrate.
Bao et al. have explored a number of M-Pcs exhaustively

for OTFT applications [66–68]. They reported that highly
ordered M-Pcs can be obtained by heating the substrate dur-
ing deposition. This way, they were able to get relatively
high mobility and on/off ratios. However, they also observed
that after some critical temperature value, the mobility
starts decreasing even though the crystal size keeps getting
larger. This is most likely due to the increasing gaps formed

between very large, nonspace-filling crystals when the tem-
perature is too high. Furthermore, their results show that
there is a great difference in mobility with different metal
coordinations even when the films are deposited under the
same conditions. They obtained the optimal results with
a perfluorinated phthalocyanine with M = Cu (F16 CuPc)
and T = 125 �C. Electron-withdrawing groups are known
to lower the highest occupied molecular orbital (HOMO)
and the lowest occupied molecular orbital (LUMO) energy
levels. The LUMO level of F16 MPc has been shown to
drop by 1.6 eV. This opens up new possibilities of convert-
ing p-type materials to n-type materials by simply lowering
the LUMO levels via substitution with strong electron-
withdrawing groups. With such an option, fabrication of
high-performance all-plastic complimentary circuits and ring
oscillators become possible. In addition, these materials
might be of great interest as n-channel semiconductors
in photovoltaic devices and electron-transporting materials
in OLED applications. Bao et al. also showed that these
devices are very stable in air, and do not show any degrada-
tion for half a year.
In an effort to study the growth structure of thick evap-

orated CuPc layers on Si (111) surface by STM, Hiesgen
et al. found that the CuPc molecules arrange themselves in
a slipped stacking order rather than in the expected zig-zag
orientation normally encountered in CuPc crystals [70]. This
leads to polycrystalline film formation after initial coverages.
The growth mode in this case resembles the layer + island
mode (Stranski–Krastanov).
Last in this section, we would like to mention about

solution-processable, organic semiconductor materials. The
use of such materials has the potential to eliminate the costly
lithography and reduce the need to use expensive and cum-
bersome high-temperature, vacuum deposition techniques.
Poly (3-hexylthiophene) (P3HT) is among the widely used,
soluble organic semiconductor materials. The solubility of
this polymer increases with the addition of long insulating
alkyl side-chains without any harm to the electrical proper-
ties of the polymer [71, 72]. Since its first use in an OTFT,
the mobility of polythiophene materials has been improved
dramatically from ∼10−5 through ∼0�1 [71, 73]. Bao et al.
reported that the solvent used effects the film quality and
field-effect mobility strongly [74]. Solution-processed films
of regioregular P3HT self-orient into well-ordered lamel-
lar structures. Sirringhaus et al. showed that depending on
the processing conditions the lamellae can adopt two dif-
ferent orientations—parallel and normal to the substrate
[75]. The difference in mobility between these two orien-
tations is more than two orders of magnitude. In the case
where the lamellae are parallel to the substrate (�-�∗ stack-
ing direction perpendicular to the substrate), the mobility is
minimal. On the other hand, for the case where the lamel-
lae are normal to the substrate (�-�∗ stacking direction
parallel to the substrate), the mobility is maximal. This is
very telling as far as the role that the structure plays in
charge transport in such organic materials. Furthermore, this
work indicates that a �-�∗ stacking direction is very crit-
ical in determining the final mobility of organic semicon-
ductor materials. Some of the other organic semiconductor
materials that have enough solubility to allow them to be
used by solution-processing techniques are oligothiophenes.
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However, semiconductor materials with very poor solubility,
such as pentacene, can also be processed via their soluble
nonsemiconducting precursor molecules. Upon deposition
of the precursor molecule, the sample is heated to convert
back to the insoluble semiconducting molecule [76, 77].
In fact, there are plenty of organic semiconductor mate-

rials that need to be explored and exploited by the sci-
entists, thanks to the infinite variety of organic materials.
Understanding the growth mechanisms of these molecules is
imperative in improving the charge-transport properties of
such materials.

5. CHARACTERIZATION AND
APPLICATION OF ORGANIC
NANOFILMS

Organic semiconductor nanofilms find a broad range of
applications among which are organic thin-film transistors,
organic light-emitting diodes, solar cells, photo detectors,
lasers, sensors, rectifiers, electro-optic switches, waveguides,
and optical couplers, to name a few [9, 28]. Instead of
treating all of these devices here, we will just focus on the
thin-film transistor and light-emitting diode applications. In
particular, we will review some of the new SPM-related tech-
niques that have been developed to learn more about these
devices and their characteristics.
Organic TFTs are perhaps one of the most exciting appli-

cations of plastic electronics. It is especially suitable for “all
plastic” applications where every device element is designed
to be organic [36, 37, 78–80]. Figure 7 shows a schematic dia-
gram of a typical field effect transistor (FET). The transistor
is said to be in “on” state when substantial current flows
from source to drain at a given source-drain voltage, while
it is in “off” state when little or no current flows between
source and drain at that voltage. The switching between
these two states is done by the application and removal of

Substrate

Source Drain

Organic Semiconductor

Insulator (SiO2)

Gate

Figure 7. Schematic diagram of a typical “bottom contact” FET, where
the source and drain electrodes are fashioned directly on the gate
dielectric and underneath the organic semiconductor material. There is
also “top contact” geometry, where the source and drain electrodes are
fashioned on top of the organic material. For more information about
the variability of OTFT structures, please see [9].

an electric field, respectively. In a typical FET characteris-
tic measurements, the mobility can be determined using the
following formula of a standard FET equation in the satu-
ration regime [81]

IDS = WCi�/2L�VG − VT 	2

where IDS is the drain saturation current, W is the channel
width, L is the channel length, and Ci is the capacitance per
unit area of the insulating dielectric layer. If the square root
of IDS is drawn versus VG, the mobility can easily be derived
from the slope of that plot.
Before we move further on to reviewing the recent find-

ings on OTFTs, let us briefly describe a very powerful
and versatile instrument that is being used in investigat-
ing these and other types of devices. Conducting probe-
AFM (hereafter referred to as CP-AFM) has been proven
to be an indispensable tool in studying and correlating mor-
phological, electronic, and mechanical properties of organic
molecules with high spatial resolution [7, 8, 12, 16–18, 20–
24, 43]. Conducting probe-AFM is a scanning probe method
that incorporates the standard AFM technique with point
contact electrical measurements using a metal-coated tip
that serves both as a movable electrode and force sensor
(see Fig. 8). It is an ideal tool to quantify the effects of
microstructure, such as grain boundaries and contacts on the
performance of organic semiconductor devices.
Frisbie et al. have used the CP-AFM technique extensively

to study the electrical transport properties, nanostructure-
transport correlation, and possible bottlenecks to electrical
transport in organic thin-film transistors based on 6T [7, 8,
12, 16–18, 22]. Field-effect conductance measurements made
on a 6T-based transistor have shown no discernible depen-
dence of the carrier mobility on thickness, even down to
monolayer thickness. This suggests that much of the cur-
rent is carried by the first monolayer next to the dielectric
layer. This can be expected, as the field-induced carriers will
be electrostatically confined to the organic-oxide interface.
Hole mobility as large as 0.5 cm2/Vs has been observed for
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Figure 8. Schematic diagram of CP-AFM. CP-AFM incorporates the
standard AFM technique with point-contact electrical measurements
using a metal-coated tip that serves both as a movable electrode and
force sensor.
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6T-based OTFTs. Electrical measurements done on poly-
crystalline 6T-based OTFTs show that grain boundaries
(such as seen in Figure 4 for ordered pentacene) can be
the primary hurdles to charge transport in such materials.
As high as 1010  resistance has been observed for a 1-�m
boundary length. However, the grain boundary resistance is
found to be gate voltage dependant. The device’s turn-on
voltage depends on the potential barrier that exists on the
grain boundary. It cannot be turned on until this barrier
is reduced to allow charge-carrier flow. Another important
stumbling block to charge transport in organic molecular
devices are the contacts. The potential profile across the
channel of an operating 6T-based FET reveals that, for any
given source-drain bias, most of the potential drops at the
source and drain contacts. This means that the FET is con-
tact limited. Moreover, the potential drop depends on the
applied drain and gate voltages. In order to lessen the effects
of contacts, researchers are resorting to various techniques,
such as employment of self-assembled monolayers (SAMs),
[82–85]. Choosing the right SAM would enable chemical
bonding at the contacts, which would in turn minimize the
contact resistance giving rise to higher mobility. It is quite
clear that in order for OTFTs to be satisfactorily used in
plastic electronic applications, these obstacles to transport
need to be overcome.
Pentacene has also been widely used in OTFTs since

they were first demonstrated [3, 4, 6, 10]. Gundlach et al.
reported a mobility of 2.2 cm2/Vs, and on/off current ratio
of 108 for thermally evaporated pentacene-based OTFTs [6].
These values compare favorably with the conventional amor-
phous silicon-based TFT technology. In an effort to take
the performance of small-molecular organic semiconductor-
based OTFTs to even higher values, Gundlach et al. treated
the dielectric substrate with octadecyltriclorosilane (OTS)
before deposition of the organic. This OTS pretreatment
really did increase the device performance [86]. The prede-
posited OTS layer seems to increase the molecular order,
which is beneficial for the transfer of charge carriers
between molecules.
Another exciting application of plastic electronics is

OLEDs, which was demonstrated during late 1980’s by
Kodak scientists [33] to be realistic candidates for display
applications. Since then, the giants of the display indus-
try have been eagerly investing a wealth of resources in
this exciting field to acquire their shares of this growing
market. Naturally, there are obstacles in this endeavor as
well, such as device stability and efficiency, which need
to be improved for high-end applications. These problems
can be solved by developing new organic materials [87].
For this, one needs to have the necessary techniques to
investigate possible candidates. One of the most challenging
tasks in trying to find and investigate such materials is to
understand and characterize the energy-level alignments of
organic/metal, organic/organic interfaces that are involved in
such devices. Substantial efforts worldwide have been made
on the characterization of the alignment of the occupied
and unoccupied states of those interfaces using different
techniques [25–27, 88–97]. Scanning tunnel microscopy has
long secured its position as a critical instrument to be used
in the characterization of surfaces and interfaces [98–100].
Razafitrimo et al. [101] and Rasmusson et al. [102] have

employed STM and AFM to study the morphology of poly-
mer films. Their study reveals nanometer-scale structures in
polymeric LEDs caused by the substrate, polymer film, and
top electrode. These nanostructures may significantly alter
the local electric field and therefore profoundly affect the
performance and lifetime of polymeric LEDs. Lidzey et al.
used STM to induce electroluminescence on polymer films
[103]. This might be very crucial for the realization of elec-
trically pumped laser diodes. Electroluminescence can be
generated by tunneling injection from an STM tip [104].
Electrons can tunnel from the tip directly into unoccupied
states of polymer, and upon combination with holes injected
from the anode, excitons are formed that can decay radia-
tively with the emission of light. Other SPM-related spec-
troscopy methods have also been used to study the organic
and polymer semiconductors. Conventional scanning tunnel-
ing spectroscopy (STS) technique has helped researchers in
getting the density of states (DOS) of materials [105, 106].
In STS, the feedback is turned off for the tip to scan at
constant height. The bias voltage is then ramped, and the
current is collected. One gets the DOS from the normalized
conductance calculations. This way, energy as a function of
the DOS is obtained. Scanning tunneling microscopy z-V
spectroscopy, which is a relatively new technique [25–27,
107], on the other hand, probes the DOS via the voltage-
dependant tip displacement at a constant tunneling current.
It has the capability of providing direct access to molecular
level alignments of the occupied and unoccupied states. This
means that it is even possible to probe charge-carrier injec-
tion into optically forbidden electronic states. Figure 9 shows
a schematic z-V spectrum of a thin film. Such a plot consists
of three consecutive phases, indicated in Figure 9 as 1, 2, and
3. Under normal conditions, the tunneling resistance is much
higher than the resistance of the organic layers. Charge-
carrier injection takes place through the vacuum barrier into
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Figure 9. Schematic drawing of an STM z-V curve (solid line). The
dashed curve represents typical STM tip displacement measured for
a clean metal substrate. Ep− and Ep+ are the corresponding charge
injection thresholds for electrons and holes, respectively, into polaronic
states. Egsp is the single-particle energy gap. Note that the slopes in
region 2 are drawn depending on the polarity of the bias voltage. The
above scheme represents a hole-conducting material, as the slope of
z-V curve in the positive bias region is drawn to be higher than that in
the negative bias region.



280 Organic Nanofilm Growth

the organic material. This means that the applied bias volt-
age drops completely at the tunneling barrier. In phase 1,
where each z-V run begins, the tip is biased at a potential
difference high enough to ensure that the tip is above the
surface of the organic film to avoid modifying or damaging
the organic thin-film structure before the actual acquisition
of data. As the magnitude of the bias voltage is decreased
under constant current conditions, the tip moves toward the
organic thin film until a characteristic threshold bias voltage
is reached, at which point the tip makes an abrupt pene-
tration into the film [107, 108]. This threshold voltage is
approximately the LUMO level of the organic thin film. At
this point, the Fermi level of the tip will be very close to the
edge of the forbidden energy gap of the organic material.
The tip will move down in a step-like fashion, by only one or
two molecular spacings initially until full penetration (phase
2). The rate of penetration, dz/dV, is a measure of the mobil-
ities of the electron and hole polarons. In fact, the average
slope of z-V curves in phase 2 is directly proportional to
the conductivity of the organic material which is being inves-
tigated. However, one should be prudent to note that the
slope of the z-V curves can be influenced by different fac-
tors such as the potential drop within the organic material
and the shape of the injection barrier and the sharpness of
the tip. In addition, the charge-carrier mobility is a field-
dependant quantity. As a result, the slope of a z-V curve
could only be a qualitative measure of the local electron and
hole polaron mobilities.
Another point to note is that the high electrical field

across the organic layer causes band bending and the forma-
tion of a Schottky-like diode. The gradient of the electrical
field strongly depends on the curvature of the injecting elec-
trodes. Thus, the highest electrical field drop occurs at the
STM tip apex. It will be the predominant site for charge-
carrier injection into the organic thin film under ideal con-
ditions. Finally, when the tunneling voltage is reduced to the
value at which the Fermi level of the tip enters the forbid-
den energy gap at the interface with the metal electrode,
the charge carriers are injected into the organic material
(phase 3). The point at which this transition occurs deter-
mines the position of the lowest electron polaron state (Ep−)
for negative bias voltages, or the highest polaron state (Ep+)
for positive bias voltages.
Using STM z-V spectroscopy technique, Alvarado et al.

were able to directly measure the electron and hole
injection barriers [26], Ep− and Ep+, respectively, of
some of the organic semiconductor materials, such as
tris-(8-hydroxyquinoline) aluminum (Alq3), phthalocyanine
(CuPc), and (NPB), which are of potential use for OLED
applications. From these measurements, together with the
optical bandgap, they were able to calculate the single-
particle energy gaps, Egsp, and the exciton binding energies,
Eb, of these materials. Furthermore, they were able to learn
qualitatively about the local mobility of electrons and holes
from the slopes of z-V curves.
We note that STM-based methods have been used exten-

sively to study the organic semiconductor materials that are
potential candidates to be used in OLEDs.

6. SUMMARY
In this article, we have described the principal growth modes
of organic nanofilms on inorganic substrates with examples.
We have shown that worldwide efforts are being made in try-
ing to understand the growth dynamics of organic nanofilms.
The application of scaling theories in understanding the
mechanisms involved in the evolution of organic interfaces
is especially noteworthy, considering the fact that the major
efforts in applying such theories have been thus far focused
on the study of the growth of inorganic thin films. We have
seen that, generally, more than one growth mechanism is
involved in organic nanofilm growth, which makes the topic
at hand a challenging subject. However, encouraging and
exciting results that are being obtained in improving the
morphological, and hence, transport properties of organic
nanofilms, are the impetus that derives this newly flourishing
field.
Important and recent SPM-based characterization tech-

niques, such as CP-AFM and z-V spectroscopy, have been
discussed. These tools will contribute immensely to the
investigation of organic materials by providing information
about the structure, structure-transport, and electronic prop-
erties of these materials.
Many obstacles are on the road to fully utilizing the

organic semiconductor nanofilms fully in organic device
applications. Among these obstacles are charge-carrier
speed—depending on how fast the device will operate—and
the long-term device stability. Basic research of such issues
will have potential benefits. In addition, organic electron-
ics is an area closely intertwined with nanotechnology and
molecular electronics, all of which might be the driving force
for the next industrial revolution.

GLOSSARY
Atomic force microscope (AFM) A very high resolution
microscope with a small stylus attached to a cantilever which
in turn is attached to a piezoelectric scanner. As the can-
tilever is approached to the surface of a sample via the com-
puter controlled piezoelectric scanner, it is bent due to the
interatomic forces between the probe and the sample. The
extent of the bending of the cantilever is detected via a laser
that is being reflected off of the back of the cantilever, and
is proportional to interatomic forces present. Appropriate
mapping of these forces would give properties of the sam-
ple such as morphology, stiffness, viscoelasticity, etc., at very
high resolution. Since AFM’s operation principle involves
interatomic forces, there is no restriction on the conductivity
of the sample under investigation. It could be a conductor,
semiconductor, or insulator.
Conducting-probe atomic force microscope (CP-AFM) If
the probe used in AFM is a conducting one, then AFM
can be used to perform electrical measurements. This
system is known as conducting-probe AFM. It is also called
conducting AFM.
Diffusion-limited aggregation (DLA) A famous cluster
growth model. A seed particle is fixed in the center of the
lattice, and another particle is released at some distant
point traveling on the lattice in a random fashion. The
meandering particle may either stick to the seed, or escape
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to infinity. As more particles are released, the sticking
probability will increase and an aggregate will start forming.
The aggregate will have random branching due to the
random nature of the process. This branching will prevent
the newcoming particles to diffuse into the inner regions of
the aggregate ending up with a wispy fractal structure.
Highly ordered pyrolytic graphite (HOPG) It is manufac-
tured at around 3273 K. HOPG consists of highly oriented
atomic layers of carbon. It is very smooth, easy to cleave, and
non-polar. When used as substrate, it will provide favorable
background with only carbon in the elemental signature. All
of this makes HOPG a good candidate as a research mate-
rial.
Kardar-Parisi-Zhang (KPZ) An nonlinear differential
equation to describe a particular self-affine growth in which
the growth direction is along the local surface normal.
Organic light emitting diode (OLED) A structure in
which a hole transport layer and an electron transport
layer are sandwiched between anode and cathode elec-
trodes. Upon application of voltage across the terminals,
the organic layer emits light. OLED, in comparison with its
inorganic counterparts such as LED and liquid crystal dis-
play, has higher brightness, longer lifetimes, lower power
consumption. Due to its organic nature, it is more robust,
and can be made flexible as well.
Organic molecular beam epitaxy (OMBE) Deposition of
highly ordered organic films by sublimating organic material
from an oven. Contrary to the conventional inorganic MBE,
organic MBE does not result in lattice-matched growth.
Because organic lattice spacings are much larger than those
of inorganic substrates. However, it is still possible to obtain
well-ordered organic nanofilms by choosing the right sub-
strate. This is known as quasi-epitaxial growth. The inter-
action between the substrate and the growing organic film
must provide necessary mobility to the growing film and also
have enough strength that the crystallinity of the substrate
will be dictated into the growing film.
Organic thin film transistor (OTFT) A transistor whose
active material is an organic semiconductor film the thick-
ness of which is no more than about 5000 Å. It is crucial in
implementing “all plastic electronics.”
Physical vapor deposition (PVD) The particles are
deposited by heating and evaporating the source material.
The deposited particles can attach to the nearest neighbors
of nucleated sites making the film dense and compact. In
PVD, the growth is affected by the surface dynamics, such
as surface and edge diffusion, step barrier effects, etc.
Scanning tunneling microscope (STM) A sharp metal tip
is brought in close proximity of the conducting or semicon-
ducting surface. When the tip is close enough to the surface
but not yet touching, due to the quantum mechanical phe-
nomenon of tunneling, there will be current flowing between
the tip and the sample upon application of a small electri-
cal potential. The magnitude of the current that will flow is
exponentially dependent upon the distance between the tip
and the sample surface. A very small change in the distance
will produce significant change in the current. This in turn
provides STM with remarkable sensitivity to the morphology
of the sample. However, since the interaction parameter is

current, only conducting and semiconducting materials can
be studied with STM.
Vapor deposition polymerization (VDP) In a VDP pro-
cess, the monomer from the gas phase condenses on the
substrate and reacts to form high molecular weight poly-
mer. Surface diffusion, intermolecular interaction, and chain
relaxation can occur during growth.
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1. INTRODUCTION
In 1980, Lis reported Mn12 synthesis, structure, and
magnetic susceptibility measurements for nanometer-sized
[Mn12O12(CH3COO)16(H2O)4] molecules [1]. Subsequent
magnetic studies determined the S = 10 ground state (S =
total spin quantum number), primarily arising from uncom-
pensated magnetic moment from antiferromagnetic interac-
tions between eight S = 2 MnIII and four S = 3/2 MnIV

ions. (All spins of one valence point up and the remain-
der point down.) In 1993, a significant magnetic anisotropy
barrier ��EA� for reversal of magnetization (�EA/k =
60 K, k = Boltzman constant), which manifested itself as
magnetic hysteretic cycle at temperatures below 4 K, was
found [2]. Because this hysteretic behavior is analogous to
that for nanometer-sized magnetic particles or bulk mag-
nets, except it is of purely molecular origin, the designa-
tion “single-molecule magnet” (SMM) was coined. Numer-
ous organometallic molecules, based on Mn, Fe, Ni, Mo, W,
etc., with large magnetic moments (S up to 5 1/2) were pre-
pared but none of them had �EA/k exceeding room tem-
perature (or even 60 K for Lis’ Mn12 cluster); also, selected
nanoclusters showed non-negligible intermolecular interac-
tions, which interfere with the SMM behavior [3, 4]. Thus,

significant obstacles remain in the development of molecule-
based magnetic memories, based upon classical reversal of
magnetization.
More recently, quantum effects in reversal of magnetiza-

tion (tunneling of magnetization) were discovered for Lis’
Mn12 and other related clusters; that is, steplike hysteretic
cycles were found at temperatures below 4 K [5]. This quan-
tum behavior, which is associated with greatly accelerated
reversal of magnetization at certain applied magnetic fields,
has attracted wide interest for both fundamental reasons and
potential technological applications of SMMs in so-called
quantum computing [6, 7].
The advances in transition metal ion based magnetic nan-

oclusters open an interesting question as to whether alter-
native sources of electron spin, such as organic radicals,
could be used for SMMs. In this chapter, we will briefly
summarize the selected aspects of magnetism of SMMs and
then review two classes of organic radical-based nanometer-
sized molecules: organometallic metal-radical nanoclusters
and organic polyradicals.

2. PREREQUISITES FOR
“SINGLE-MOLECULE
MAGNET” BEHAVIOR

The magnetic anisotropy barrier (EA� for inversion of mag-
netization (between up- and down-spin states) in a molec-
ular cluster may be related to S2�D�, where S is the total
spin quantum number for the molecule and D is the axial
zero-field splitting parameter for the molecule [8]. When
EA/k significantly exceeds the temperature (T ) at which the
experiment is carried out, the inversion of magnetization
becomes slow on the experimental time scale; for example,
for a relatively slow experiment, such as hysteretic cycle,
EA/kT≈ 10 is usually needed. Therefore, attaining relatively
large values for EA through optimization of S and D will be
the primary goal. Furthermore, the energies associated with
intermolecular interactions (Einter� should be significantly
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286 Organic Polyradical Magnetic Nanoclusters

lower than thermal energies (i.e., Einter � kT), to prevent
bulk magnetic ordering interfering with the SMM behavior.

2.1. Total Spin Quantum Number S

Three generic coupling schemes for individual spins, asso-
ciated with organic radicals and/or metal ions, and leading
to large values of S are illustrated in Figure 1A. In the
ferromagnetic scheme, all nearest neighbor pairs of individ-
ual spins are ferromagnetically coupled. Another coupling
scheme relies on antiferromagnetic coupling of the nearest
neighbor spins connected in such a way that the spins are not
compensated, giving an overall value of S > 1/2. The third
coupling scheme may be referred to as ferromagnetic (i.e.,
it relies on antiferromagnetic coupling of unequal spins).
For all coupling schemes, the exchange coupling (ferromag-
netic or antiferromagnetic) has to be sufficiently strong so
the energy difference(s) between the high-spin ground state
with the large value of S and the low-spin lowest energy
excited states significantly exceeds the thermal energy (kT)
at the temperature of the experiment.
Conceptually pairwise ferromagnetic and antiferromag-

netic couplings may be visualized as transmitted through
ferromagnetic coupling units (FCUs) and antiferromagnetic
coupling units, respectively (Fig. 1B) [9, 10]. These coupling
units may correspond to organic radical-metal linkage or,
in polyradicals, the �-system bridging two nearest neighbor
radical sites. For an S = 1 ground state diradical, such as a
Schlenk hydrocarbon, a 1,3-phenylene FCU links two aryl-
methyl spin sites (Fig. 1B) [11]. A ferromagnetic coupling
scheme may be implemented via connection in an alternat-
ing mode of the FCUs and the spin sites to provide polyradi-
cals with S = n/2, where n is the number of spin sites [9, 10].
Ferromagnetic coupling is attained when the orbitals con-

taining unpaired electron spins are orthogonal and coin-
ciding in space [12, 13]. This situation is found in an S =
1 ground state diradical (Fig. 1B) with unpaired electron
spins located in nearly degenerate, coinciding in space,
and orthogonal molecular orbitals, which are characteris-
tic of 1,3-phenylene moiety (an FCU). Other examples of
strong and moderate ferromagnetic couplings are CuII (and
NiII� complexes with o-semiquinone and CuIIcomplexes with
nitroxide in the axial position, respectively [14]. A ferromag-
netic coupling scheme may be implemented via connection

Ph

Ph

Ph

Ph
FCU

ACU

ferromagnetic   antiferromagnetic
(uncompensated  connectivity)

  ferrimagnetic
(unequal spins)

Diradical with S = 1 ground state:

Diradical with S = 0 ground state:

B

A

Ph
Ph

Ph
Ph

Figure 1. (A) Coupling schemes leading to large net values of S. (B)
Pairwise ferromagnetic and antiferromagnetic couplings in diradicals
with S = 1 and S = 0 ground states, respectively.

in an alternating mode of the FCUs and the spin sites to
provide polyradicals with S = n/2, where n is the number of
spin sites [9, 10].
Antiferromagnetic coupling is associated with an effective

overlap of nonorthogonal orbitals; thus, it may be viewed as
a weak chemical bonding. This situation may be found in
an S = 0 ground state diradical with 3,3′-biphenylene bridg-
ing two arylmethyl sites (Fig. 1B) [15]. Other examples of
strong antiferromagnetic couplings are MnII complexes with
nitroxides [14, 16, 17].

2.2. Zero-Field Splitting Parameter D

For a molecule with the ground state with S ≥ 1, a splitting
of its Zeeman energy levels in a zero applied magnetic field
leads to anisotropy of magnetic properties, including a bar-
rier for inversion of magnetization. Only states without first-
order angular momentum will be considered; D is the axial
zero-field splitting (ZFS) parameter, which is related to the
principal value of the corresponding tensor D. There are two
primary mechanisms for ZFS. The first mechanism involves
coupling of the ground state with the excited states through
spin–orbit coupling. The second mechanism involves mag-
netic dipole–dipole interactions. Of the two mechanisms,
the spin–orbit coupling is capable of attaining much greater
values of D than the magnetic dipole–dipole interactions.
This is the situation found in selected transition metal ions,
such as MnIII, NiII, CrIII, etc., in their numerous complexes
[18, 19]. Jahn–Teller distortions may lead to large values of
the parameter D for single ion. In derivatives of Mn12, where
single ion D is main contributor to the large value of D for
the cluster, the relative phases of Jahn–Teller distortions for
MnIII have a large effect on the value of D of the cluster
[20]. For a cluster, in which the exchange coupling is the
dominant interaction between the ions, overall values of D
for each state with a value of S can be derived from tensors
D for single ions [14].
Because spin–orbit coupling is a relativistic effect, it is

very small in the elements of organic molecules such as C, N,
and O [18]. There are several methods for estimating values
of D from classical magnetic dipole–dipole interactions [14].
Perhaps the most straightforward method involves indirect
estimate of D through the shape anisotropy; this estimate
is especially applicable to molecules or clusters with large
numbers of approximately uniformly distributed and ferro-
magnetically coupled electron spins [21]. Such estimates may
be applied to organic polyradicals [22].

3. MOLECULAR ORGANIC
RADICAL-METAL NANOCLUSTERS

A plethora of organic radical-metal one-dimensional chains
and extended networks, in which organic radicals act as
bridging groups between the metal ions, leading to rel-
atively large EA and/or magnetic ordering are known.
Organic radicals involved in such one-dimensional chains
and networks are nitronyl nitroxides, [23� 24] di- and
trinitroxides, [25] nitroxides with nitrogen base, [26] and
pyridine-based photochemically generated carbenes [27–29].
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Analogous molecular organic radical-metal nanoclusters, in
which organic radicals act as bridging groups between the
metal ions, are relatively scarce.
One of the pioneering examples of organic radical-metal

nanoclusters is a macrocyclic [Mn(hfac)2NITPh]6 cluster
with S = 12 ground state (hfac, hexafluoroacetyl acet-
onate; NITPh, 2-phenyl-4,4,5,5-tetramethyl-4,5-dihydro-1H-
imidazolyl-1-oxy-3-oxide) [30]. In [Mn(hfac)2NITPh]6, the
manganese(II) ions with S = 5/2 are antiferromagnetically
coupled to S = 1/2 organic radicals (nitronyl nitroxides),
resulting in an overall spin value of 6�5/2− 1/2� = 12. Both
the oblate shape of the cluster and the small spin–orbit cou-
plings associated with high-spin MnII (half-filled d-shell) and
nitronyl nitroxide may contribute to its overall low magnetic
anisotropy.
More recently, a S = 7 nanocluster, [Fe2(CN)12Ni3(IM-

2Py)6]•4H2O, in which two FeIII and three NiII ions are
bridged with cyanides and six organic radicals (IM-2py,
2-pyridyl substituted imino nitroxide), was reported [31].
The S = 7 value is accounted for by a weak ferromagnetic
coupling between three high-spin S = 2 [Ni(IM-2-Py)2] and
two low-spin S = 1/2 [Fe(CN)6] fragments. Below 1.2 K,
magnetic hysteresis is observed, though magnetic relaxation
studies reveal nonexponential time dependence and temper-
ature dependence down to 0.05 K, precluding SMM behav-
ior. Most likely, intercluster interactions are responsible for
magnetic ordering.
[Mn12] anion modified with organic radical cation, that

is, salt of [Mn12O12(PhCOO)16(H2O)4]− anion (Ph= phenyl)
and S = 1/2 cation (m-N -methylpyridinium nitronylnitrox-
ide), was found to undergo relatively fast inversion of
magnetization; at 1.7 K, hysteresis was almost negligible
compared to [Mn12] anions with diamagnetic cations or the
unmodified [Mn12] [32]. Recent studies of analogous salts of
[Mn12] anion with S = 1/2 ferrocenium cation and related
diamagnetic cations led to the conclusion that the counte-
rion may have a direct influence on the EA by affecting
alignment of Jahn–Teller elongation axes of the eight MnIII
ions [33].
Synthesis of organic radical-metal ion clusters, and metal

ion clusters in general, relies largely on finding the right mix-
ture of the reagents that would produce a crystalline mate-
rial suitable for X-ray crystallography. The development of
self-assembly approaches to organic ligand-metal ion clus-
ters provides hope for future rational syntheses of metal
ion clusters of increasing size with predetermined magnetic
properties [34].

4. NANOMETER-SIZED ORGANIC
POLYRADICALS

Organic polyradicals (i.e., molecular organic radical-based
nanoclusters) possess covalently linked organic radicals.
Unlike metal-based nanoclusters, they are amenable to the
rational stepwise syntheses, employing powerful method-
ologies of organic chemistry. Furthermore, powerful chro-
matographic techniques are available for fast purification
of organic molecules; that is, those products and interme-
diates at each synthetic step, which are stable at ambient
conditions, can be isolated and purified even from com-
plex reaction mixtures. Such a rational synthetic approach

is especially important if clusters with specific values of
S or particular shapes are sought. The major drawbacks
of organic polyradicals include moderate, at best, stability
of organic radicals. Also, single crystals for X-ray crystal-
lography are relatively difficult to grow for large organic
molecules (as opposed to metal-based clusters); the struc-
tural characterization of organic polyradicals is largely based
upon spectroscopic (or scattering) techniques as applied to
polyradicals and their synthetic intermediates.
From the viewpoint of magnetism, nanometer-sized

organic polyradicals can be classified as possessing either
weak or strong exchange coupling. The thermal energy at a
readily accessible temperature of 2 K is designated as a rela-
tive measure of strength for exchange coupling. Thus, weak
exchange coupling will imply that the S = 1/2 radicals are
effectively noninteracting above a temperature of 2 K. The
more interesting situation for the potential SMM behavior
is the case of strong exchange coupling, implemented with
one of the coupling schemes in Figure 1, leading to large
values of S.

4.1. Nanometer-Sized Organic Polyradicals
with Strong Exchange Coupling

Polyradicals with strong exchange coupling are primarily
based upon a �-conjugated system mediating exchange cou-
pling between the radicals. The majority of nanometer-sized
�-conjugated polyradicals rely on the ferromagnetic cou-
pling scheme, though the ferrimagnetic coupling scheme
using unequal spins recently became important (Fig. 1)
[35]. 1,3-Phenylene is by far the most dominant FCU. The
most developed types of nanometer-sized organic polyrad-
icals with strong exchange coupling are polyarylmethyls,
polyphenylcarbenes, and polyphenoxyls.

4.1.1. Polyarylmethyls
Polyarylmethyls have long history dating to Gomberg’s triph-
enylmethyl [36] and Schlenk and Brauns’ hydrocarbon [11]
reported in 1900 and 1915, respectively. In the 1990s,
the first attempts at synthesis of nanometer-sized polyaryl-
methyls were made, using branched or dendritic connec-
tivities of 1,3-phenylene FCUs and arylmethyls. However,
values of S for such dendrimers with up to up to 31 aryl-
methyls did not exceed S = 5 �22� 37–39�. With increasing
number of radicals per molecule, the generation of unpaired
of electrons at the radical sites must approach perfection.
Otherwise, even relatively small numbers of failures in gen-
eration of unpaired electrons (i.e., chemical defects) may
disrupt �-conjugation, and consequently exchange coupling.
The chemical defects may arise from incomplete oxidation
of polycarbanion, protonation, or hydrogen transfer leading
to Ar3CH moieties, or reaction of radicals with excess of
iodine giving Ar3CI moieties [40, 41]. As illustrated for pen-
tadecaradical 1 in Figure 2, a chemical defect at one of the
inner radical sites will cut the �-conjugated system into non-
interacting segments, with low values of S, for example, a
mixture of S = 3/2� 3/2� 8/2 vs S = 15/2 for a “perfect” 3
with all 15 radicals intact and ferromagnetically coupled [22].
Another type of defect involves severe out-of-twisting of the
�-conjugated system, which may lead to antiferromagnetic
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coupling through the twisted linkage; such a defect in the
inner part of 1 could severely reduce the overall value of S
in the twisted conformation (Fig. 2) [35, 42, 43].
Another approach relied on dendrimers with macro-

cyclic cores, such as 24-radical 2 (Fig. 3) [44–47]. The
macrocyclic core provides the second exchange pathway,
preserving exchange coupling in the presence of one chem-
ical defect located at one of the four inner radical sites.
Overall, 24-radical 2 possess only four radical sites (those
adjacent to biphenyl moieties), where a defect would inter-
rupt exchange coupling. The ferromagnetic coupling scheme
is implemented in 24-radical 2 using two types of FCU:
1,3-phenylene and 3,4′-biphenylene. Model studies showed
that the pairwise ferromagnetic couplings mediated by 1,3-
phenylenes (within the dendritic branches and the macro-
cyclic core) are significantly stronger than those mediated by
four 3,4′-biphenylenes (between the branches and the core)
[45, 48]. Therefore, 24-radical 2 may be viewed as a cluster
of five component spins, 5/2, 5/2, 5/2, 5/2, 4/2, associated with
the branches and the core. Magnetic studies corroborate
this pentamer model, though the average value of S = 10 is
below the expected S = 12 for a 24-radical with 24 ferromag-
netically coupled unpaired electron spins. A small density of
chemical defects may account for this discrepancy in the val-
ues of S [47]. Alternatively, the presence of conformations,
in which one or two dendritic branches are significantly out-
of-plane twisted at the biphenylene moieties, may decrease
the overall value S too because of antiferromagnetic cou-
pling between the twisted branch and the core.
Synthetic precursor to 24-radical 2 (i.e., polyether 3)

was employed to obtain the size and shape estimate
(2 is obtained from 3 by replacing 24 triarylmethyl ether,
Ar3C–OCH3, groups with 24 triarylmethyl radicals, Ar3C•,
through a two-step sequence of chemical transformations)
[47]. The fast atom bombardment mass spectrum shows
the expected molecular fragment ion corresponding to the
loss of one OCH3 group; the isotopic multiplet fits well
with the expected C503H589O23 formula for the [M–OCH3]+

ion [47]. Small angle neutron scattering (SANS) for 3 in
tetrahydrofuran-d8 (THF-d8) gives a radius of gyration Rg =
1�38 nm (Table 1). Preliminary numerical fitting of the
SANS data using simulated annealing programs suggests an
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Figure 2. Polyarylmethyl dendritic pentadecaradical 1 and possible
defects (D): missing unpaired electron (top) and large out-of-plane
twisting (bottom).

approximately dumbell-like shape. Similar values of Rg and
analogous shapes are found for hydrocarbon 4, though car-
bopolyanion 5 has relatively large Rg, presumably due to
increased solvation. Assuming similar shapes for 24-radical 2
and its derivatives 3–5, and approximating them with a pro-
late spheroid with half-axes of 2 and 1 nm, shape anisotropy
based EA/k ≈ 0�06 K is estimated for S = 12 (Fig. 3).
Further evolution of dendritic architecture is illustrated

by 36-radical 6, which possesses macrocylic branches and
a macrocyclic core; that is, five calix[4]arene macrocy-
cles are linked with four bis(biphenylene)methyls (Fig. 4)
[35, 49]. The macrocycles provide additional exchange
pathways; 36-radical 6 has only four radical sites (those
bridging biphenylene moieties), where a defect would inter-
rupt exchange coupling. The exchange coupling within the
�-system of 6 may be described in terms of strong 1,3-
phenylene FCUs and weak 3,4′-biphenylene FCUs, which
connect radical sites within macrocycles and outside macro-
cycles, respectively. Therefore, 6 may be viewed as a cluster
of nine component spins, associated with the macrocyclic
branches (4×7/2), the linkers �4×1/2�, and the macrocyclic
core (4/2) (Fig. 4). The component spins are exchange cou-
pled through the weak 3,4′-biphenylene FCUs. Notably, the
nearest neighbor component spins have significantly unequal
values (i.e., component spins 1/2 are located between the
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larger spins of 7/2 and 4/2). Consequently, large out-of-plane
distortion at the biphenylene moieties, leading to antifer-
romagnetic coupling between component spins, could be
expected to lower the overall value of S only moderately.
Magnetic studies show an average S ≈ 13 for 6, below the
expected S = 18 for a 36-radical with 36 ferromagnetically
coupled unpaired electron spins [49].
SANS for a polyether 7 (synthetic precursor to 36-radical

6) in THF-d8 gives a radius of gyration Rg = 1�81 nm
(Table 1). Assuming that the shape for 36-radical 6 is a pro-
late spheroid with a/b = 2, analogous to that in 24-radical
2, shape anisotropy based EA/k ≈ 0�09 K is estimated for
S = 18 (Fig. 4).
The alternating connectivity of unequal spins was applied

to polyarylmethyl polymers 8 and 10 by linking calix[4]arene
with bis(biphenyl)methyls (Fig. 5). Polymer 8 had an aver-
age value of S ≈ 18 (Fig. 6). SANS and multiangle light
scattering (MALS) studies showed that the corresponding
polyether 9 had Rg = 3�2 nm and Mw ≈ 30 kDa. Poly-
mer 10 possessed even higher values of S that depended
on the polymerization conditions leading to the correspond-
ing polyether 11 (Fig. 5). The benzene soluble fractions of
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Figure 5. Polyarylmethyl polymers 8 and 10 and their diamagnetic
derivatives.

polyethers 11 with Mw = 300–500 kDa gave polymers 10
with average values of S > 40 [50]. SANS studies gave Rg ≈
9 nm for benzene-soluble polyethers 11. The benzene insolu-
ble fractions of polyethers 11, which were polymerized for a
long time beyond the gel point, gave polymers 10 with aver-
age values of S ≈ 5000 (Fig. 6). Polymers 10 with S ≈ 5000
showed the onset of magnetic ordering near the temperature
of 10 K. The blocking behavior for the inversion of magne-
tization is analogous to that in insulating spin glasses and
blocked superparamagnets but closer to spin glasses [51].
In conclusion for polyarylmethyls, polyradical 10 showed

magnetic ordering and slow inversion of magnetization
below a temperature of about 10 K. Whether this mag-
netic behavior is associated with single macromolecules
is difficult to establish because of the insoluble network
nature of 10. For the soluble polyradicals 2, 6, and 8,
possessing S = 10–18, magnetic studies in the miliKelvin
range would be needed to search for SMM behavior (slow
inversion of magnetization) due to the shape anisotropy.
The requirements for sample handling with present state-of-
the-art microSQUID techniques would make such studies
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difficult because such polyarylmethyls decompose above
170 K and are sensitive to oxygen. Polyradicals with stabil-
ity at ambient conditions, in which triarylmethyl radicals are
replaced with more stable radicals such as nitroxides, would
be desirable for such studies.

4.1.2. Polyphenylcarbenes and Other
Organic Polyradicals with
Significant Values of S

In addition to polyarylmethyls, very few organic polyradi-
cals are known, in which significant values of S have been
achieved. Those include polyphenylcarbenes, trimethylen-
emethanes, aminium-based polyradicals, and polyphenoxyls.
Among those, polyphenoxyls stand out because of their size
characterization by microscopy and relative thermal stability.
Iwamura and co-workers prepared numerous polyphenyl-

carbenes with large values of S; the leading example is the
S = 9 nonacarbene 12, which was prepared from the cor-
responding nona-diazo precursor 13 (Fig. 7) [52–56]. The
solid state photolysis of the diazo precursors, such as 13, is
reported to proceed essentially quantitatively for molecules
with up to nine diazo groups, providing polyphenylcar-
benes with significant values of S, as shown in Figure 7.
Attempts to prepare polyphenylcarbenes with more than
nine carbene centers were not successful [56]. For 12 and
the related polyphenylcarbenes, the ferromagnetic coupling
scheme, using 1,3-phenylene and 1,3,5-phenylyne as FCUs,
is implemented in the star-branched structure of nine S =
1 carbenes. Although the initial report on 12 suggested the
possibility of slow inversion of magnetization below 5 K for
12 in 2-methyltetrahydrofuran (2-MeTHF), [53] it is most
likely that slow interconversion between conformations with
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Figure 7. Selected phenylcarbenes with large values of S, including
S = 9 nonacarbene 12 and the corresponding coupling scheme.

different values of S is involved, as observed in organic
diradicals in 2-MeTHF matrices [57, 58].
Polyphenylcarbenes, such as 12, are extremely reactive

and typically have to generated in frozen matrices below
77 K. Recently, more stable S = 1 carbenes were prepared;
for example, 14 and 15 have a half-life of 16 s and 19 min in
degassed benzene at room temperature, respectively (Fig. 8)
[59, 60]. For 15, this fair persistence may be derived from its
triphenylmethyl-like structure. These values of half-life are
several orders of magnitude longer than the half-life of 2 �s
for the parent diphenylcarbene under the same conditions.
Polycarbenes derived from those relatively stable carbenes
are still rare. The leading example is the S = 3 tricarbene
16, which is generated from the corresponding tris(diazo)
derivative 17 and characterized by two-dimensional electron
paramagnetic resonance (EPR) spectroscopy (Fig. 8) [61].
Dougherty and co-workers developed a so-called

“bisTMM” (TMM = trimethylenemethane) approach
to design and prepare numerous S = 2 tetraradicals
[62–65]. Their ferromagnetic coupling scheme employs
1,3-phenylene, cyclobutane, or cyclopentane as FCU
(Fig. 9). More recently, this approach is extended to an
S = 3 hexaradical, with 1,3,5-phenylyne and cyclopentane
as FCUs (Fig. 9). [66–68] In each case, the polyradical
is prepared by ultraviolet photolysis of the corresponding
bis- or tris-azoalkanes at cryogenic temperatures; typically,
efficient and complete conversions are difficult to attain,
resulting in mixtures of polyradicals from the successive
loss of dinitrogen. The resultant mixtures of polyradicals
are quite unstable requiring handling in frozen matrix at
temperatures of 77 K or below. Magnetic characteriza-
tion of these tetra- and hexaradicals is limited to EPR
spectroscopy.
Bushby and co-workers prepared aminium based polyrad-

icals; the leading example is polyradical 18 with an average
value of S ≈ 4 at temperatures below 10 K (Fig. 10) [69].
The ferromagnetic coupling scheme in 18 relies on the FCU
composed of 1,3-phenylene and two 1,4-phenylene spacers;
this rather long coupling pathway results in a relatively weak
ferromagnetic coupling. Polyradical 18 was generated from
the corresponding polyamine 19 with Mw > 10 kDa; no size
measurements are reported [69].
Polymeric aminium-based polyradicals may be viewed as

examples of the “polaronic” approach to organic polymers
with large values of S, in which the source of electron spin is
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relatively localized aminium radical cations [70]. Dougherty
and co-workers examined various polymers and oligomers,
in which short fragments of the �-system are linked together
with 1,3-phenylene couplers. The studied �-systems include
radical cations of polyacetylene, radical cations of aromatic
heterocycles, and radical anions of fuchsone (Fig. 10). The
variable values of S up to 3 were reported for such poly-
mers [71, 72]. However, only electrochemically generated
fuchsone-based radical anions (polymer 20 with S ≈ 2) have
significant concentration of electron spin (0.5 radical per
repeat unit) [72]. Radical ion based polymers are generally
stable at room temperature. Their main drawbacks are com-
plicated ion multiplet equilibria and tendency for formation
of diamagnetic aggregates [73–75].
Nishide and co-workers prepared many examples of

polyphenoxyls with significant values of S (up to 5) (Fig. 11)
[76–80]. The leading example is polyphenoxyl 21, which pos-
sesses an average value of S ≈ 5 at low temperatures below
10 K (Fig. 11) [80]. The ferromagnetic coupling scheme
in 21 is implemented using phenoxyl pendants attached
to the poly(1,2-phenylenevinylene) FCU. Polyphenoxyl 21
was obtained from the corresponding polyphenol 22 (Mw ≈
32 kDa, Mw/Mn ≈ 1�2). Dichloromethane solutions of 21
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and 22 are transferred to a highly oriented pyrolitic graphite
surface and examined with atomic force microscopy (AFM),
followed by magnetic force microscopy (MFM). Notably,
both AFM and MFM studies are carried out at ambient
temperature (i.e., polyphenoxyl 21 has a value of S = 1/2,
corresponding to an ensemble of a large number of inde-
pendent S = 1/2 electron spins, at these conditions). AFM
images for 21 and 22 are similar (i.e., the horizontal dis-
tance of 35 nm and the vertical distance of 0.6 nm are deter-
mined). The follow-up MFM images, using a tip coated with
ferromagnetic CoCr film (magnetic moment of 10−13 emu),
are observed only for paramagnetic 21, with the 35-nm size
analogous to the AFM images. The MFM contrast weak-
ens and ultimately disappears following slow decomposi-
tion of paramagnetic polyphenoxyl 21 to the undetermined
(perhaps diamagnetic) products after one day; however, the
35-nm sized image of the decomposition products remains
visible in AFM even after one week [80]. The detection
limits for MFM for small paramagnetic moments and the
effects involved in magnetization of the tip in the oppo-
site direction as found for this S = 1/2 paramagnet will
need more detailed analysis. If confirmed, these preliminary
MFM results may open the way for organic polyradical-
based magnetic dots.

4.2. Nanometer-Sized Organic Polyradicals
with Weak Exchange Coupling

In organic polyradicals with weak exchange coupling, the
energy level splitting due to the exchange coupling is smaller
than the thermal energy (RT) at the readily accessible tem-
peratures down to 2 K. Such polyradicals possess a value of
S = 1/2 above temperature of 2 K. The barrier for inversion
of magnetization for S = 1/2 paramagnets will be very low
if not absent [8].
The magnetic susceptibility for a paramagnetic polyradical

with a large number �n� of S = 1/2 electron spins scales with
n as approximately n2 and n for the strong and the weak
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ferromagnetic couplings, respectively. Therefore, even in the
absence of large values of S, the magnetic susceptibility for
an S = 1/2 polyradical with n weakly coupled (effectively
independent) S = 1/2 electron spins will still be greater by a
factor of n than that for a single S = 1/2 monoradical. This
is the situation for polyphenoxyl 16, which is weakly coupled
at ambient temperature but still reported as detectable at
ambient temperature by the current MFM technology [80].
The review of nanometer-sized weakly coupled polyrad-

icals will be limited to well-defined dendrimers. Janssen
and co-workers reported five generations of nitroxide-
functionalized dendrimers, with up to 64 nitroxide radicals
[81]. Poly(propylene imine) dendrimers were functionalized
with 3-carboxy-2,2,5,5-tetramethyl-1-pyrrolidinyloxy radical
(PROXYL) end groups [DAB-dendr-(PROXYL)n] (Fig. 9).
Because DAB-dendr-(PROXYL)n dendrimers are prepared
via divergent synthetic routes, substantial contamination
with nonseparable dendrimers with a smaller than nominal
number of PROXYL end groups, especially for higher gen-
erations, is expected. Already for intermediate generations
with n = 8 and n = 16 PROXYLs, the matrix-assisted laser
desorption ionization time-of-flight (MALDI-TOF) mass
spectra showed the impurity mass peaks corresponding to
dendrimers with n = 7 and n = 15 PROXYLs. The EPR
spectra in solution were consistent with the presence of a
weak but detectable exchange coupling, as shown by the
hyperfine splitting patterns for the lowest generations [81].

Few examples of poly(amidoamine) (PAMAM) den-
drimers, functionalized with spin carrying end groups (rad-
icals or radical ions), have been reported [82–84]. Because
PAMAM dendrimers are prepared according to divergent
synthetic routes, significant contamination with incompletely
end-functionalized dendrimers is expected. In particular,
the commercially available sixth generation PAMAM (G-6
PAMAMTM� dendrimers possess oblate spheroidal shape
with nominally 256 amine end groups on the surface of the
macromolecule.
Miller and co-workers reported a conducting film formed

from a PAMAM dendrimer that had been functionalized
with naphthalene diimide radical anions [82]. The defects in
these modified dendrimers prepared according to divergent
synthetic routes were not estimated. The radical anions of
this type are known to form conducting �-stacks, rendering
the dendrimer effectively diamagnetic. In high humidity, the
third generation dendrimer had conductivities in the 0.12–
11 S cm−1 range depending on the content of radical anions
vs nonreduced diimide moieties [82].
PAMAM dendrimers with relatively low densities of

nitroxide radical end groups for their studies in vesicles are
known. For example, the sixth generation dendrimer (G-6
PAMAMTM, diameter of 7 nm from dynamic light scatter-
ing) was functionalized 2,2,6,6-tetramethylpiperidine-N -oxyl
(TEMPO) with only 3% conversion of the amino end groups
[83].
Much higher densities of radicals are reported in a polyni-

troxyl G-6 PAMAMTM with 198 (G-6-TEMPO-198) or with
80 (G-6-TEMPO-80) TEMPO end groups for possible appli-
cations in EPR imaging [84]. MALDI-TOF mass spectra
showed the expected mass averages for G-6-TEMPO-198
and G-6-TEMPO-80, with a difference of about 1 kDa
between the number and weight averages for both den-
drimers. One of the possible drawbacks for their applica-
tion as intravenous contrast agents may be their affinity for
aggregation in aqueous solution because of the relatively
lipophilic surface for the nitroxyl labeled dendrimers. MALS
analyses identify particles with an average molecular weights
of 549 kDa (degree of aggregation ≈ 5�4, radius of gyra-
tion ≈ 19 nm) and 113 kDa (degree of aggregation ≈ 1�6,
radius of gyration < 10 nm) for G-6-TEMPO-198 and G-6-
TEMPO-80, respectively [84].
Octaferrocenyl dendrimer (with ethylene silane back-

bone) was reported to undergo 8-electron oxidation to the
corresponding dendrimer with eight ferrocenium radical
cations. However, neither the exchange coupling between
the radical cations nor the size of this relatively low molec-
ular mass dendrimer were characterized [85].

5. SUMMARY
The development of rational synthetic methods for organic
radical-metal ion nanoclusters may provide a new library of
organometallic SMMs with predetermined magnetic proper-
ties. Through incorporation of di- and polyradicals into such
nanoclusters, SMMs responsive to the external stimuli may
be designed (e.g., photomagnetic SMMs).
The rational synthetic methods for the unstable organic

polyradicals should be extended to the ambient stable
organic polyradicals with large values of S and elongated
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shapes. This will greatly facilitate the search for organic
SMMs. Intriguing questions will be whether the magnetic
anisotropy barrier arising from purely classical magnetic
dipole–dipole interactions could be achieved and whether
quantum tunneling of magnetization could be observed in
such magnetic nanoclusters.

GLOSSARY
Exchange coupling or exchange interaction The interac-
tion between electron spins that originates from a quantum
exchange term of the Coulomb interaction between elec-
trons. Although electrostatic in its origin, the exchange cou-
pling is one of the key aspects of magnetism.
Magnetic nanocluster Nanometer-sized cluster of mag-
netic metals, metal ions, or other magnetic subunits.
Organic polyradical Organic molecule that possesses more
than several unpaired electrons.
Single-molecule magnet (SMM) Individual molecule that
functions as a nanoscale magnet, effectively a single domain
magnetic particle that shows magnetic hysteresis below its
blocking temperature.
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1. INTRODUCTION
The success of many nanotechnology ideas will depend on
the ability to process and pattern ultrathin films (1–100 nm
in thickness). Techniques such as spin-coating, thermal evap-
oration, and chemical vapor deposition are routinely used
for the fabrication of electronic and optoelectronic compo-
nents where the nanoscale is not yet critical [1–7]. Organic
compounds are becoming increasingly useful to the electron-
ics industry, although, for fast and efficient signal processing,
it is unlikely that these materials will outperform inorganic
semiconductors such as silicon and gallium arsenide in the
foreseeable future. However, in niche areas, organic com-
pounds can have significant advantages over their inorganic
counterparts. Perhaps the best known example is the liq-
uid crystal display. Organic and biological compounds are
also being exploited in chemical sensors, light-emitting dis-
plays, photocopiers, and infrared detectors [8]. The field of
plastic electronics is developing rapidly for the fabrication
of low-cost electronic components for use where high-speed
operation is not essential, for example, in smart cards.

In their bulk form, many organic materials are difficult
to handle and single crystals can be extremely fragile. The
ability to form high-quality thin layers of these materials can
therefore present particular difficulties. Here, an overview of
the methods that can be used is presented. Emphasis will be
given to those techniques that can be used to build up thin
films of organic molecules at the molecular level (i.e., film

thicknesses of a few nanometers). Such molecular engineer-
ing approaches offer much scope for the development of
molecular and nanoscale electronics [8].

2. LANGMUIR–BLODGETT
FILM DEPOSITION

A method that allows the manipulation of materials on
the nanometer scale is the Langmuir–Blodgett (LB) tech-
nique [9–12]. Langmuir–Blodgett films are prepared by first
depositing a small quantity of an amphiphilic compound
(i.e., one incorporating both polar and nonpolar groups—
the classical materials being long-chain fatty acids), dis-
solved in a volatile solvent, onto the surface of purified
water, the subphase. When the solvent has evaporated, the
organic molecules may be compressed to form a floating
two-dimensional solid. Monolayer films can exhibit a multi-
plicity of phases during this compression; these are similar
to the mesophases shown by liquid crystals.

The surface pressure � of the floating organic film is
defined as the reduction of the subphase surface tension by
the film, that is,

� = �0 − � (1)

where �0 is the surface tension of the pure subphase and
� is the surface tension of the film-covered surface. In the
case of a water subphase (almost all the work on LB films
has involved a water subphase), values of � of the order
of mN m−1 are generally encountered; the maximum value
of � is 72.8 mN m−1 at 20 �C, the surface tension of pure
water.

Figure 1 shows a surface pressure versus area isotherm
(i.e., measurement at constant temperature) for a hypothet-
ical long-chain organic material. This generic diagram is not
meant to represent that observed for a particular substance,
but shows most of the features observed for long-chain com-
pounds. In the “gaseous” state (G in Fig. 1) the molecules
are far enough apart on the water surface that they exert
little force on one another. As the surface area of the mono-
layer is reduced, the hydrocarbon chains will begin to inter-
act. The “liquid” state that is formed is generally called
the expanded monolayer phase (E). The hydrocarbon chains
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Figure 1. Surface pressure versus area isotherm for a long-chain fatty
acid material.

of the molecules in such a film are in a random, rather
than a regular orientation, with their polar groups in contact
with the subphase. As the molecular area is progressively
reduced, condensed (C) phases may appear; there may be
more than one of these. In the condensed monolayer states,
the molecules are closely packed and are oriented with the
hydrocarbon chains pointing away from the water surface.
The limiting area per molecule in such a state will be similar
to the cross-sectional area of the hydrocarbon chain, that is,
approximately 0.19 nm2 molecule−1.

If the surface pressure of the monolayer is held constant
in one or more of the condensed phases, then the film may
be transferred from the water surface onto a suitable solid
substrate simply by raising and lowering the latter through
the monolayer–air interface. Monolayer transfer speeds are
usually of the order of a few millimeters per second. Several
deposition modes are possible depending on the interactions
between the polar and nonpolar parts of the molecules, and
the nature of the bond between the first layer and the sub-
strate surface. Figure 2 shows the most common form of
LB film deposition. The substrate is hydrophilic and the first
monolayer is transferred, like a carpet, as the substrate is
raised through the water (Fig. 2b). Subsequently, a mono-
layer is deposited on each traversal of the monolayer–air
interface (Fig. 2c). As shown, these stack in a head-to-head
and tail-to-tail pattern; this deposition mode is called Y-type
(Fig. 2d). Although this is the most frequently encountered
situation, instances in which the floating monolayer is only
transferred to the substrate as it is being inserted into the
subphase, or only as it is being removed, are often observed.
These deposition modes are called X-type (monolayer trans-
fer on the downstroke only) and Z-type (transfer on the
upstroke only); the molecular arrangements in Z-type and
Y-type films are contrasted in Figure 3. Mixed deposition
modes are sometimes observed and, for some materials, the
deposition type can change as the LB film is built up. Film
transfer is characterized by the measurement of a deposi-
tion, or transfer, ratio, � . This is the decrease in the area
occupied by the monolayer (held at constant pressure) on
the water surface divided by the coated area of the solid
substrate, that is,

� = AL

AS

(2)

Figure 2. Langmuir–Blodgett film deposition: (a) condensed monolayer
on water surface; (b) transfer of monolayer on upstroke of solid sub-
strate; (c) subsequent transfer on downstroke; (d) Y-type multilayer
film.

where AL is the decrease in the area occupied by the mono-
layer on the water surface and AS is the coated area of
the solid substrate. Transfer ratios significantly outside the
range 0.95 to 1.05 suggest poor homogeneity. Fatty acid and
fatty acid salt (obtained by the addition of metallic cations,
such as Cd2+, to the aqueous subphase) monolayers nor-
mally deposit as Y-type films. However, X-type deposition
is possible with suitable changes in the dipping conditions;
X-type deposition is favored by high pH values.

Figure 3. Molecular arrangements for LB molecular assemblies: (a) Z-
type deposition; (b) Y-type deposition; (c) alternate-layer deposition.
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It is possible to construct LB films using more than one
type of molecular film. In the simplest case, condensed
floating monolayers of two different amphiphilic materi-
als are confined (using mechanical barriers) to different
regions of the water surface. By lowering the solid substrate
through the first layer of, say, material A, and raising it up
through the other, material B, alternate layers of structure
ABABAB� � � may be built up, Figure 3c. This permits the
fabrication of organic superlattices with precisely defined
symmetry properties. Such molecular assemblies can exhibit
pyroelectric (electric charge generation on heating), piezo-
electric (charge generation on the application of a mechan-
ical stress), and second-order nonlinear optical phenomena
(frequency doubling) [9, 10, 13].

The final molecular arrangement in an LB layer may not
be always as depicted in the “molecular stick” diagrams.
For fatty acids, early experiments using X-ray diffraction
revealed that the spacings between the hydrophilic head
groups was nearly the same, and equal to twice the length
of the hydrocarbon chain, whether they were deposited as
X-type or Y-type films. This suggests that the molecules in
some LB films rearrange, during or shortly after deposi-
tion [9].

Although fatty acids and their salts are the “clas-
sical” materials for LB film formation, much activity
has focused on the incorporation of electroactive groups
into such long-chain compounds. Some examples are
depicted in Figure 4. Charge-transfer materials, such as
the N -octadecylpyridinium-Ni(dmit)2 complex, are impor-
tant organic conductors. These are formed from a variety of
molecules, primarily aromatics that can behave as electron
donors (D) and electron acceptors (A) [8]. Complete trans-
fer of an electron from a donor to an acceptor molecule
results in a system that is electrically insulating (e.g., the
transfer of a valence electron in a Cl atom to a Na atom
to form the compound NaCl). However, if the ratio of
the number of donor molecules to the number of acceptor
molecules differs from 1:1 (e.g., the stoichiometry is 1:2 or

S
Ni

SS

S
S

S

S S

S
S

2-

N

C18H37

+

N-octadecylpyridinium-Ni(dmit)2

2

N+
N

H3C

H3C C22H45

Br-

Hemicyanine dye

N N N N

x 1-x

n
Polyaniline

Figure 4. Examples of amphiphilic organic compounds suitable for LB
film deposition.

2:3), or if there is incomplete transfer of an electron from a
donor to an acceptor (say, six electrons in every ten donor
atoms are transferred), then partially filled electron bands
can be formed and electrical conduction is possible.

Well-known donor and acceptor molecules are tetrathi-
afulvalene (TTF) and tetracyanoquinodimethane (TCNQ),
respectively. A 1:1 TCNQ:TTF salt exhibits a high room-
temperature conductivity (5 × 104 S m−1	 and metallic
behavior is observed as the temperature is reduced to
54 K (i.e., the conductivity increases with decreasing tem-
perature). The molecules in such compounds are arranged
in segregated stacks, in which donors and acceptors form
separate donor stacks (DDDDDD� � � ) and acceptor stacks
(AAAAA� � � .). The possibility of imitating this structural
arrangement in multilayer LB films has resulted in the syn-
thesis of many amphiphilic derivatives of TTF and TCNQ
and related compounds [14]. The organometallic Ni(dmit)2
compound shown in Figure 4 is an electron acceptor. The
long-chain pyridinium counterion allows this compound to
form an insoluble layer at the air–water interface and to be
built up as a multilayer structure using the LB technique
[15]. Following iodine doping, a relatively high in-plane con-
ductivity (102–103 S m−1	 is observed. Such thin films show
electrical behavior associated with inorganic semiconductors
and can be used as the basis of a field effect transistor (FET)
device [16]. Although the carrier mobility (carrier veloc-
ity per unit applied electric field) is much lower in these
devices than in single crystalline silicon or gallium arsenide,
the values are comparable to those found in amorphous sil-
icon and auger well for the development of devices that
can be processed using low-cost methods. Metallic behavior
(i.e., conductivity decreasing with increasing temperature)
has also been reported in LB films based on the electronic
molecule bis(ethylenedioxy)tetrathiafulvalene (BEDO-TTF)
[17, 18]. The results of low-temperature conductance and
magnetoconductance experiments have been interpreted in
terms of a weakly localized two-dimensional electronic sys-
tem formed in the conducting donor layers. Other rele-
vant electroactive materials that can be manipulated by the
LB technique have been based on fullerene derivatives [19]
and on carbon nanotubes [20, 21]. In the latter case, the
nanotubes were either mixed with surfactant molecules or
grafted with poly(ethylene oxide) to form condensed floating
films.

An intriguing possibility is that of observing molecular
rectification using monolayer or multilayer films. This fol-
lows from the prediction of Aviram and Ratner [22] that
an asymmetric organic molecule containing a donor and
acceptor group separated by a short 
-bonded bridge (allow-
ing quantum mechanical tunnelling) should exhibit diode
type characteristics. There have been many attempts to
obtain this effect in LB systems [9]. Asymmetric current
versus voltage behavior has certainly been recorded for
many metal–LB film–metal structures, although the results
have often been open to several interpretations because
of the asymmetry of the metallic electrodes and the pres-
ence of oxide layers. However, data obtained using gold for
both electrodes suggests that molecular rectification can be
observed using appropriate LB films of charge-transfer com-
plexes [23, 24].
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As noted above, an area of interest is the fabrication of
asymmetric nanostructures that exhibit second-order nonlin-
ear optical effects. The hemicyanine dye shown in Figure 4 is
an example of a compound that has been extensively investi-
gated in this respect. The molecule possesses both donor and
acceptor groups separated by a conjugated �-electron sys-
tem; the long hydrocarbon chain facilitates molecular align-
ment on a water surface. By alternating the hemicyanine dye
with a “spacer” molecule (e.g., a simple fatty acid) or with
a compound with a complementary donor–acceptor config-
uration (i.e., a similar compound, but with the donor moiety
positioned adjacent to the hydrocarbon chain), an LB film
may be assembled that exhibits significant second harmonic
generation [25]. Some LB film materials may be built up
to over a hundred layers in thickness, where they might be
suitable for use in electro-optic devices [9, 26].

A further field of endeavor is that of chemical sensors
[27–29]. Gas detectors with high sensitivity, reversibility, and
appropriate selectivity continue to be sought for process
control and environmental monitoring. For most gas sensors,
advantages accrue by using the sensing element in thin film
form (not least, the high surface-to-volume ratio). A sim-
ple sensor exploits the variation of electrical resistance of a
thin layer of gas-sensitive material, for example, a phthalo-
cyanine or conductive polymer. The conductivity of such
organic semiconductors changes in the presence of oxidizing
or reducing agents. The effect is analogous to the doping of
an inorganic semiconductor, such as silicon, with acceptor or
donor impurities. A problem associated with these chemire-
sistor devices is that the resistance of the organic layer is
usually very high. Consequently, the output currents are low
(typically picoamperes), requiring elaborate detection elec-
tronics and careful shielding and guarding of components.
This difficulty may be overcome by incorporating the organic
sensing layer into a diode or field effect transistor [29].

An optical transduction method that is often used with
ultrathin films, such as LB films, is that of surface plasmon
resonance [30, 31]. Surface plasma waves are collective oscil-
lations of the free electrons at the boundary of a metal and
a dielectric. These can be excited by means of evanescent
electromagnetic waves. This excitation is associated with a
minimum in the intensity of the radiation reflected from the
thin film system, called surface plasmon resonance (SPR).
The sensitivity of SPR is noteworthy, and changes in refrac-
tive index of 10−5 may be monitored; thus the technique
compares favorably with ellipsometry. The method has been
used with LB films to provide both gas detectors [29] and
sensors for metal ions in solution [32].

One criticism that is often levelled at the LB approach is
that the amphiphilic compounds necessary for film forma-
tion are not particularly stable. Long-chain fatty acid type
materials possess relatively low melting points and have poor
mechanical properties. Furthermore, the incorporation of a
long hydrocarbon chain can “dilute” the electroactive part
of the molecule. Certain LB film materials, however, such as
phthalocyanines, other dyes, and polymers (see next para-
graph), can be deposited without the need for long aliphatic
chains [33, 34], although the molecules of such compounds
may not possess a high degree of order when deposited as
LB multilayers.

Improvements in film stability can be achieved by using
polymeric materials. There are broadly two different meth-
ods available to produce polymeric multilayer structures [9].
First, a monomeric amphiphile, which can be deposited
using the LB approach, can be used. The molecules in the
LB film can then be cross-linked, for example by exposure
to ultra-violet radiation. An alternative is to build up LB
films from a polymeric monolayer, that is, a preformed poly-
mer. In some cases, it is not necessary to use a “traditional”
LB material, for example, a long chain with hydrophilic
and hydrophobic terminal groups. Rod-type preformed poly-
mers, based on porphyrins or phthalocyanines, can undergo
self-organization on the water surface. During the LB trans-
fer, the long axes of the rods are preferentially aligned par-
allel to the dipping direction so that oriented multilayers
with nematic-like order are formed [9]. Figure 4 shows an
example of the conductive polymer polyaniline that can be
deposited in this way [35], although, as noted in the pre-
vious paragraph, the molecular order in such films is not
always high [36]. Polyaniline possesses three reversible oxi-
dation states, each with a distinct backbone structure com-
posed of different proportions of quinoid and phenylene
rings; the compound in Figure 4 represents a generic for-
mula for this polymer. To form a multilayer film, polyaniline,
in its emeraldine base form (x = 0�5 in Fig. 4), is mixed first
with a small quantity of acetic acid; this improves spread-
ing on the subphase surface. The mixture is then dissolved
in 1-methyl-2-pyrrolidinone. Following spreading on a water
surface and compression, electrically conductive Z-type LB
films can then be deposited, up to 50 layers in thickness, on
a solid substrate.

The LB technique may also be combined with solid-state
chemistry methods to produce novel molecular architec-
tures. For example, a network of conductive polypyrrole
(molecular “wires”) may be obtained in a fatty acid matrix
[37, 38]. First, monolayers of the iron salt of a long-chain
fatty acid (e.g., ferric palmitate) are assembled on an appro-
priate substrate. The multilayer film is then exposed to sat-
urated HCl vapor at room temperature for several minutes.
During this process, a chemical reaction transforms the fatty
acid salt into layers of ferric chloride separated by layers of
fatty acid. In the third and final step, the film is exposed to
pyrrole vapor and a reaction occurs between the pyrrole and
the ferric chloride, producing polypyrrole distributed within
the multilayer assembly.

Highly ordered layers of nondispersive colloids may also
be formed with the Langmuir–Blodgett technique [39]. The
interest in such structures lies in the fact that it is possible
to induce the particles to coalesce into a structure analogous
to a close-packed crystal. It is possible to obtain repeat dis-
tances large enough so that radiation in the optical region
can be diffracted, just as X-rays are diffracted in a ordinary
crystal. Such photonic crystals may have many practical uses
in optoelectronics.

Many biological molecules form condensed monolayers
on a water surface [9, 10]. Phospholipids, chlorophyll a, the
green pigment in higher plants, vitamins A, E, and K, and
cholesterol are all examples. Biochemists and biophysicists
have also been long aware that monomolecular films bear
a close resemblance to naturally occurring biological mem-
branes and many revealing experiments may be undertaken
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with floating and transferred layers of biological compounds.
The structurally similar proteins streptavidin and avidin have
been the model system for protein binding studies. Each
tightly binds biotin at four symmetrically located sites. Strep-
tavidin in an aqueous subphase will bind to a biotin lipid
at the air/water interface [40]. The resulting complex forms
two-dimensional crystalline domains.

The vertical dipping LB process is not the only way
to transfer a floating molecular film to a solid substrate
or to build up multilayer films. Other methods are based
on touching one edge of a hydrophilic substrate with the
monolayer-covered subphase or lowering the substrate hori-
zontally so that it contacts the ends of the floating molecules
[9]. This is useful for the transfer of highly rigid monolayers
to solid supports.

3. SELF-ASSEMBLY
In principle, self-assembly is a much simpler process than
that of LB deposition [12]. Monomolecular layers are
formed by the immersion of an appropriate substrate into
a solution of the organic material, Figure 5. The best
known examples of self-assembled systems are organosili-
con on hydroxylated surfaces (SiO2, Al2O3, glass, etc.) and
alkanethiols on gold, silver, and copper. However, other
combinations include dialkyl sulphides on gold; dialkyl disul-
phides on gold; alcohols and amines on platinum; and
carboxylic acids on aluminum oxide and silver. The self-
assembly process is driven by the interactions between the
head group of the self-assembling molecule and the sub-
strate, resulting in a strong chemical bond between the
head group and a specific surface site, for example, a cova-
lent Si O bond for alkyltrichlorosilanes on hydroxylated
surfaces. Molecules possessing one or more electroactive
groups may be deposited by self-assembly. For example,
the incorporation of an amphiphilic TTF unit into a metal-
binding macrocyclic structure allows the resulting self-
assembled monolayer to act as a sensor for metal ions [41].
The presence of the metal cation imposes an inductive effect
on the polarizable TTF system, resulting in an anodic shift
of the first oxidation potential as indicated by cyclic voltam-
metry experiments. Thus, self-assembled monolayers rep-
resent an attractive method for device fabrication, having
the advantages of straightforward preparation and generally
being very robust (stable to solvents, acids, and bases).

The self-assembly process is usually restricted to the depo-
sition of a single molecular layer on a solid substrate.
However, chemical means can be exploited to build up mul-
tilayer organic films. A method pioneered by Sagiv is based

Figure 5. Self-assembled monolayer film of an alkane-thiol on an
Au-coated substrate.

on the successive absorption and interaction of appropriate
molecules [42, 43]. The headgroups react with the substrate
to give a permanent chemical attachment and each subse-
quent layer is chemically attached to the one before in a very
similar way to that used in systems for supported synthesis
of proteins.

Functionalized metallic nanoclusters represent a hybrid
material that can combine the advantages of organic speci-
ficity with the robustness and processability of inorganic
materials. Such nanoparticles can be chemically modified
with a variety of terminal groups, including OH, CH3, NH2,
and COOH [44] and combined with the self-assembly tech-
nique to provide selective coatings, for example, for chemi-
cal sensing.

4. LAYER-BY-LAYER
ELECTROSTATIC DEPOSITION

In another method, shown in Figure 6, the ionic attraction
between opposite charges is the driving force for the mul-
tilayer buildup [45, 46]. In contrast to the Sagiv technique,
which requires a reaction yield of 100% to maintain sur-
face functional density in each layer, no covalent bonds need
to be formed. A solid substrate with a positively charged
planar surface is immersed in the solution containing the
anionic polyelectrolyte and a monolayer of the polyanion
is adsorbed (Fig. 6a). Since the adsorption is carried out
at relatively high concentrations of the polyelectrolyte, most
ionic groups remain exposed to the interface with the solu-
tion and the surface charge is reversed. After rinsing in pure
water, the substrate is immersed in the solution containing
the cationic polyelectrolyte. Again, a monolayer is adsorbed
but now the original surface charge is restored (Fig. 6b),
resulting in the formation of multilayer assemblies of both
polymers (Fig. 6c). This method has been used to build
up layers of partially doped polyaniline and a polyanion,
sulphonated polystyrene [47]. Biocompatible surfaces con-
sisting of alternate layers of charged polysaccharides and
oppositely charged synthetic polymers can also be deposited
in this way [48].

Figure 6. Buildup of multilayer assemblies by consecutive adsorption
of anionic and cationic polyelectrolytes: (a) substrate with a positively
charged surface is immersed in an anionic polyelectrolye; (b) follow-
ing monolayer adsorption and washing, the substrate is immersed in a
cationic polyelectrolyte; (c) resulting multilayer assembly.
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Bilayer films of poly(ethyleneimine) (positively charged)
and poly(ethylene-co-maleic acid) have been used for chem-
ical sensing [49]. The technique of surface plasmon reso-
nance was used to monitor, in-situ, the deposition of these
films. Subsequent exposure to aqueous solutions of metal
acetate (metal = copper, nickel) resulted in a shift in posi-
tion of the SPR curve. Phase-separated polyelectrolyte mul-
tilayer films that undergo a reversible pH-induced swelling
transition have also been exploited for erasable nanoporous
antireflection coatings, opening up applications for biore-
sponsive materials and membrane applications [50].

A related, but alternative, approach uses layer-by-layer
adsorption driven by hydrogen-bonding interactions [51].
This has been accomplished with polyvinylpyrrolidone,
polyvinyl alcohol, polyacrylamide, and polyethylene oxide. In
the case of polyaniline, comparisons with films assembled via
the electrostatic mechanism, using sulphonated polystyrene,
indicate that the nonionic polymers adsorb onto polyaniline
with a greater density of loops and tails and form highly
interpenetrated bilayers with high polyaniline content.

5. SPIN-COATING
Spin-coating is a method that is extensively used by the
microelectronics industry for depositing layers of photore-
sist, generally polyimides, onto silicon wafers [7, 52–54]. A
quantity of a polymer solution is first placed on the semicon-
ductor wafer, which is then rotated at a fixed speed of sev-
eral thousand rpm (or the solution can be applied while the
wafer is slowly rotating). The resist solution flows radially
outwards, reducing the fluid layer thickness. Evaporation
of the solvent results in a uniform thin film. The initial
stage involves delivering a quantity of solution to the surface
of the substrate. The substrate surface may be pretreated
with an adhesion promoter, such as hexamethyldisilazane
(HMDS), to improve wetting. This is often used when coat-
ing silicon wafers. The HMDS consists of six methyl groups
and a Si2NH group. This reacts with the thin layer of
oxide on the silicon surface to form a new surface layer of
hydrophobic methyl groups, allowing the organic solution to
make intimate contact with the substrate.

The initial volume of the fluid dispensed onto the rotating
disk and the rate of fluid delivery have a negligible effect
on the final film thickness. In contrast, the resist viscosity
(dependent on the concentration of the starting solution)
and final film speed are both important process parameters.
An increase in angular velocity decreases the film thickness;
an inverse power-law relationship generally holds for the
thickness dependence on the final spin speed. For a given
speed, the film thickness decreases rapidly at first, but then
slows considerably at longer times. A simple theory predicts
the following relationship between the thickness of the spun
film, d, the viscosity coefficient of the solution, �, its density,
�, the angular velocity of the spinning, �, and the spinning
time, t [7]

d =
(

�

4���2

)1/2

t−1/2 (3)

More sophisticated models have been developed to allow for
changes in the resist resulting from solvent evaporation and

the non-Newtonian character of the rheological behavior of
the photoresist [52–54].

Organic compounds that have been deposited success-
fully by spin-coating include electrically insulating poly-
mers such as polyvinylidene fluoride, conductive polymers,
and dyes developed for electroluminescent (EL) displays
[55–62]. A selection of such compounds is shown in Figure 7.
A key polymeric material for use in EL displays is poly
p-phenylene vinylene) or PPV [59, 60]. This is a conjugated
polymer that has the advantage of being readily processable
to form thin films over large areas, which are stable over
a wide temperature range and relatively cheap to manufac-
ture. Changing the chemical structure of the polymer can
alter the emission color and the electrical transport prop-
erties. Figure 7 shows the structure of one PPV derivative
that has been extensively used—poly(2-methoxy-5-2′-ethyl-
hexyloxy)-1,4-phenylene vinylene), MEH-PPV. Spin-coating
can be used to prepare high-quality films of MEH-PPV of a
few hundred nanometers in thickness [61, 62]. This polymer
can also be processed into much thinner films using the LB
technique [63].

Amorphous elastomeric polymers represent an important
category of materials for the electronics industry that can
be processed by spin-coating. Materials such as silicones
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Figure 7. Examples of compounds suitable for spin-coating.



Organic Thin Film Deposition Techniques 301

are used extensively as sealants and encapsulants [64],
but are also finding use as nonconductive sensor coatings
[29]. In the elastomeric phase (i.e., above the glass tran-
sition temperature), constant thermal motion of the poly-
mer chains allows rapid vapor diffusion. Adsorption and
desorption of a vapor leaves the material in the same
state. The softness of elastomeric materials has an addi-
tional advantage for piezoelectric sensors such as surface
acoustic wave devices that are sensitive to changes in mate-
rial stiffness. An example of such materials is the fam-
ily of polysiloxanes, which are characterized by a repeat
unit (-RR′-Si-O-) where R and R′ are generic functional
groups. By modifying the side chains, nonpolar, polar, and
polarizable polymers can be obtained. One such exam-
ple, poly(cyanopropylmethylsiloxane), is shown in Figure 7.
Chemical vapor sensors based on a number of different
transduction methods have been demonstrated with this
polymer [65–67].

Figure 7 also shows the structure of a tetrakis-arboral-
TTF derivative that can be processed by spin-coating to
form potentially conductive nanowires [68]. The TTF inner
core of these molecules self-assembles into supermolec-
ular aggregates possessing a redox-active interior and a
hydrophilic exterior sheath [69].

6. PHYSICAL VAPOR DEPOSITION
Solid materials vaporize when heated to sufficiently high
temperatures; this process may proceed through the liquid
phase. A thin film is obtained by the condensation of the
vapor onto a colder substrate [4]. This thermal evaporation
method is applied to deposit films of inorganic materials,
such as metals and their alloys. However, the technique is
being used increasingly for the formation of layers of low
molecular weight organic compounds.

Because of collisions with ambient gas atoms, a fraction
of the vapor atoms will be scattered. For a straight-line path
between the evaporating material (source) and the substrate,
it is necessary to use low pressures (<10−4 mbar), where the
mean free path of the gas atoms is much greater than the
source–substrate distance. This allows the use of a shadow
mask immediately in front of the substrate to define pat-
terns. The low pressure also prevents contamination of the
source material (e.g., by oxidation). A typical evaporation
system, which can be made out of glass or metal, is evac-
uated to a pressure of 10−4–10−6 mbar, normally with two
types of vacuum pump operating in series (a rotary and dif-
fusion pump).

Although commonly thought of as a single process, the
deposition of thin films by thermal evaporation consists
of several distinguishable steps: (i) transformation of the
condensed phase, solid or liquid, into the gaseous state;
(ii) vapor molecules traversing the space between the source
and the substrate; and (iii) condensation of the vapor upon
arrival on the substrate.

The first step requires the conversion of thermal to
mechanical energy, which is achieved by a variety of physical
methods. Resistive heating has been used to deposit fluores-
cent dyes, charge-transfer salts, and large macromolecules,

such as the phthalocyanines [70–74]; many of these com-
pounds are finding use as the light-emitting layer or charge-
transport layer in organic light-emitting devices [59, 60]. The
molecular structures of some of these compounds are shown
in Figure 8. Typical evaporation rates are 1–10 nm min−1.
Other techniques include arc evaporation; RF heating; or
heating by electron bombardment. Deposition of polymer
films by laser ablation is an area that offers some promise
[75]. Laser pulsed methods have been used successfully
for polyethylene, polycarbonate, polyimide, and polymethyl-
methacrylate; typical film growth rates are 0.02–0.1 nm per
laser pulse. As an alternative to traditional thermal evap-
oration or spin-coating, this method has also been used to
deposit organic materials for organic electroluminescence
[76]. An organic pellet target was ablated with two wave-
lengths, 532 nm and 355 nm, of a Q-switched Nd/YAG laser
at a base pressure of 2 × 10−5 torr. Films deposited in this
way were more amorphous than films fabricated by excimer
lasers.

Materials that dissociate in the vapor phase may provide
solid films with a stoichiometry that differs from that of
the source. Therefore, special techniques have been devised.
One approach is to use the method of “flash” evaporation.
Rapid evaporation is achieved by continuously dropping fine
particles of the materials onto a hot surface. Although frac-
tionation occurs during the evaporation of each particle
(the more volatile component evaporating first), at any time
there will be several particles at different stages of fraction-
ation. Consequently, the vapor phase will possess a similar
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composition to that of the source material. A further tech-
nique is to evaporate from two or more sources, and control
the vapor flux from each to obtain a vapor with the required
composition. This has been used effectively to deposit thin
films of doped organic charge-transfer salts [77]: one source
is the charge-transfer salt, for example, tetrathiafulvalene,
while the other is the dopant, for example, iodine. Laser
co-ablation techniques can be used to deposit films of metal-
polymer composite films [75].

The microstructure of an evaporated thin film depends
on the evaporation rate, substrate temperature, and chemi-
cal and physical nature of the substrate surface. The size of
the grains in a polycrystalline film will generally be larger
for high source and substrate temperatures. However, if the
kinetic energy of the incoming molecules is too high, the
surface mobility of the adsorbed species is reduced because
the vapor molecules will penetrate the condensed film. The
effect of substrate temperature on grain size is greater for
relatively thicker films. For a given material–substrate com-
bination and under a fixed set of deposition conditions, the
grain size increases as the film thickness increases. However,
beyond a certain thickness, the grain size remains constant,
suggesting that coherent growth with the underlying grains
does not go on forever.

The physical nature of evaporated films can be changed
by post-deposition heat treatment (annealing). This is usu-
ally associated with a change in the crystallinity of the
film. For example, following thermal evaporation, the dc
in-plane conductivity of thin films of the electron donor
bis(ethylenedothio) tetrathiafulvalene (BEDT-TTF) can be
increased by many orders of magnitude by doping with
iodine and then annealing at 60 �C [78].

Molecular beam epitaxy (MBE) is, in principle, very sim-
ilar to the method of vacuum evaporation described in
the previous section [8]. However, an ultrahigh vacuum
(<10−9 mbar) is required to eliminate the scattering by
residual gas molecules. The technique consists of direct-
ing controlled “beams” of the required molecules towards
a heated substrate. Multiple sources, Knudsen cells, can be
shuttered and used to create a superlattice structure on the
substrate and control the molecular composition, orienta-
tion, and packing in two dimensions. Each Knudsen cell
encloses an evaporating surface that is large compared to the
orifice. The diameter of the orifice must be about one-tenth
or less of the mean free path of the gas molecules, and the
wall around the orifice must be vanishingly thin so that gas
molecules leaving the enclosure are not scattered, adsorbed,
and desorbed by the orifice wall. MBE has been used to pro-
duce ordered films of phthalocyanines and other molecular
crystals on inorganic single-crystal substrates [8, 79, 80].

Sputtering is based on the momentum transfer exchange
of accelerated ions incident on a target of source mate-
rial [4]. The principle advantage of sputtering is that almost
any material can be deposited. Since no heating is required,
materials that are difficult to evaporate by thermal means
are readily sputtered. The method has found application for
the formation of thin films of certain organic polymers, for
example, polytetrafluoroethylene, PTFE. However, a rela-
tively large amount of the material is needed. This is not
always practical for many novel organic compounds that may
only be available in small quantities.

7. NANOPATTERNING
Planar microelectronic components are patterned using pho-
tolithography. A surface is covered first with a light-sensitive
photoresist and then exposed to ultraviolet light through a
mask. Either the exposed photoresist (positive resist) or the
unexposed regions (negative resist) can be washed away sub-
sequently to leave positive or negative image of the mask on
the surface.

Conventional photolithography has feature sizes greater
than about 100 nm. However, structures of less than 10
nm may be fabricated using techniques of shadowing and
edge-step deposition [7]. Substrate steps with a square pro-
file are first formed by ion-beam etching. Ion-etching the
film-coated substrate at an angle then produces wires of
triangular cross section, so that the wire is formed in the
shadow of the step. Metal wires as narrow as 30 nm and
as long as 0.5 mm have been fabricated in this way. Chem-
ical approaches to the deposition of ultrathin organic films
offer some control over the composition and structure of
a surface [81]. Here, a substrate is patterned with gold
and aluminum strips by conventional photolithography. The
aluminum spontaneously oxidizes in air and presents alu-
minum oxide at the solid–vapor interface; in contrast, the
gold remains “clean.” Two adsorbates are then chosen (in
this case an alkane thiol and a carboxylic acid) so that they
adsorb strongly and selectively on the gold and alumina.

Brittain et al. describe a series of “soft” lithographic meth-
ods that may be suited to the patterning of organic layers
[82]. A pattern-transfer element is formed by pouring a liq-
uid polymer, such as poly(dimethylsiloxane), onto a “mas-
ter” made from silicon. The polymer is allowed to cure to
form an elastomer, which can then be removed from the
master. This replica can be used subsequently as a stamp to
transfer chemical ink, such as a solution of an alkanethiol,
to a surface. Features with dimensions of 40–100 nm can be
produced with the technique of near-field, phase-shift pho-
tolithography [82].

Scanning microscopy methods offer a powerful means
of manipulating molecules and are able to reposition
molecules, such as the fullerene C60, on surfaces or to break
up an individual molecule [83]. A further approach that has
recently been developed is called dip-pen nanolithography
(DPN) [84, 85]. This technique is able to deliver organic
molecules in a positive printing mode. An atomic force
microscope (AFM) tip is used to “write” alkanethiols on
a gold thin film in a manner analogous to that of a foun-
tain pen. Molecules flow from the AFM tip to a solid sub-
strate (“paper”), making DPN a potentially useful tool for
assembling nanoscale devices. A range of different materials
can be used with the DPN process, including proteins [86]
and magnetic nanoparticles [87]. The method has also been
used to write organic patterns with sub–100-nm dimensions
directly onto silicon and gallium arsenide surfaces [88].

The need to combine large area coatings with device pat-
terning has resulted in the development of ink-jet printing
[89, 90]. Although ink-jet printhead droplet ejection can be
achieved with thermal (bubble-jet) and piezoelectric modes
of operation, the majority of published literature on ink-jet
printing as a tool for manufacturing organic devices has been
the result of using piezoelectric actuated printers. Piezo-
electric printhead technology is favored primarily because it
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applies no thermal load to the organic “inks” and is compat-
ible with the printing of digital images. The combination of
solution-processable emissive polymers with ink-jet printing
offers some promise in the development of low-cost, high-
resolution displays [91]. The technique has also been applied
to the manufacture of all-polymer transistor circuits [92].

GLOSSARY
Dip-pen nanolithography An atomic force microscope is
used to transfer a chemical ink to a surface in a manner
analogous to that of a fountain pen.
Ink-jet printing Ink droplet ejection from a reservoir to
a surface using either thermal (bubble-jet) or piezoelectric
means.
Langmuir–Blodgett (LB) film deposition Transfer of a
condensed monomolecular film from a liquid subphase
(usually water) surface to a solid substrate by raising and
lowering the latter through the monolayer/air interface.
Layer-by-layer electrostatic deposition Formation of mul-
tilayers of organic compounds on a solid substrate by
sequential immersion of the latter in solutions of positively
and negatively charged polyelectrolytes.
Molecular beam epitaxy (MBE) A variation on physical
vapor deposition. The technique consists of directing con-
trolled “beams” of the required molecules towards a heated
substrate. The deposition takes place in ultrahigh vacuum.
Molecular electronics Exploitation of organic compounds
in electronic or optoelectronic devices.
Photolithography The method used to pattern microelec-
tronic devices. A surface is covered first with a light-sensitive
photoresist and then exposed to UV light through a mask.
Either the exposed photoresist (positive resist) or the unex-
posed regions (negative resist) can be washed away subse-
quently to leave a positive or negative image of the mask on
the surface.
Physical vapor deposition Thin film formation by vapor-
ization under reduced vacuum followed by condensation of
the vapor onto a solid surface.
Self-assembly Spontaneous formation of a monolayer on
a surface by the immersion of an appropriate solid substrate
(e.g., Au) into a solution of an organic compound (e.g., alka-
nethiol).
Soft lithography The pattern-transfer element is formed
by pouring a liquid polymer onto a master made from sili-
con. This replica can be used as a stamp to transfer chemical
ink, such as a solution of alkanethiol, to a surface.
Spin-coating Thin film formation by deposition of a solu-
tion onto a solid, which is then rotated at a speed of several
thousand revolutions per minute.
Sputtering Thin film deposition technique based on the
momentum transfer between accelerated ions and a target
of source material. The process is undertaken at reduced
pressure.
Surface plasmon/surface plasma wave Collective oscilla-
tions of the free electrons at the boundary between a metal
(e.g., Ag, Au) and a dielectric (e.g., air, water).

REFERENCES
1. K. D. Leaver and B. N. Chapman, “Thin Films.” Wykeham Pub-

lishers, London, 1971.
2. O. S. Heavens, “Thin Film Physics.” Methuen, London, 1970.
3. K. L. Chopra, “Thin Film Phenomena.” McGraw-Hill, New York,

1969.
4. L. I. Maissel and R. Glang, Eds., “Handbook of Thin Film Tech-

nology.” McGraw-Hill, New York, 1970.
5. T. J. Coutts, Ed., “Active and Passive Thin Film Devices.” Academic

Press, London, 1978.
6. M. Ohring, “The Materials Science of Thin Films.” Academic Press,

San Diego, 1992.
7. I. Brodie and J. J. Muray, “The Physics of Micro/Nano-

Fabrication.” Plenum, New York, 1992.
8. M. C. Petty, M. R. Bryce, and D. Bloor, Eds., “An Introduction to

Molecular Electronics.” Edward Arnold, London, 1995.
9. M. C. Petty, “An Introduction to Langmuir–Blodgett Films.” Cam-

bridge Univ. Press, Cambridge, 1996.
10. G. G. Roberts, Ed., “Langmuir–Blodgett Films.” Plenum, New

York, 1990.
11. R. H. Tredgold, “Order in Thin Organic Films.” Cambridge Univ.

Press, Cambridge, 1994.
12. A. Ulman, “An Introduction to Organic Thin Films.” Academic

Press, San Diego, 1991.
13. T. H. Richardson, Ed., “Functional Organic and Polymeric Materi-

als.” Wiley, Chichester, 2000.
14. M. R. Bryce and M. C. Petty, Nature 374, 771 (1994).
15. C. Pearson, A. S. Dhindsa, L. M. Goldenberg, R. A. Sing, R. Dieing,

A. J. Moore, M. R. Bryce, and M. C. Petty, J. Mater. Chem. 5, 1601
(1995).

16. C. Pearson, A. J. Moore, M. C. Petty, and M. R. Bryce, Thin Solid
Films 244, 932 (1994).

17. Y. Ishizaki, M. Izumi, H. Ohnuki, K. Kalita-Lipinska, T. Imakubo,
and K. Kobayashi, Phys. Rev. B. 63, 134201 (2001).

18. Y. Ishizaki, M. Suzuki, H. Ohnuki, T. Imakubo, and M. Izumi, Mol.
Cryst. Liq. Cryst. 376, 263 (2002).

19. M. Carano, P. Ceroni, F. Paolucci, S. Roffia, T. Da Ros, M. Prato,
M. I. Sluch, C. Pearson, M. C. Petty, and M. R. Bryce, J. Mater.
Chem. 10, 269 (2000).

20. V. Krstic, J. Muster, G. S. Duesberg, G. Philipp, M. Burghard, and
S. Roth, Synth. Met. 110, 245 (2000).

21. M. Sano, A. Kamino, J. Okamura, and S. Shinkai, Langmuir 17,
5125 (2001).

22. A. Aviram and M. A. Ratner, Chem. Phys. Lett. 29, 277 (1974).
23. G. J. Ashwell and D. S. Gandolfo, J. Mat. Chem. 12, 411 (2002).
24. N. Okazaki, J. R. Sambles, M. J. Jory, and G. J. Ashwell, Appl.

Phys. Lett. 81, 2300 (2002).
25. H. Ancelin, G. Briody, J. Yarwood, J. P. Lloyd, M. C. Petty, M. M.

Ahmad, and W. J. Feast, Langmuir 6, 172 (1990).
26. G. J. Ashwell and A. J. Whittam, Mol. Cryst. Liq. Cryst. 337, 1

(1999).
27. J. W. Gardner, “Microsensors.” Wiley, Chichester, 1994.
28. P. T. Moseley and A. J. Crocker, “Sensor Materials.” IOP Publish-

ing, Bristol, 1996.
29. M. C. Petty and R. Casalini, Eng. Sci. Ed. J. 10, 99 (2001).
30. J. Homola, S. S. Yee, and G. Gauglitz, Sensors and Actuators B 54,

3 (1999).
31. J. M. Brockman, B. P. Nelson, and R. M. Corn, Ann. Rev. Phys.

Chem. 51, 41 (2000).
32. I. K. Lednev and M. C. Petty, Adv. Mater. 8, 615 (1996).
33. S. Baker, M. C. Petty, G. G. Roberts, and M. V. Twigg, Thin Solid

Films 99, 53 (1983).
34. G. J. Ashwell and M. A. Amiri, J. Mater. Chem. 12, 2181 (2002).
35. N. E. Agbor, M. C. Petty, A. P. Monkman, and M. Harris, Synth.

Met. 55–57, 3789 (1993).
36. V. I. Troitsky, T. S. Berzina, and M. P. Fontana, Synth. Met. 129, 39

(2002).



304 Organic Thin Film Deposition Techniques

37. R. B. Rosner and M. F. Rubner, Chem. Mater. 6, 581 (1994).
38. R. Casalini, L. M. Goldenberg, C. Pearson, B. K. Tanner, and M. C.

Petty, J. Phys. D 31, 1 (1998).
39. M. Bardosova and R. H. Tredgold, J. Mater. Chem. 12, 2835 (2002).
40. M. Hoffman, W. Müller, H. Ringsdorf, A. M. Rourke, E. Rump,

and P. A. Suci, Thin Solid Films 210/211, 780 (1992).
41. A. J. Moore, L. M. Goldenberg, M. R. Bryce, M. C. Petty, A. P.

Monkman, C. Marenco, J. Yarwood, M. J. Joyce, and S. N. Port,
Adv. Mater. 10, 395 (1998),

42. L. Netzer and J. Sagiv, J. Amer. Chem. Soc. 105, 674 (1983).
43. L. Netzer, R. Iscovici, and J. Sagiv, Thin Solid Films 99, 235 (1983).
44. H. L. Zhang, S. D. Evans, J. R. Henderson, R. E. Miles, and

T. H. Shen, Nanotechnology 13, 439 (2002).
45. G. Decher, J. D. Hong, and J. Schmitt, Thin Solid Films 210/211,

831 (1992).
46. G. Decher, Y. Lvov, and J. Schmitt, Thin Solid Films 244, 772 (1994).
47. J. H. Cheung, W. B. Stockton, and M. F. Rubner, Macromolecules

30, 2712 (1997).
48. Y. Lvov, M. Onda, K. Ariga, and T. Kunitake, J. Biomater. Sci. Poly-

mer Edn. 9, 345 (1998).
49. C. Pearson, J. Nagel, and M. C. Petty, J. Phys. D: Appl. Phys. 34,

285 (2001).
50. J. A. Hiller, J. D. Mendelsohn, and M. F. Rubner, Nature Materials

1, 59 (2002).
51. W. B. Stockton and M. F. Rubner, Macromolecules 30, 2717 (1997).
52. W. W. Flack, D. S. Soong, A. T. Bell, and D. W. Hess, J. Appl. Phys.

56, 1199 (1984).
53. D. E. Bornside, C. W. Macosko, and L. E. Scriven, J. Imaging Tech-

nology 13, 122 (1987).
54. D. E. Bornside, C. W. Macosko, and L. E. Scriven, J. Appl. Phys.

66, 5185 (1989).
55. D. Chinn and J. Janata, Thin Solid Films 252, 145 (1994).
56. M. Scully, M. C. Petty, and A. P. Monkman, Synthetic Metals 55–57,

183 (1993).
57. S. M. Critchley, M. R. Willis, M. J. Cook, J. McMurdo, and

Y. Maruyama, J. Mater. Chem. 2, 157 (1992).
58. M. Petty, J. Tsibouklis, M. C. Petty, and W. J. Feast, Ferroelectrics

150, 267 (1993).
59. S. Miyata and H. S. Nalwa, Eds., “Organic Electroluminescent

Materials and Devices.” Gordon and Breach, Amsterdam, 1997.
60. R. Farchioni and G. Grosso, Eds., “Organic Electronic Materials,”

Vol. 41. Springer, Berlin, 2001.
61. I. D. Parker, J. Appl. Phys. 75, 1656 (1994).
62. T. Q. Nguyen, R. C. Kwong, M. E. Thompson, and B. J. Schwartz,

Appl. Phys. Lett. 76, 2454 (2000).
63. M. I. Sluch, C. Pearson, M. C. Petty, M. Halim, and I. D. W. Samuel,

Synth. Met. 94, 285 (1988).
64. J. H. Davis, in “Plastics for Electronics.” (M. T. Goosey, Ed.), p. 67.

Elsevier, New York, 1985.
65. M. Haug, K. D. Schierbaum, H. E. Endres, S. Drost, and W. Göpel,

Sensors and Actuators A 32, 326 (1992).

66. M. Haug, K. D. Schierbaum, G. Gauglich, and W. Göpel, Sensors
and Actuators B 11, 383 (1993).

67. K. D. Schierbaum, Sensors and Actuators B 18–19, 71 (1994).
68. T. Le Gall, M. R. Bryce, A. J. Moore, C. Pearson, and M. C. Petty,

Synth. Met. 121, 1409 (2001).
69. M. R. Bryce, J. Mater. Chem. 10, 589 (2000).
70. K. O. Lee and T. T. Gan, Chem. Phys. Lett. 51, 120 (1977).
71. Y. Saitoh, M. Matsuoka, Y. Nakao, and T. Kitao, Chem. Lett. 285

(1991).
72. M. Kilitziraki, C. Pearson, A. S. Dhindsa, M. R. Bryce, and M. C.

Petty, Thin Solid Films 284–285, 516 (1996).
73. A. W. Snow and W. R. Barger, in “Phthalocyanines: Properties and

Applications” (C. C. Leznoff and A. B. P. Lever, Eds.). VCH Pub-
lishers, New York, 1989.

74. C. Wang, G. Y. Jung, Y. Hua, C. Pearson, M. R. Bryce, M. C. Petty,
A. S. Batsanov, A. E. Goeta, and J. A. K. Howard, Chem. Mater.
13, 1167 (2001).

75. D. B. Chrisey and G. K. Hubler, Eds., “Pulsed Laser Deposition of
Thin Films.” Wiley Interscience, New York, 1994.

76. C. Hong, H. B. Chae, K. H. Lee, S. K. Ahn, C. K. Kim, T. W. Kim,
N. I. Cho, and S. O. Kim, Thin Solid Films 409, 37 (2002).

77. J. J. Breen, J. S. Tolman, and G. W. Flynn, Appl. Phys. Lett. 62, 1074
(1993).

78. M. Kilitziraki, A. J. Moore, M. C. Petty, and M. R. Bryce, Thin
Solid Films 335, 209 (1998).

79. M. Nakamura, T. Matsunobe, and H. Tokumoto, J. Appl. Phys. 89,
7860 (2001).

80. N. Nicoara, I. Cerrillo, D. Xueming, J. M. García, C. Gómez-
Navarro, J. Méndez, and A. M. Baró, Nanotechnology 13, 352
(2002).

81. G. M. Whitesides and P. E. Laibinis, Langmuir 6, 87 (1990).
82. S. Brittain, K. Paul, X.-M. Zhao, and G. Whitesides, Physics World,

11, 31 (1998).
83. J. Gimzewski, Physics World 11, 25 (1998).
84. R. D. Piner, J. Zhu, F. Xu, S. Hong, and C. A. Mirkin, Science 283,

661 (1999).
85. P. V. Schwartz, Langmuir 18, 4041 (2002).
86. K. B. Lee, S. J. Park, C. A. Mirkin, J. C. Smith, and M. Mrksich,

Science 295, 1702 (2002).
87. X. G. Liu, L. Fu, S. H. Hong, V. P. Dravid, and C. A. Mirkin, Adv.

Mater. 14, 231 (2002).
88. A. Ivanisevic and C. A. Mirkin, J. Amer. Chem. Soc. 123, 7887

(2001).
89. S. P. Speakman, G. G. Rozenberg, K. J. Clay, W. I. Milne, A. Ille,

I. A. Gardner, E. Bresler, and J. H. G. Steinke, Organic Electronics
2, 65 (2001).

90. G. Perçin and B. T. Khuri-Yakub, Rev. Sci. Inst. 73, 2193 (2002).
91. I. D. Rees, K. L. Robinson, A. B. Holmes, C. R. Towns, and

R. O’Dell, MRS Bull. 27, 451 (2002).
92. H. Sirringhaus, T. Kawase, and R. H. Friend, MRS Bull. 26, 539

(2001).



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Organic/Inorganic
Nanocomposite Colloids

Elodie Bourgeat-Lami

Laboratoire de Chimie et Procédés de Polymérisation, CNRS–CPE, Villeurbanne, France

CONTENTS

1. Introduction
2. Nanocomposite Colloids
via Self-Assembly Techniques

3. Nanocomposite Colloids
via Polymerization Techniques

4. Hybrid Colloids
5. Conclusion
Glossary
References

1. INTRODUCTION
At the dawn of the 21st century, members of the U.S.
Interagency Working Group on Nanoscience, Engineering
and Technology (IWGN) wrote in a report to the National
Science and Technology Council: “The emerging fields of
nanoscience and nanoengineering are leading to unprece-
dented understanding and control over the fundamental
building blocks of all physical things. This is likely to change
the way almost everything—from vaccines to computers to
automobile tires to objects not yet imagined—is designed
and made” [1–3]. This futurist vision of nanomaterials con-
struction from the bottom up (atom by atom) rather than the
top down (via nanophysic ultraminiaturization fabrication
methods) is shared by many scientists all other the world
who aim to create new materials with the control of mat-
ter on the nanometer length scale [4]. As a matter of fact,
it is now well established that the way molecules of vari-
ous shapes and surface features organize into patterns on
nanoscales determines important material properties includ-
ing electronic, optical, and magnetic properties and mechan-
ical strength [5]. So, by manipulating atoms and molecules,
chemists are learning how to synthesize perfect nanosize
objects with new sets of properties [6–8].
One important class of nanomaterials is organic/inorganic

(O/I) hybrids and nanocomposites. These materials are
nanostructured materials that combine the characteristics
of organic and inorganic constituents at the nanoscale.

Nanocomposite materials can be elaborated as fibers, gels,
thin films, or particles. By tailoring the structure of these
materials at the nanometer length scale, it should be pos-
sible in principle to significantly change their properties
at a larger scale. Applications are various and concern
optics, electronics, catalysis, coatings, and biotechnologies
[9–11]. Nanocomposite materials have gained intense inter-
est in recent literature and a variety of significantly differ-
ent preparation methods have been described and recently
reviewed [12–17]. Among the various synthetic techniques,
the so-called sol–gel methodology has been extensively
investigated as a well-established wet chemical route for cre-
ating glassy and hybrid materials [18–23]. But despite the
recent interest in nanotechnologies, it is to be underlined
that nanoscaled materials are old products that have been
produced for several years. Colloidal science [24–26], for
instance, affords an extremely broad variety of such nanoma-
terials ranging from surfactant and macromolecular aggre-
gates to polymer latexes [27–28] including metal colloids
(Au, Ag) [29–33], semiconductor nanocrystallites [34–37],
and metal oxide nanoparticles [38–43]. Colloidal particles
constitute one of the major components of many indus-
trial products such as food, ink, paint, adhesives, papers,
and cosmetics. Some typical examples of colloidal particles
with their respective range of particle sizes are reported in
Figure 1. Since colloidal materials are an important class
of products with applications in material science, chem-
istry, and biology, they have been the subject of extensive
research for a long time, the most studied and best estab-
lished examples being silica colloids and polymer latexes.
However, it is only very recently that the combination of
organic and inorganic components into colloidal nanocom-
posites has been considered with interest [44–48]. The earli-
est developments in this field were principally motivated by
the coating industry and concerned the elaboration of poly-
mer encapsulated pigments [49]. Surface modification of pig-
ments is of major technological importance for ink and paint
applications. Now, an extremely broad range of seemingly
different materials is concerned with those developments.
We aim in this chapter to give an overview of the

techniques recently developed for the elaboration of O/I
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Figure 1. Particle size range of different types of colloidal systems.

nanocomposite colloids with diameters in the range of 10
up to several hundred nanometers. These systems are char-
acterized by the fact that each particle of the colloidal
suspension is a composite particle. Either ex-situ or in-situ
techniques can be used for the elaboration of nanocompos-
ite colloids. Figure 2 shows idealized spherical morphologies
of the different types of organic/inorganic colloidal parti-
cles that can be produced through assembly, precipitation,
organic polymerization, and/or inorganic polycondensation
processes. Although in practice nanocomposite colloids can
exhibit a variety of shapes and geometries, we have exclu-
sively represented spherical and isotropic morphologies.
This chapter is divided into three parts. In the first part,

physicochemical processes based on supramolecular assem-
bly of preformed nanoparticles and/or macromolecules,
including heterocoagulation and the sequential deposition of
preformed colloids and polyelectrolytes onto latex seeds, are
described. Such strategies enable us to associate a variety of
polymeric and colloidal materials in one step or using mul-
tisequential procedures. In the second part, nanocomposite

1 2 3 4

8

1 2 3 4

865 7 9

Figure 2. Idealized morphologies of different types of O/I nanocompos-
ite particles. Core–shell (1� 8), occluded (2), raspberrylike (3� 6), hairy
(4), shell-cross-linked (5), multilayered (7), and hybrid interpenetrated
organic/inorganic networks (9).

particles are produced in-situ giving rise to nanostructured
colloids with various morphologies (core–shell, multicores,
raspberrylike, hairy, and shell-cross-linked). In this synthetic
strategy, preformed colloidal nanoparticles are used as seeds
for polymer growth or inorganic condensation on their sur-
face either in solution or in multiphase systems. Unusual
colloidal materials, for instance vesicles or block copolymers,
can also be used as host or templates as will be briefly dis-
cussed in a short section. The third part deals with the elab-
oration of hybrid colloids from the simultaneous reaction of
organic and inorganic molecular precursors. The emphasis
is put here on the unusual properties of the so-produced
particles. Finally, the potential applications of nanocompos-
ite colloids and nanocapsules will be briefly presented and
illustrated by typical examples.

2. NANOCOMPOSITE COLLOIDS
VIA SELF-ASSEMBLY TECHNIQUES

The development of self-assembly methodologies in the cre-
ation of new materials has veritably expanded the range of
supramolecular structures that can be built up in the field of
nanotechnology [50� 51]. Not only can organic molecules and
block copolymers be assembled onto inorganic substrates
but the assembly process can also take place between two
types of colloidal particles or between colloids and macro-
molecules. The interaction of surfactants with pigments and
inorganic particles, for instance, is a well established pro-
cess and this will not be discussed here [52]. Similarly, a
large range of polymeric materials such as dendrimers and
block copolymers have demonstrated huge potentialities as
unique nanoscale reactors, templates, or building blocks
for higher order nanoscale construction. The elaboration of
nanostructured colloidal materials (nanoparticles, nanocrys-
tals, and clusters) by organic templating and the construc-
tion of higher hierarchical assemblies (for instance colloidal
crystals) will not be covered in this chapter. These aspects
have been discussed and reviewed in more detail elsewhere
[53–58]. We are mainly interested, here, in the creation of
complex nanoparticle structures through the assembly of
binary colloidal materials. The assembly process is driven
by weak interactions (e.g., steric, electrostatic, hydrophobic,
and hydrogen bonding) or chemical and biomolecular recog-
nition. This section describes the main synthetic strategies
and briefly reports on the recent advances in this area.

2.1. Electrostatically Driven Self-Assembly

2.1.1. Heterocoagulation
Aggregation between particles of different characteristics
(sizes, charges, and chemical composition) is generally
known as heterocoagulation. This kind of process is commun
in nature and frequently encountered in many industrial and
biological processes. Due to its major technological implica-
tions, the fundamental aspects associated with the stability
behavior of mixed colloidal dispersions, including the mech-
anisms and kinetics of the heterocoagulation process, have
been extensively studied both experimentally and theoreti-
cally for a long time [59–61]. Systematic studies have been
performed using different types of inorganic and polymer
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colloids such as metal oxides and polymer latexes. By chang-
ing the pH, both the sign and the surface potential of the col-
loids can be finely tuned, making it possible to evaluate the
effects of these determinant parameters on the interactions
of unlike particles. In addition to these theoretical consid-
erations, attractive interactions between positively charged
particles and negatively charged colloids also provide a pos-
sible mechanism for the encapsulation of inorganic particles
giving a core mineral surrounded by small heterocoagulated
polymer particles. The interaction of preformed amphoteric
latex particles with titanium dioxide pigments, for instance,
has been studied by Kato et al. [62]. The latex particles
were synthesized in the presence of a zwitterionic emulsifier,
N�N ′-dimethyl n-lauryl betaïne at pH 7.0 and showed an
isoelectric point in the range of pH 7–8. Strong interactions
were observed between pH 3 and 8, where the latexes were
positively charged while titanium dioxide particles were neg-
atively charged. As evidenced by turbidity measurements, the
mixed heterocoagulated suspensions were destabilized upon
addition of an increased number of latex particles due to
the neutralization of the surface charge of the pigment, but
restabilization occurred with further addition of the latexes.
Similarly, the adsorption of cationic polystyrene latexes onto
spherical rutile titanium dioxyde particles has been inves-
tigated by Marston and co-authors [63]. It was shown that
the ionic strength of the suspension medium had a great
influence on the adsorption behavior. More latex particles
were heterocoagulated on the TiO2 surface when the elec-
trolyte concentration was increased due to the diminution
of the electrostatic repulsion between neighboring adsorbed
particles. Using the heterocoagulation technique, a large
variety of O/I nanocomposite colloids can be successfully
produced. Among them, magnetic colloids are important
class of materials with potential applications in biotechnology
and medicine including bioseparation, diagnostics, magnetic
resonance imaging, therapy, and drug targeting. The elab-
oration of magnetic colloidal supports and their utilization
in the biomedical field have been extensively described and
reviewed in recent years, and only few typical examples will
be reported here [64� 65]. Monodisperse hydrophilic mag-
netic polymer latexes have been synthesized for example
using a two-step procedure. In the first step, magnetic iron
oxide particles have been separetely obtained by procedures
known for a long time [66], and adsorbed onto various
cationic latexes [e.g., polystyrene, core–shell poly(styrene-N -
isopropylacrylamide)(NIPAM), and poly(NIPAM)] via elec-
trostatic interactions [67]. Figure 3 shows the rasberrylike
morphology of the so-produced nanocomposite colloids. In
the second step, the iron oxide-coated polymer latexes were
encapsulated by poly(NIPAM) after separation of the excess
free iron oxide particles in a magnetic field [68].
Trilayer composite microspheres containing small Fe2O3

or NiO–ZnO–Fe2O3 oxide particles in middle layer have
been elaborated by a similar procedure [69� 70]. In the first
step, the magnetic ultrafine powder was heterocoagulated
on the surface of the core latex particles by adjusting the
pH of the mixed dispersion to 2� 5. Then, sodium methyl
acrylate [69] or sodium oleate [70] was added in order to
improve the hydrophobicity of the heterocoagulates and to
ensure the formation of a third polymer layer at the sur-
face of the composite seed latexes. Under these conditions,

Figure 3. Scanning electron micrograph of polystyrene latex particles
coated with iron oxide colloids. Reprinted with permission from [67],
F. Sauzedde et al., Colloid Polym. Sci. 277, 846 (1999). © 1999, Springer-
Verlag.

a polymer shell was obtained giving composites with a tri-
layer morphology (Fig. 4). In a related work by Lee and
Senna, composite magnetic particles of the core–shell type
were prepared by emulsion polymerization of styrene in the
presence of polystyrene (PS) seed microspheres and ultra-
fine magnetite colloids coated with sodium oleate [71]. Small
composite particles were produced in the continuous phase
through emulsion polymerization. These nanoparticles were
shown to adhere to the seed surface giving rise to the forma-
tion of large PS microspheres covered with a uniform layer
of smaller nanocomposite particles.

2.1.2. Layer-by-Layer Assembly
A versatile technique that combines colloidal assembly and
polymer adsorption strategies, first developed by Caruso and
Möhwald’s research group, has been extensively described
in the last five years [72]. The general concept involves
forming a sequential alternate layer-by-layer (LbL) depo-
sition of polyelectrolytes [73–75] or polyelectrolytes and
nanoparticles [76–79] through electrostatic self-assembly
onto sacrificial polymeric colloidal templates. Removal of
the organic core and the bridging polymer by chemical (dis-
solution, etching) or thermal treatments generates hollow
polymeric or nanocomposite structures (Fig. 5) [80–85].

+

Seeded
polymerization

Heterocoagulation

+

Seeded
polymerization

Heterocoagulation

Figure 4. Schematic picture showing the process of encapsulation of
Fe2O3 particles with a trilayer structure. Reprinted with permission
from [69], H. Du. et al., Polym. Int. 43, 274 (1997). © 1997, Wiley–VCH.
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Figure 5. Schematic representation of the different steps involved in
the LbL self-assembly technique and the synthesis of hollow nanoparti-
cles. Reprinted with permission from [80], Chem. Eur. J. 6, 413 (2000).
© 2000, Wiley–VCH.

Due to their low density, large surface area, stability,
and surface permeability, the resulting nanocapsules are of
major technological and scientific interest. Hollow particles
offer a lot of promising applications in various domains
of advanced materials, especially in architectural coatings,
optics, electronics, and biotechnologies. Hollow latex parti-
cles, for instance, are used as synthetic pigments in paper
coating [86] and paint materials [87� 88]. By scattering light,
the voids contribute to increase hiding and opacity, whereas
microspheres with large voids (typically 10–100 �m in size)
are inefficient in such processes. Nanometer-sized capsules
are also very promising materials for encapsulation and con-
trolled release of various substances—dyes, drugs, cosmetics,
and inks—and are particularly suited for biological appli-
cations such as drug targeting, artificial cells, and diagnos-
tics. By using the LbL technique, determinant parameters
such as size, composition, geometry, wall thickness, and
uniformity can be precisely controlled. A huge variety of
such hollow spheres has been successfully produced over a
wide range of micrometer and submicrometer inner diam-
eters, and the thickness and permeability of the walls have
been varied by proven formulation variations. The organic
templates involved in these coating procedures were either
melamine–formaldehyde resins [73–75] or PS latex particles
[76–85]. Poly(allylamine hydrochloride) (PAH), poly(sodium
4-styrene sulfonate), and poly(diallyl dimethylammonium
chloride) (PDADMAC) were used as the polyelectrolytes.
Among the coating materials, silica [76� 77], titanium diox-
ide [84], clays [84], zeolites [78� 83], and iron oxide [79� 85]
have been successively reported. As mentioned in the pre-
vious section, magnetic colloids are of particular interest in
diagnostics and bioseparations where the particles can be
selectively oriented and directed by application of an exter-
nal magnetic field. Figure 6 shows the type of anisotropic

c

Figure 6. (a), (b) TEM micrographs of PS particles and PS particles
coated with three layers of polyelectrolyte (PSA and PAH), respectively,
and (c) TEM image of the nanocomposite particles aligned in a mag-
netic field. Reprinted with permission from [79], F. Caruso et al., Adv.
Mater. 11, 950 (1999). © 1999, Wiley–VCH.

orientation that can be obtained from latex particles coated
with alternate layers of PDADMAC and iron oxide nanopar-
ticles. In alternative procedures, inorganic precursors can be
used instead of preformed nanoparticles [89� 90]. For exam-
ple, water soluble titanium (IV) bis(ammonium lactado)
dihydroxide was employed to uniformly coat PS templates
with a thin titania layer. A regular and smooth coating was
obtained by this approach. LbL nanoengineered capsules are
versatile materials. They can be used for instance as microre-
actors for chemical reactions to be conducted inside the
hollow spheres. Preformed hollow capsules are particularly
well suited for such applications since they provide effective
size limitations because of the compartmentalization of the
precipitation chemistry [91]. Different species can be incor-
porated into the nanocapsules making them attractive for
a wide range of applications from biotechnology to catal-
ysis. For example, hollow polyelectrolyte shells have been
used as microenvironments for the precipitation of inorganic
salt and crystal deposition in the inner part of the capsules
[92]. Nanoscale objects with controlled sizes and shapes have
been successfully obtained by this technique. In a typical
example, the spheres are first suspended in a solvent for
the organic solid to be precipitated. The solubilized reactive
compound then permeates the sphere wall and enters the
nanocapsules. A nonmiscible solvent is subsequently slowly
introduced into the suspension to initiate precipitation of
the principal compound contained inside the hollow spheres
by osmotically shifting the original solvent. Precipitation can
be alternatively induced by change in pH or by addition of
a trigger. The key limitation of the LbL technique, how-
ever, is the difficulty one may encounter to produce stable
nonaggregated hollow spheres in large quantities without
damaging the shell properties. For scaling-up procedures,
the technology must be carefully optimized to reduce time
scale experiments and limitate the amount of free polyelec-
trolyte that must be removed from the suspension. A com-
plete description of these systems encompasses the goal of
this chapter. More detailed information on the LbL concept
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including the limitations and potential applications of the
technique can be found elsewhere [93].

2.2. Nanosphere–Microsphere Assembly

Mixtures of organic and inorganic colloids of different sizes
and number ratios can also arrange into supramolecular
colloidal architectures by means of chemical or biological
interactions. Fleming and co-workers have demonstrated for
instance that polymer colloids, functionalized with amine
groups, can be assembled onto glutaraldehyde-activated sil-
ica microspheres [94]. The assembled composite particles
were subsequently heated above the glass transition tem-
perature of the polymer nanospheres to produce uniform
core–shell composite microparticles. Alternatively, the intro-
duction of suitable biological functions on both parts, for
instance avidin and biotin groups, allowed the two sets of
particles to be assembled via a specific biomolecular recog-
nition mechanism (Fig. 7). Assembly procedures of this type,
based on both biological and nonbiological molecular recog-
nition, have been largely reported in recent literature for
binary dispersions of polymer colloids [95] and inorganic
particles [96� 97], respectively. However, there are only few
examples of supramolecular recognition-directed assembly
of organic and inorganic nanoparticles.
Controlling the assembly of unlike colloidal particles in

a binary suspension requires control over the surface prop-
erties of each of the two colloidal materials as illustrated
in the example in Figure 7. However, systems can also
be specifically designed to undergo self-colloidal organiza-
tion by using a bifunctional mediating molecule bearing
reactive groups on both ends capable of bonding particles
together, as recently reported in our group for binary mix-
tures of silica and polymer colloids [98]. Biologically pro-
grammed assembly of nanoparticles was first described by
Mirkin et al. [99] and Alivisatos et al. [100� 101]. They
showed that complementary DNA antigens could be used
to self-assemble nanoparticles. The concept was recently
applied to gold colloids by Mann and co-workers who
used antigen/antibody recognition assembly to induce the
reversible aggregation of the inorganic nanoparticles and
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Figure 7. Schematic representation of the colloidal assembly of dissim-
ilar particles in a binary suspension via chemical and biospecific interac-
tions. Adapted with permission from [94], M. S. Fleming et al., Chem.
Mater. 13, 2210 (2001). © 2001, American Chemical Society.

produce a conjugated hybrid material with long-range inter-
connectivity [102]. Recent examples also include the elab-
oration of colloid/colloid [103], dendrimer/colloid [55], and
polymer/colloid [104] composite superstructures. Accord-
ing to this general principle, we recently demonstrated
that addition of a small amount (only 0.1 g · L−1) of
a monomethylether monomethylmethacrylate poly(ethylene
oxide) macromonomer allowed us to direct the self-assembly
of nanometric polystyrene latex particles on the surface of
submicronic silica particles through an in-situ nucleation and
growth process (Fig. 8) [98]. The two sets of particles were
assembled in a raspberrylike morphology via the formation
of hydrogen bonds at the interface of the inorganic and
organic colloids. The size and shape of the assembly can
be easily controlled by varying the sizes and stoechiometries
of the colloidal components. In a related work, hydrophilic
poly(vinyl pyrrolidone) (PVP)-based macromonomers hav-
ing styrene end groups were shown to be efficient compatibi-
lizers during the coating reaction of large colloidal silica par-
ticles by dispersion polymerization of styrene into a mixture
of ethanol and tetrahydrofuran (THF) [105]. The encap-
sulation was shown to take place via the copolymerization
of styrene with the terminal group of the macromonomer
adsorbed on the inorganic surface. A large variety of
amphiphilic block copolymers and nonionic water solu-
ble polymers like polystyrene-b-poly(ethylene oxide) (PS-
b-PEO) and hydroxypropyl cellulose (HPC), respectively,
can be used for this purpose. For example, it was found
that HPC strongly adsorbed on silica and that the satu-
rated amount of adsorption was dependent on temperature.
The adsorption value (around 1.5 mg/m2) at temperatures
higher than the lower critical solution temperature (LCST)
of the polymer was 1.5 times larger than the value obtained
at room temperature. Furusawa et al. [106] described that
the dense layer of HPC adsorbed at the LCST allowed syn-
thesization of composite polystyrene latexes containing sil-
ica beads in their core through hydrophobic-mediated inter-
actions. When the emulsion polymerization reaction was
performed in presence of an anionic emulsifier at con-
centrations higher than the critical micellar concentration,
nanocomposite colloids with a raspberry-like morphology
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Figure 8. (a) Schematic representation of the macromonomer medi-
ated assembly process of polymer latexes onto colloidal silica nanopar-
ticles. (b) Scanning electron microscope image of the assembled
nanocomposite particles with a raspberrylike morphology. Reprinted
with permission from [98], S. Reculusa et al., Chem. Mater. 14, 2354
(2002). © 2002, American Chemical Society.
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were produced by the spontaneous and controlled hetero-
geneous coagulation of the polymer particles formed in
the continuous phase onto the hydrophobized silica surface.
A similar behavior was observed by Long et al. during the
seeded emulsion polymerization of methyl methacrylate in
the presence of silica particles and hydropropyl methyl cel-
lulose [107]. Such cooperative effects have been reported as
well when using “adhesive” monomers, that is, monomers
with strong interaction with the inorganic surface [108� 109].
4-Vinylpyridine, aniline, and pyrrole are typical examples of
such mediating monomers. The possibility to produce O/I
nanocomposite colloids through acid/base chemistry will be
discussed in the following section. Although the idea of
colloidal nanocomposites construction via a building block
approach is still in its infancy, it can be anticipated that
the concept of bottom-up recognition-mediated multiscale
ordering of dissimilar organic and inorganic nanoparticles
will find extensive and innovative developments in the near
future.

3. NANOCOMPOSITE COLLOIDS
VIA POLYMERIZATION TECHNIQUES

The possibility to synthesize O/I nanocomposite colloids by
direct polymerization techniques (i.e., solution, emulsion,
miniemulsion, dispersion, and precipitation reactions) has
gained much interest in recent years due to the large range
of applications of those colloidal nanomaterials. Nanocom-
posite colloids are of major technological importance in the
coating industry as well as in electronics, catalysis, optics,
and medicine. Composite colloids are elaborated for a vari-
ety of reasons. The incorporation of, for instance, magnetic,
optical, or catalytic functions enables us to produce mul-
tifunctional colloids, the properties of which can be finely
tuned by controlling the proportions and spatial organiza-
tions of the inorganic and organic constituents. In addition,
coating of minerals with a polymer layer can be of par-
ticular interest in order to protect the nanoparticles from
chemical (oxidative, thermal, photochemical) and physical
degradations and to improve their dispersion state. The
coated surfaces have significantly different properties lead-
ing to increased durability or stability and better end-use
performance. Nanocoating technologies have been exten-
sively developed in recent years and reviewed [110–112].
In addition to the aforementioned interest, nanoengineer-
ing of particle surfaces also offers the possibility to control
the shape of the resulting material by using templates of
well defined sizes and characteristics. Since the coating can
be done in a variety of ways, the nanocomposite particles
can display a large range of morphologies as illustrated in
Figure 2. Once the template is removed from the composite
particles, replicas are formed that present interesting struc-
tural properties (Fig. 9).

3.1. Synthetic Strategies

In order to circumvent the inherent incompatibility of poly-
mers and minerals, synthetic strategies need to be developed
in order to establish a physicochemical or chemical link at
the interface of the organic and inorganic constituents. The
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Figure 9. Synthetic scheme for synthesis of hollow particles by colloidal
templating.

affinity of polymers for inorganic substrates, in terms of wet-
ting or adhesion, can be substantially increased for instance
by the prior adsorption by hydrogen bonding or electrostatic
interactions of suitable organic substances over the inorganic
particle surface. If covalent bonding is required, organic or
inorganic reactive groups need to be grafted onto the surface
of the nanoparticles. The general synthetic approach to O/I
colloids thus involves two successive steps: (1) synthesis of
the core material with the desired surface group and chem-
ical reactivity and (2) coating of the templating core with
an organic, inorganic, or hybrid shell. Figure 10 illustrates
the kind of surface modification that can be done with the
purpose of compatibilizing the core and shell components.
Among the different strategies, organic functionalization of
metal oxide nanoparticles has been much described in recent
years and a full description of these systems will not be
attempted here [113–115]. Initiating, propagating, or termi-
nating groups can be attached to the seed surface in order to
promote in a subsequent step anchoring of the growing poly-
mer chains [17� 44–48]. Electrostatic interactions also pro-
vide a driving force for noncovalent association of organic
and inorganic constituents into colloidal nanocomposites as
briefly discussed in the previous section. Finally, it can also
be envisaged to perform polymerization reactions at the
interface of inorganic colloids with water provided that some
amphiphilic molecules have been previously adsorbed on the
nanoparticle surface. Inversely, inorganic polycondensates
and metallic nanoparticles can be grown on the surface of
polymer latexes if care is taken to use inorganic precursor
molecules (e.g., metal salts or organometallic compounds)
with sufficient affinity for the organic templates. Only a few
directions are given here. A more complete description of
these strategies will be reported in the following section.

3.2. Organic Polymerization

3.2.1. Polymerization in Multiphase Systems
Polymer-Encapsulated Pigments Pigments are impor-
tant class of solid materials that enter into the composi-
tion of a variety of industrial products such as inks, paints,
papers, and cosmetics. They are used for instance as addi-
tives in the coloration of thermoplastic materials or in
the pigmentation of resins and synthetic fibers. One major
drawback of pigmented formulations, however, is that high
energy and cost-productive milling operations are necessary
in order to disperse the pigment into particles of pigmentary
dimensions throughout the plastic mass. Pigment agglomer-
ation is also of major inconvenience during film formation in
water-based paint formulations. Pigment floculation creates
zones locally enriched in pigment particles with undesirable
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Figure 10. Different reaction schemes for (a) the graft polymerization
of vinyl monomers from functionalized oxide surfaces via initiation,
propagation, or termination, and (b) the hydrophobization of mineral
surfaces for compatibilization with hydrophobic polymers.

effects on the hiding power of the latex paints. To improve
and stabilize a paint dispersion, it is common to use poly-
meric dispersants [116]. However, this is generally not suf-
ficient and a lot of pigments need a surface treatment to
maximize their efficiency. Among the various surface modifi-
cation techniques (use of derivatives, coating with inorganic
materials), in-situ polymerization offers interesting perspec-
tives. The coating of pigments with a thin polymer layer
enables one to control interparticle spacing and reach bet-
ter paint performances (hiding power, titing strength, gloss,
scrub resistance, stability, � � � ). Since the paint properties are
highly dependent on pigment dispersibility, various encap-
sulation techniques have been described so far in order
to achieve an optimal disposition of the pigment particles
within the polymeric film [117]. This section describes the
main synthetic strategies and briefly reports on the recent
advances in this area.
Owing to the major technological importance of pig-

ments in industry, it is not very surprising to see that

most published works in this field are in the patent litera-
ture [49� 118–125]. Among the various solid particles to be
coated, titanium dioxide pigments (TiO2� have gained more
and more interest since they constitute one of the major
ingredients of water-borne coatings. Similarly, there have
been a number of attempts to produce polymer encapsulated
inorganic solids, but emulsion polymerization is by far the
approach most frequently used [126]. In a typical procedure,
the pigment particles are dispersed into water with the help
of surfactant. High shear mixing is carried out to help disso-
ciate the pigment agglomerates. Alternatively, fine pigment
dispersions can also be produced by applying ultrasound as
reported by Templeton-Knight [127–129]. A monomer or a
mixture of monomers is then introduced into the suspension
medium, and a water-soluble free radical initiator is sub-
sequently added to start polymerization. The nature of the
surfactant obviously plays an important role in the coating
mechanism. It has been shown for instance that the presence
of an amphipathic polymer in combination with a compan-
ion surfactant allows one to produce more uniform cover-
ages and reach better coating efficiencies [124� 130]. Solc
[120� 123] and Hasegawa et al. [131� 132] claimed the use
of water-soluble anionic surfactants, while Martin [121� 125]
recommended the use of nonionic oxyethylenic amphiphiles.
In reality, the role of the surfactant is somewhat complex.
It is generally admitted that the process begins with the
adsorption of the surfactant molecules on the particle sur-
face. Interaction takes place through the hydrophilic head
group of the surfactant, the hydrophobic part being conse-
quently directed toward the aqueous phase. A second layer
of emulsifier molecules is then adsorbed on the first layer to
provide an energetically stable arrangement. The net result
is the formation of a surfactant bilayer that can solubilize
monomer molecules in the hydrophobic interlayer and pro-
mote polymerization at the interface of the pigment particles
with water (Fig. 11).
This process, also known as admicellization/adpolymeri-

zation, is of course highly dependent on the geometry of
the bilayer structure and on the surfactant packing den-
sity, which in turn are functions of the nature and con-
centration of the soap. Too low emulsifier concentrations
may lead to incomplete pigment coverage while a too large
a concentration may result in the formation of free poly-
mer particles that do not participate in the coating. Bet-
ter results are usually obtained when the monomers are
introduced under starved feed conditions. Various attempts
have been made in the literature in order to achieve higher
coating efficiencies. For example, Caris and co-workers
used diisopropyl methacryl isostearoyl titanate molecules
(Structure 1) to covalently attach polymer chains on the
surface of TiO2 pigments [133� 134]. Modification of the
titanium dioxide pigments was carried out by suspending
TiO2 into an organic solution of the coupling agent and
shaking for several hours. The authors recommended the
use of aprotic solvents like diethylether or dichloromethane
to avoid the rapid solvolysis of the titanates. When TiO2
was modified in isopropanol, low levels of grafting were
obtained in contrast to diethylether. The high sensitivity of
the titanate bonding toward hydrolysis could be reduced by
incorporating a small amount of another titanate coupling
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Figure 11. Schematic illustration of pigment encapsulation through an
emulsionlike polymerization reaction. The process involves (1) forma-
tion of surfactant bilayers, (2) solubilization of monomer, and (3) free
radical polymerization.

agent bearing long hydrophobic chains which provided effec-
tive protection of the methacrylic acid ester groups against
hydrolysis by steric hindrance. In a subsequent work, they
determined the polymer content of the encapsulated pig-
ments and found that the highest amount of surface poly-
mer was obtained when the initiator was chemically bound
or strongly attracted to the particle surface [135]. Similar
results were obtained by Haga et al. who used a diazoic ami-
dinium initiator to promote anchoring of the polymer chains
onto TiO2 pigments [136]. It is worthwhile to mention also
the work of Janssen et al. [137], who used redox initiators
to improve the efficiency of the encapsulation reaction of
surface modified titanium dioxide pigments by PMMA and
polystyrene. Although a real benefit was achieved with the
nature of the initiator, in particular in the case of MMA,
there was still competition between the formation of surface
polymer and free latex particles in these systems. Another
critical aspect of encapsulation reactions is the stability of
the encapsulated powders. The occurrence of severe coagu-
lation during the encapsulation process has been evidenced
by several authors. The temporary decrease in the polymer-
ization rate observed by Caris et al. during PMMA encap-
sulation of titanium dioxide pigments has been attributed
to pigment agglomeration in the course of the coating reac-
tion [138]. Hasegawa et al. [139] also described that CaCO3
powders have a strong tendency to aggregate in a certain

       OCOCH2C16H33
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Structure 1. Diisopropyl methacryl isostearoyl titanate.

range of SDS surfactant concentrations. The decrease in
polymerization rates with increasing SDS concentration was
found to follow the sedimentation curves of the inorganic
pigment which supported the fact that aggregated rather
than individual pigments had been encapsulated. Such insta-
bility appeared to be even more pronounced in the case
of titanium dioxide pigments for which it was described
that coagulation can take place under certain experimental
conditions. In order to prevent the formation of agglomer-
ates or coagulum during encapsulation reactions, the evo-
lution of the surfactant concentration has been controlled
by Janssen and co-authors using on-line conductivity mea-
surements [140� 141]. It was found that the critical micellar
concentration (CMC) of the soap determined in the pres-
ence of monomer and initiator, the so-called apparent CMC
(CMCapp), was significantly lower than the CMC measured
in pure water. On the other hand, CMCapp increased with
increasing amount of pigment since more and more sur-
factant molecules were adsorbed on the mineral surface.
By measuring the conductivity signal of the suspension, it
was thus possible to follow the surfactant concentration
evolution during the encapsulation reaction. Of course, an
increase in the total surface area, due to polymer particle
growth or renucleation, leads to a decrease in the conduc-
tivity because surfactant is adsorbed from the continuous
phase (CMCapp is increased). On the contrary, when coag-
ulation takes place, surfactant is released from the agglom-
erated particles due to a decrease in the surface area and
thus the conductivity is increased. The occurrence of severe
coagulation during batch encapsulation reactions was then
clearly manifested on the conductivity curves by one max-
imum in the conductivity signal. In order to prevent coag-
ulation, extra surfactant must be introduced in the course
of the coating reaction. On-line conductivity measurements
were shown to provide an effective way to optimize the sur-
factant addition profile in order to obtain the best efficiency
with maximum stability.
As mentioned previously, polymer-encapsulated pigments

are of major implication in the coating industry and, conse-
quently, a variety of monomers have been used to produce
the shell, including vinyl acetate as well as combinations
of vinyl acetate, isobutyl acrylate, styrene, n-butyl acrylate,
methyl methacrylate, acrylonitrile, and isobutyl vinyl ether.
In principle, a huge number of inorganic solids includ-
ing metal powders, such as iron, steel, titanium, cobalt,
nickel, gold, platinium, or copper, metal oxides (CuO, ZnO,
Al2O3, CeO2� � � � ), and various fillers, such as talc, mica,
barytes, calcium carbonate, china clay, and dolomite, can
be covered with polymers according to the general syn-
thetic procedure described previously. However, in practice,
the synthesis needs to be adapted to every individual sit-
uation. Metallic surfaces do not display for instance the
same reactivity as metal oxides or carbonates and sulfates,
and specific strategies need to be developed. Similarly, it is
clear that the surface properties of metal oxides may suf-
fer significant changes from one oxide to another depend-
ing on the pH of the suspension, the ionic strength, as
well as the acidic or basic character of the surface. Batzilla
and Tulke described for instance the encapsulation reac-
tion of commercial aluminum pigments through an emul-
sionlike polymerization process [142]. They reported the use
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of phosphorous-containing protecting agents to provide a
good dispersion of the Al pigment and control its reactivity.
They also recommended using monomers with strong adhe-
sion with the metal surface (e.g., carboxylic acid derivatives).
In a related work, silver nanoparticles have been recov-
ered with a thin polymer layer via emulsion polymerization
of styrene and MMA monomers in presence of oleic acid
[143]. The fatty acid derivative was shown to be essential to
achieve pigment encapsulation. Yu et al. recently reported
the preparation of CaCO3/polystyrene composite particles
using a polymerizable silane derivative previously attached
on the mineral surface [144]. The pretreated CaCO3 parti-
cles were shown to act as comonomers during the emulsion
polymerization process as will be fully discussed in the case
of silica.
Apart from the aforementioned technologies, miniemul-

sion polymerization also provides a versatile route to poly-
mer encapsulation of pigments and nanoparticles. Contrary
to emulsion polymerization which involves the formation of
large monomer droplets dispersed in the aqueous phase, in
a miniemulsion process, the monomer phase is stabilized in
the form of small droplets with diameters in the range of
typically 30–500 nm. Miniemulsions are typically obtained by
shearing a system containing water, an oil phase, a surfac-
tant, and an hydrophobe. The role of the hydrophobe is to
supress the Ostwald ripening process responsible for droplet
coalescence. The hydrophobe must be able therefore to reg-
ulate the osmotic pressure inside the monomer droplets in
order to ensure both size and composition stability of the
oil phase. Many different molecules (hexadecane, hexade-
canol, silanes, cyclosiloxanes, � � � ) or macromolecules (high
molecular weight polystyrenes, polyesters, silicone oils, � � � )
can be used for this purpose. Because of their small size
and large surface area, the monomer droplets can efficiently
compete for radical capture and hence become the major
locus of particle nucleation. Consequently, polymerization
can take place into the monomer droplets which play the
role of nanoreactors. This concept of nanoreactor is particu-
larly attractive for the design of a variety of nanoparticulate
materials as well as for encapsulation purposes. The poten-
tial of miniemulsion in the preparation of new nanopar-
ticles including polycondensates, metals, ceramics, hybrid
polymers, and nanocomposites has been recently reviewed
[145,146].
Based on the miniemulsion principle, a variety of inor-

ganic particles have been successfully encapsulated includ-
ing titanium dioxide pigments [147–149], carbon black
[150� 151], calcium carbonate [150], magnetic nanoparticles
[152], and organic pigments [153]. The principle of pig-
ment encapsulation through miniemulsion polymerization
is schematically illustrated in Figure 12. The general pro-
cess involves forming a stable dispersion of the pigment
particles in the monomer and polymerizing the nanoparticle-
loaded miniemulsion. In an alternative procedure, a co-
miniemulsification technique was developped that allowed
the monomer droplets to split and heterocoagulate onto
the surface of carbon black particles previously dispersed
in water [151]. Monomer deposition on the pigment sur-
face was promoted by a fusion/fission process induced by
ultrasound.
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Figure 12. Principle of pigment encapsulation through miniemulsion
polymerization. Reprinted with permission from [145], K. Landfester,
Macromol. Rapid Commun. 22, 896 (2001). © 2001, Wiley–VCH.

Because miniemulsion droplets have small sizes, the pig-
ment particles must be highly dispersed in the monomer
to accommodate them inside the droplets. To reach this
goal, Erdem and co-workers described the use of a poly-
butene succinimide pentamine dispersing agent (OLOA 370,
Structure 2) that proved to be an efficient stabilizer in case
of titanium dioxide pigments and styrene monomer [147].
Stearic acid derivatives were shown to play the same role
during the encapsulation reaction of CaCO3 powders by
polystyrene [150]. Figure 13 shows a transmission electron
microscopy (TEM) image of core–shell CaCO3/polystyrene
particles obtained by this technique.

CH3-C-[CH2-C]15-CH=C-CH2-
N

=
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CH3

CH3

CH3

CH3 CH3

Structure 2. Chemical structure of OLOA 370 (polybutene-succinimide
pentamine).

The problem of nanoparticle dispersion is much less crit-
ical for organic pigments since they can be readily dispersed
in the monomer phase. We recently described the encap-
sulation reaction of an organic phtalocyanine blue pigment
(Structure 3) via miniemulsion polymerization. We showed
that the organic pigment played the role of hydrophobe
and was able to stabilize the miniemulsion. Better long-
term stability was observed, however, when the pigment was
used in combination with a costabilizer such as hexade-
cane or a low molecular weight polystyrene [153]. Pigmented
latex particles as well as pure polystyrene latexes were pro-
duced in this work suggesting that both monomer droplet
nucleation and conventional homogeneous nucleation mech-
anisms were taking place under our experimental conditions.
Similar results have been reported by Chern and Liou during
the miniemulsion polymerization of styrene in the presence
of a blue dye molecule, sparingly soluble in water [154].

Magnetic Colloids Another important class of nanocom-
posite particles is the magnetic colloid. As mentioned
previously, magnetic latexes are of major interest in
the biological and medical fields [155–157]. It has been
shown for instance that thermosensitive magnetic latexes
with covalently immobilized antigens (so-called magnetic
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300 nm

Figure 13. TEM image of calcium carbonate nanoparticles encapsu-
lated in polystyrene by miniemulsion polymerization. Reprinted with
permission from [150], N. Bechthold et al., Macromol. Symp. 151, 549
(2000). © 2000, Wiley–VCH.

immunomicrospheres) are particularly suitable for antibody
purification applications [158]. The immunomicrospheres
were prepared by covalent immobilization of bovine serum
albumin onto magnetic poly(styrene/NIPAM/methacrylic
acid) latex particles using the carbodiimide method. The
thermosensitive encapsulated magnetic particles could be
easily flocculated or redispersed by controlling the temper-
ature or the ionic strength and could be quickly separated
upon application of a magnetic field. Encapsulated magnetic
microspheres tagged with fluorescent dyes also proved to
have interesting applications in labeling and separation of
cells [159� 160]. They have been used in the magnetic separa-
tion of red blood and lymphoid cells and in the detection of
the labeled cells by fluorescent microscopy. As patented by
Richard and Vaslin [161], magnetic particles can be widely
used for therapeutic or analytical purposes and provide use-
ful applications in, for instance, radioimmunological assays,
enzyme immobilization, drug targeting, and so on. Magnet-
ically responsive particles are usually prepared by conven-
tional emulsion polymerization methods (similar to those
described previously) using colloidal iron oxides (so-called
ferrofluids) as magnetic seeds. As before, oleic acid deriva-
tives with strong interactions with the magnetic particles
have been preconized in order to stabilize the nanoparticles
against aggregation and enhance the affinity of the grow-
ing polymer chains for the inorganic surface [155]. Highly
charged, monodisperse superparamagnetic latex particles,
prepared according to this procedure, have been assembled
into colloidal crystals and were found particularly suitable
for the creation of unique magnetically induced photonic
bandgap materials [162–164]. Alternatively, polymerizable
olefin-terminated surfactants have been reported in order
to increase the long-term stability of the coating. The fatty
acid surfactant was shown to form bilayers on the iron oxide
surface and to actively participate to the polymerization
reaction [165]. Other techniques include polymerizations in

reverse emulsion [166� 167] and microemulsion [168], emul-
sification processes [169� 170], and the controlled assembly
of preformed polymer latexes and magnetic nanoparticles
through electrostatic attraction as described in the previous
section. Only a few typical examples of magnetic colloids are
described here. Extensive details on synthesis and applica-
tions of magnetically responsive nanospheres and nanocom-
posites can be found elsewhere [64, 65].
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Structure 3. Chemical structure of the phtalocyanine blue pigment.

Silica-Based Colloidal Nanocomposites Colloidal sil-
ica is widely used as a reinforcing agent in the coating and
rubber industries, as the thickener or thixotropic agent of
liquid resins, and as fillers for plastics. The incorporation
of silica particles into nanocomposite colloids offers a lot of
promising perspectives. It is expected that the mechanical
strength, stiffness, impact resistance, and optical properties
of the resulting composite materials could be significantly
improved if the inorganic particles were finely dispersed
into the polymeric matrix. Various methods have been thus
developed in the last 20 years to improve silica dispersibil-
ity by coating the inorganic fine particles with a polymer
layer [171–193]. The first studies have been reported by
Hergeth who described the elaboration of composite parti-
cles made of quartz powders and polyvinyl acetate through
seeded emulsion polymerization [171–174]. He showed that
the number of seed particles must exceed a minimal value
to prevent formation of new particles and thus promote
seed particle growth. The polymerization was proved to take
place in the vicinity of the surface and the so-produced
“interfacial” polymer was shown to display physical proper-
ties different than those of the bulk polymer. In the 1990s,
Espiard and co-workers described the use of a polymerizable
silane coupling agent (3-trimethoxysilyl propyl methacrylate:
Structure 4) to covalently attach the polymer shell on the
seed surface [175–180]. The silane molecule allowed the
grafting of a significant amount of polymer since the early
stages of polymerization. The grafted polymer chains formed
tight loops on the silica surface into which the free polymer
chains were entangled. The films prepared by coalescence
of the latexes were fully transparent up to high silica con-
tents and showed remarkable mechanical properties simi-
lar to those of vulcanized elastomers reinforced with solid
particles [181–183].

(CH3O)3Si O
O

(CH3O)3Si O
O

γ -MPS

Structure 4. Methacryloxy propyl trimethoxy silane (�-MPS) coupling
agent.
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Aqueous dispersions of silica/polymer composite particles
with a core–shell morphology have been prepared according
to this procedure and recently patented [184]. It is worth
mentioning also the series of articles from our group on the
synthesis of well-defined organic–inorganic silica/polystyrene
colloids through dispersion polymerization of styrene using
MPS as the coupling agent and PVP as the steric stabilizer
[185–188]. We have clearly demonstrated in the first article
of the series that the use of the coupling agent was a pre-
requisite condition for encapsulation to succeed [185]. As
a matter of fact, no polymer was produced around the sil-
ica particles when the polymerization was carried out in the
absence of MPS. In a following work, the diameter of the sil-
ica beads was varied in a large range (from 13 up to 630 nm),
and we have investigated the influence of the silica bead
number on the shape and composition of the composite par-
ticles. The average number of silica beads per polymer par-
ticle was statistically determined from the TEM images and
was found to vary from one to several thousand with increas-
ing number of silica beads in the suspension medium. While
the particles containing only one silica bead had an irregular
contour, those loaded with a larger amount of silica pre-
sented a spherical shape (Fig. 14). Nanocomposite particles
with some exotic morphologies were additionally obtained
under given experimental conditions. It was shown that small
segregated polymer domains were formed on the silica sur-
face since the early stage of polymerization by copolymeriza-
tion of styrene with the methacrylate group of the coupling
agent. These polymer nuclei continued to grow until they
formed a continuous contour by coalescence with neighbor-
ing growing latex particles, the shape of which was deter-
mined by the initial number of growing polymer domains.
Regular core–shell morphologies were thus obtained using
poly(styrene-b-ethylene oxide) block copolymers as stabiliz-
ers [187]. In this case, indeed, the number of polymer parti-
cles synthesized was much larger than the number of silica
beads, and the polymer nuclei could recover the inorganic
surface since the beginning of polymerization. Subsequent

(a)

(b)

Figure 14. TEM images of polystyrene-coated MPS-grafted silica beads
obtained through dispersion polymerization using (a) PVP and (b) PS-
b-PEO block copolymers as steric stabilizers. Scale bar: 250 nm.
Adapted with permission from [187], F. Corcos et al., Colloid Polym.
Sci. 277, 1142 (1999). © 1999, Springer-Verlag.

growth allowed the formation of a thin and smooth polymer
layer surrounding the particles. Free latexes, which did not
contain silica beads, were also formed under these condi-
tions, but they could be easily separated from the composite
particles by centrifugation (Fig. 14b).
Following a similar route, Sondi and co-workers also

described the formation of a protective poly(tert-butyl acry-
late) layer on the surface of MPS-functionalized silica
nanoparticles [189]. The amount of bound polymer was
found to depend on the MPS-grafting density, which in turn
was function of the initial MPS concentration. The silica
particles, whose surface was efficiently recovered by both
grafted and ungrafted polymers, showed an improved resis-
tance to chemical etching. This work highlights the potential
interest of encapsulated mineral oxide particles in photore-
sist technology. In another example of a compatibilizing
approach, Yoshinaga and co-workers described the synthe-
sis of a series of oligomeric silane molecules and their use
in encapsulation reactions. However, the reaction was per-
formed without surfactant, and it appeared almost impossi-
ble to avoid aggregation of the particles in these conditions
[190–193].
Since silica colloids are acidic (isoelectric point is around

pH 2), basic molecules strongly adsorb on their surface via
electrostatic attraction and acid–base chemistry. Such an
interaction, similar to that described in Section 2, can be
advantageously used in polymerization reactions in order
to provide a controlled and specific attraction of the grow-
ing polymer chains on the silica surface through a coop-
erative assembly–growth process. Typical examples of this
general concept involve the use of surface active agents, ini-
tiator, and monomer molecules having strong affinity for
the inorganic surface. These molecules can be regarded
as coupling agents with a double function. Part of the
molecule is attracted onto silica while the other part partic-
ipates to the polymerization process by means of initiation
or propagation reactions. Nagai and co-workers described
for instance the aqueous polymerization of a series of sur-
face active cationic monomers having different alkyl chain
lengths (CnBr, Structure 5) immobilized on the surface of
silica gel [194� 195]. Using a similar procedure, Yoshinaga
et al. described the spontaneous formation of small polymer
plots on the surface of silica particles by self-polymerization
of a series of adsorbed cationic surface active monomers in
tetrahydrofuran solutions [196].

CH2 = C

COO-CH2-CH2- N+- (CH2)n-1- CH3 , Br-

CH3

CH3

CH3CH2 = C

COO-CH2-CH2- N+- (CH2)n-1- CH3 , Br-

CH3

CH3

CH3

Structure 5. Quaternary alkyl salts of dimethylaminoethyl methacrylate
(CnBr).

In a series of articles, Armes et al. synthesized poly-
mer/silica nanocomposite particles through soapless emul-
sion copolymerization of styrene and acrylic monomers
using 4-vinyl pyridine (4-VP) as a basic comonomer
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[197� 198]. The presence of the 4-VP comonomer ensured
strong interaction of the vinyl polymers with the acidic sil-
ica surface resulting in the formation of nanocomposite
colloids with a “currant-bun” morphology characterized by
silica beads assembled into colloidal aggregates cemented
together by the polymer synthesized during the emulsion
polymerization reaction. The small silica particles emerging
from the composite surface were shown to participate to the
colloidal stability of the particles. Similar conclusions have
been adressed by Tiarks et al. concerning the miniemul-
sion polymerization of styrene using silica nanoparticles as
spickering stabilizer [109]. Based on this same general idea,
colloidal dispersions of nanocomposite particles made of sil-
ica cores and polymeric overlayers have been successfully
prepared using appropriate cationic radical initiators and
cationic vinyl monomers as described in a recent Japanese
patent [199]. Recently, our group also demonstrated the suc-
cessful formation of nanosize silica/PMMA composite col-
loids using a cationic initiator, 2� 2′-azobis (isobutyramidine)
dihydrochloride (AIBA), and a nonionic polyoxyethylenic
surfactant (NP30) [200–203]. Composite particles made of
silica beads surrounded by small heterocoagulated PMMA
latexes or a thin polymer layer were produced depending on
the size of the silica beads (Fig. 15). The role of the sus-
pension pH and the influence of the monomer, silica, and
initiator concentrations on the assembly process have been
investigated in depth and analyzed in a quantitative way.
Electrostatic attraction between the polymer end groups and
the negatively charged silica surface proved to be the driving
force of polymer assembly at high pH whereas polymeriza-
tion in the adsorbed surfactant bilayers appeared to be the
predominant mechanism at lower pH. Finally, it is worth
noting also the recent work by Percy and Armes on the
surfactant-free synthesis of colloidal silica/PMMA nanocom-
posites in the absence of auxiliary comonomers using a
commercial dispersion of silica beads into isopropyl alcohol
[204]. The assembly process was suspected to be driven in
this case by simple hydrophobic interactions.

Conducting Metal Oxide/Polymer Nanocomposites
Electrically conducting organic polymers have drawn the
attention of scientists for several decades due to their unique
physical and chemical properties (redox, acid–base, ion-
exchange, � � � ). Conducting polymers have been found to

100 nm 100 nm

(a) (b)

Figure 15. TEM micrographs of the silica/PMMA nanocomposite par-
ticles obtained through emulsion polymerization in alkaline solutions
using AIBA as a cationic initiator. (a) Dp SiO2 = 68 nm and (b) Dp

SiO2 = 230 nm. Reprinted with permission from [202], J. L. Luna-
Xavier et al., J. Colloid Interf. Sci. 250, 82 (2001). © 2001, Elsevier
Science.

be particularly suitable for numerous applications as opti-
cal and electrical sensors, molecular electronic devices, and
anticorrosion, and antistatic coatings [205–207]. Polypyrrole
(Ppy) and polyaniline (PAN) are two important examples
of conducting materials with high electrical conductivity and
significantly good stability in air and water. These highly con-
jugated conducting materials, however, have some inherent
limitations such as poor mechanical strength and poor pro-
cessability. Bulk Ppy and PAN are infusible, intractable, and
insoluble in commun solvents which drastically reduces their
potential uses as thin films or coatings. Various attempts
have been made to improve the processability of these oth-
erwise intractable conducting powders. Sterically stabilized
dispersions of conducting polymers have been elaborated for
instance using various types of polymeric dispersants [208–
211]. The particles usually exhibit good long-term conduc-
tivity and conductive films can be easily fabricated from the
colloidal dispersions. Another alternative solution consists
of the elaboration of conducting nanocomposites that com-
bine the advantages of conducting polymers and those of
inorganic particles. There have been numerous publications
describing the preparation of conducting O/I nanocomposite
colloids in recent literature [212–240].
Matijevic et al. [212–215] described for instance the for-

mation of PAN and Ppy coatings over a series of metal
oxide particles (�-Fe2O3, CeO2, CuO, TiO2, SiO2). The con-
ducting polymers were produced by chemical oxidation of
the monomers in a mixture of ethanol and water in the
presence of poly(vinyl alcohol) in order to produce sta-
ble colloidal suspensions. The coating reaction was cat-
alyzed by air in the case of �-Fe2O3and SiO2 and the
metal oxide surface was found to be inactive in the oxi-
dation mechanism. On the contrary, the hydroxylated sur-
faces of CuO or CeO2could initiate the polymerization of
the adsorbed monomer through a reductive-dissolution pro-
cess, in which the monomer was oxidized while the metal
oxide was reduced into metal ions. In the case of copper
oxide, the released Cu+ ions were reoxidized by air to Cu2+

cations which in turn were able to extend further the molec-
ular chain and increase the thickness of the shell or give
new independent polyaniline or polypyrrole (latex) particles
in addition to the coated CuO particles. A regular core–
shell morphology or more irregular coatings with free poly-
mer particles coagulated on the core surface were obtained
depending on the experimental conditions.
Armes and co-workers [216–223] and Perruchot et al.

[224] also described the synthesis of composite materials
made of various ultrafine inorganic oxide particles (silicium,
tin, titanium, yttria, � � � ) and polypyrrole or polyaniline. The
polymerization reactions were performed in water without
any stabilizer and using FeCl3 or (NH4�2S2O8 as chemical
oxidants. Macroscopic precipitation of the conducting poly-
mer was prevented by the presence of the inorganic sol
resulting in the formation of stable colloidal dispersions of
organic–inorganic particles, the metal oxide playing the role
of a particulate colloidal dispersant (Fig. 16). The resulting
nanocomposites were made of microaggregates of the origi-
nal oxide nanoparticles “glued” together by the polypyrrole
or the polyaniline components as demonstrated by small-
angle X-ray scattering [225]. Chemical analysis of the sur-
face composition of polymer/silica nanocomposites by X-ray
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Figure 16. Schematic representation of the formation of polypyrrole–
inorganic oxide nanocomposite colloids by dispersion polymerization
of pyrrole in aqueous medium. Reprinted with permission from [219],
S. Maeda and S. P. Armes, Chem. Mater. 7, 171 (1995). © 1995, Amer-
ican Chemical Society.

photoelectron spectroscopy [226] proved that they had sil-
ica rich surfaces suggesting that the conducting polymer was
somewhat depleted from the surface of the nanocompos-
ite particles. The raspberry colloids were shown to display
large surface area making them suitable for catalysis or chro-
matographic applications [227]. A similar approach has been
developed in the case of zirconium dioxide [228], and sim-
ilar results were obtained. The resulting polypyrrole/ZrO2
nanocomposites showed a significant increase in conductivity
in comparison to bare polypyrrole. Other typical examples
include the elaboration of conducting polyaniline-coated
barium sulfate nanoparticles in inverse microemulsion [229],
the elaboration and physical characterization of polyani-
line and polypyrrole–montmorillonite nanocomposites [230–
233], the uptake of palladium [234] or gold [235] from
aqueous solutions of conducting particles, and the synthe-
sis of polypyrrole–ferric oxide conducting nanocomposites
[236].
The elaboration of conducting nanocomposites is not

restricted to silica and metal oxide colloids. In an origi-
nal approach, Selvan and Nogami described for instance
the synthesis of gold/polypyrrole core/shell nanoparticles
via a simultaneous cooperative precipitation/polymerization
mechanism [237]. Gold particles have also been reported
to be useful templates for the growth polymerization of
conductive polypyrrole and poly(N -methyl pyrrole) on their
surface [238–240]. The polymer–gold composite particles
were converted in a subsequent step into hollow polymeric
nanocapsules by chemical etching of the colloidal gold tem-
plate. Not only were the gold particles useful templates but
they also made it possible to entrap guest molecules in the
capsule core: rhodamine B isothiocyanate (Structure 6). The

N
CH2 - CH3

CH2 - CH3

+
O

CH3 - CH2

CH2 - CH3

N

C   OH 

O

Cl

S = C = N

Structure 6. Rhodamine B isothiocyanate.

loaded dye remained encapsulated in the hollow spheres
after gold etching. This synthetic method obviously offers
an interesting approach to guest encapsulation and could
potentially be extended to the entrapment or enzymes and
proteins.

3.2.2. Polymerization Initiated
by Inorganic Particles

Apart from the formation of dense coatings, core–shell O/I
particles can also be elaborated by templating inorganic
colloids with polymer brushes using living polymerization
techniques. The grafting reaction can be done in various
ways through anionic [241–243], cationic [244� 245], or free
radical processes [246� 247]. A variety of colloidal materi-
als including silica and gold nanoparticles are concerned by
these approaches. Since the growth reaction of polymers
from inorganic surfaces is a very broad field of research
[17� 248–253] a full description of these systems will not be
attempted here. Only recent and typical examples will be
reported in this section.
Hybrid nanoparticles with a block copolymer shell struc-

ture have been synthesized for instance by ring opening
polymerization of norbornenyl groups immobilized onto
gold colloids [254]. Ring opening polymerization of �-
caprolactone has also been recently conducted from the
surface of silica gel and cadmium sulfide nanoparticles
[255� 256]. Amine or alcohol groups have been attached to
the inorganic surface using silane coupling agents in order
to provide a covalent anchoring of the macromolecules
into hydrolytically stable polymer brushes. Tsubokawa et al.
described the grafting of various polymers from the sur-
face of silica nanoparticles [257–261]. Cationic polymer-
ization of styrene was initiated by surface-grafted acylium
perchlorate groups whereas peroxyester and diazo functions
were involved in free radical polymerizations of styrene
and methyl methacrylate monomers, respectively. In azo-
initiated reactions, ungrafted polymer chains were also pro-
duced since the initiator was attached to the surface by only
one end. In order to achieve better control of the graft-
ing density, Prucker and Rühe described the designed syn-
thesis of an asymmetric diazo silane coupling agent [262–
264]. The azo compound contained a cleavable ester group
in order to facilitate degrafting of the polymer chains for
analytical purposes and was monofunctional to control self-
assembly of the chlorosilane azo initiator on the silica sur-
face. Polymerization was performed in toluene at 60 �C
and afforded grafted and free polymer chains. The graft
density was found to be dependent on the silane concen-
tration and polymerization time. Despite the confinement
of the growing active centers on the silica surface, high
molecular weight polymers were formed without the occur-
rence of excessive branching or cross-linking reactions. In
recent years, several groups have reported the synthesis
of polymer-grafted nanoparticles with controlled molecular
weights and molecular weight distributions, using the atom
transfer radical polymerization (ATRP) technique [265–
270]. The general synthetic strategy involves the covalent
attachment of various halide-functionalized ATRP macroini-
tiators on the inorganic surface (Table 1) and the sub-
sequent controlled/living growth reaction of the polymer
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Table 1. Chemical structures of the macroinitiators involved in the CRP from nanoparticulate inorganic surfaces.

Initiators Abbreviation Ref.

 O – Si –(CH2)3–O–C–CH–Br , CuBr : dNbipy

O CH3

BPDS [265–268]

 O – Si –(CH2)3–O–C–C–Br , CuBr : dNbipy

O CH3

CH3

BIDS [265–268� 272]

O – Si –(CH2)3–O–C–C–Br , NiBr2(PPh3)2

O CH3

CH3

O – Si –(CH2)3–O–C–C–Br , NiBr2(PPh3)2

O CH3

CH3

BIDS [277–278]

O – Si –(CH2)2 –CH2–Cl , CuCl : bipyO – Si –(CH2)2 –CH2–Cl , CuCl : bipy CDES [271]

O

O

Cl
, CuCl : bipyO – Si –(CH2)11–

O

O

Cl
, CuCl : bipyO – Si –(CH2)11–

O

O

Cl
, CuCl : bipy

O

Cl
, CuCl : bipyO – Si –(CH2)11– / [269]

O

O Cl
, CuCl : dNbipy

/ [274]

O
N

Si OO

O
N

Si OO

/ [279]

chains from the anchored initiator molecules (Fig. 17). One
key advantage of controlled radical polymerization (CRP)
in comparison to conventional free radical processes is the
possibility to synthesize well-defined polymers which can
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Figure 17. (a) Reaction scheme for the synthesis of polymer-grafted
inorganic particles via controlled radical polymerization using chem-
ically anchored CRP macroinitiators. (b) TEM illustration of the
CdS@SiO2/PMMA hybrid nanoparticles produced by atom transfer rad-
ical polymerization initiated from the CdS@SiO2 nanoparticle surface.
Reprinted with permission from [278], S. C. Farmer and T. E. Patten,
Chem. Mater. 13, 3920 (2001). © 2001, American Chemical Society.

be grown with the desired thickness and composition. The
technique allowed the formation of densely grafted and
hairy outer polymer layers on nanoparticulate silica sur-
faces. Owing to the narrow molecular weight polydisper-
sity of the polymer chains, the grafted particles organized
into two-dimensional (2D) arrays with controlled interpar-
ticle distances a function of the degree of advancement of
the reaction. Hollow polymeric microspheres have been pro-
duced by this technique by templating silica microspheres
with poly(benzyl methacrylate) and subsequently removing
the core by chemical etching [271]. The ATRP technique
has also been recently reported to work effectively in aque-
ous media using hydrophilic water-soluble acrylic monomers
[272]. Not only silica but also aluminum oxide particles
[273], magnetic colloids [274], gold [275� 276], and photo-
luminescent cadmium sulfide nanoparticles [277� 278] have
been used as macroinitiators. When cast from solution, the
resulting nanocomposite film materials exhibited hexagonal
ordering of the photoconductive cores (Fig. 17b) and were



Organic/Inorganic Nanocomposite Colloids 319

shown to retain the photoluminescent properties of the
precursor CdS nanoparticles, but no mention was made of
the colloidal stability of these systems.
It has been shown recently that the so-called stable free

radical polymerization can also be used to initiate the poly-
merization of vinyl monomers from inorganic surfaces [279].
Following this route, shell-cross-linked polymeric capsules
have been elaborated in a multistep procedure by templating
colloidal silica with polymeric compounds and cross-linking
the polymer shell. Micrometric silica beads were first modi-
fied by grafting on their surface a chlorosilane alkoxylamine
initiator (see Table 1). Copolymers were then grown from
the surface-attached initiator using an appropriate amount
of sacrificial “free” alkoxylamine. The copolymer chains
were designed to carry maleic anhydride functional groups
for further cross-linking reactions (Fig. 18). A diamine cross-
linker was added in a third step to effect interchain coupling
via the formation of a bisimide. The inorganic silica template
was finally removed in a last step by chemical etching. In
an alternative strategy, styrene monomer was copolymerized
with 4-vinylbenzocyclobutene, and the resulting nanocom-
posite core/shell particles were heated at 200 �C for thermal
cross-linking.

3.2.3. Cross-Linking of Self-Assembled
Monolayers

As mentioned previously (Section 2), self-assembly also pro-
vides an original and efficient way to modify inorganic
particle surfaces [280]. The formation and structure of self-
assembled monolayers (SAMs) and their use in surface engi-
neering have been much described and reviewed in recent
years [281]. Alkane-thiol derivatives for instance are known
to self-assemble onto gold colloid surfaces in a monolayer
fashion via a surface complexation reaction [282]. If conve-
nient reactive groups are incorporated into the SAM, further
chemical reactions can be envisaged in order to elaborate
core–shell particles and hollow capsules after degradation of
the internal core (Fig. 19).
Shell-cross-linked polymeric nanocapsules have been syn-

thesized for instance by metathesis polymerization of
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Figure 18. Synthetic scheme for the preparation of maleic anhydride-
functionalized silica beads. Reprinted with permission from [279],
S. Blomberg et al., J. Polym. Sci. A 40, 1309 (2002). © 2002, Wiley–VCH.
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Figure 19. Principle of formation of shell-cross-linked nanocomposite
particles from self-assembled monolayers on colloidal surfaces and the
resulting polymeric capsules after core removal by chemical etching.

alkene-functionalized alkylthiolate monolayers attached on
gold surfaces [283]. The thiolated ligands were designed to
maximize polymer cross-linking and contained three alkene
groups. In a related work, Sun and co-workers reported the
preparation of monolayer-thick polymeric spheres by assem-
bling thiolated-�-cyclodextrins (�-CD-SH) (Structure 7)
around gold nanoparticles (Fig. 20) [284]. The core dissolved
upon addition of iodine to the suspension while simultane-
ously disulfide bonds were formed on the surface to produce
structurally rigid cross-linked nanocapsules.
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Figure 20. Preparation of polycyclodextrin hollow spheres by templat-
ing �-CD-SH monolayers around gold nanoparticles. Disulfide bridges
were formed upon reaction with iodine while simultaneously the core
dissolved into metallic complexes to give shell-cross-linked hollow
spheres. Reprinted with permission from [284], L. Sun et al., Chem.
Commun. 359 (2001). © 2001, Royal Society of Chemistry.
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3.3. Polymer Latexes as Colloidal Templates

Coating of polymer colloids with materials of different
chemical compositions gives access to nanocomposite parti-
cles with tailored structures and morphologies. Contrary to
inorganic templates that require relatively harsh conditions
to decompose, organic colloids can be easily removed either
chemically or thermally from the nanocomposite particles
without damaging the shell materials. A large variety of such
structures involving polymer latexes as sacrificial templates
can be found in recent literature.

3.3.1. Sol–Gel Nanocoating
The coating of organic templates by metal oxides can
be easily conducted in solution by the sol–gel technique.
The sol–gel process involves the reaction of metal salts
or organometallic precursor molecules to produce a three-
dimensional inorganic polymer network. The coating of
polystyrene latex particles with amorphous titanium diox-
ide has been achieved for instance by the hydrolysis of
titanium tetrabutoxide [285� 286] and titanium tetraethoxide
[287] in ethanolic suspensions. Due to the fast reactivity of
the titanium alkoxide precursor in the sol–gel process, mixed
suspensions with secondary titania particles were mostly pro-
duced. Optimal conditions were found to avoid the for-
mation of separate particles and afford a regular coating.
In order to overcome these difficulties, another approach,
which consists of using cationic polystyrene particles as the
seed, has been developed [288]. The positive charges on
the surface ensured quick deposition of the titania precur-
sors on the seed particles in the early stages of the sol–gel
reaction. Very thin (in the range typically a few nanome-
ters up to 50 nm) and smooth coatings were thus produced
in a one-step method. Crystalline hollow spheres were fur-
ther obtained by calcination of the TiO2-coated particles
at elevated temperatures. Increasing the temperature up to
600 �C yielded hollow crystalline anatase titania particles
whereas the rutile form of TiO2 was obtained by calcin-
ing at 900–1000 �C. As an alternative solution, the latex
core was dissolved by suspending the coated particles in
toluene, a good solvent for the polymer. Using a similar
technique, Margel and co-workers described the coating of
large polymer beads with silica and magnetic iron oxide
[289]. The coating was performed by seeded polymeriza-
tion of tetraethoxysilane and iron salts on micrometer-sized
polystyrene seed particles. The polymer surface contained
adsorbed PVP which obviously played an active role in
the coating procedure. Freestanding inorganic nanoparticles
were also procuded in this process but they could be easily
separated from the coated polymer beads by repeated cen-
trifugations. Core removal was performed thermally and the
hollow capsules were visualized by TEM from cross-sections
of the particles. With the aim to improve chemical interac-
tion between the core and shell materials, we have recently
developed a coating strategy based on a two-step procedure
(Fig. 21). Polymer latex particles carrying silanol groups on
their surface were first synthesized in emulsion polymeriza-
tion using �-MPS as a functional comonomer [290� 291].
The SiOH-functionalized latexes have been extensively char-
acterized using AUGER, solid state nuclear magnetic reso-
nance, and infrared spectroscopies [291]. The surface charge
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Figure 21. (a) Synthetic scheme for the formation of silica/coated poly-
mer latexes and the resulting hollow silica nanoparticles using SiOH-
functionalized latex particles as colloidal templates. TEM image of
(a) the core–shell colloid and (c) the hollow silica spheres. Scale bar:
100 nm. Reprinted with permission from [290], I. Tissot et al., Macro-
molecules 34, 5737 (2001). © 2001, American Chemical Society.

density was determined by chemical titration and was found
to vary between 1.15 and 3.7 �C/cm2 depending on the MPS
content in the monomer mixture. Then, a silica shell was
produced onto the functionalized PS seed particles by addi-
tion of tetraethoxysilane and ammonia to the colloidal sus-
pension either in water [290] or in a mixture of ethanol and
water [291]. No separate silica particles were formed in this
work, indicating the strong affinity of the sol–gel precursor
for the polymer colloid. Burning of the latex core resulted in
the formation of hollow nanometer sized silica capsules The
nature of the core, the particle size, and the shell thickness
can be finely tuned by conventional polymer colloid chem-
istry. Core–shell latexes with a soft polybutylacrylate core
and a rigid silica shell have also been successfully produced
by this technique.
Not only can inorganic precursors be used for coating, but

preformed particles can also be homogeneously deposited
onto colloidal templates to generate core–shell structures.
For instance, colloidal clay nanosheets have been adsorbed
onto cationic polystyrene latexes as a thin and crystalline
layer [292]. Tetramethoxysilane was used as inorganic pre-
cursor to consolidate the coating and increase shell stabil-
ity. The polymer template was removed in the next step
to generate hollow silicate capsules. Hollow titania shells
have been produced in a similar way by alternate depo-
sition of polyethylenimine and titania nanosheets on poly-
mer latexes and removal of the organic template by heat
or ultraviolet (UV) treatment of the core–shell nanocom-
posite particles [293]. Valtchev also recently reported the
coating of micrometer-sized polystyrene beads by zeolite
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A nanocrystals using a cationic polymeric agent as binder
between the core and shell materials [294].
In addition to polymer latexes, inorganic colloids can also

be advantageously used as templates to generate inorganic
capsules. A range of hollow spheres have been prepared in
this manner using silica materials as sacrificial templates. For
example, monodisperse core–shell colloidal spheres of silica
(SiO2) and zinc sulfide (ZnS) have been elaborated by tem-
plating silica colloids [295]. Coating of SiO2 with ZnS was
performed in water/ethanol solutions by direct precipitation
of ZnS onto the silica seed using thermally activated thioac-
etamide as a source of sulfide ions and acidic zinc nitrate
aqueous solutions. Hollow ZnS spheres were obtained in a
subsequent step by dissolving the SiO2 core in hydrofluoric
acid. Surprisingly, the ZnS shell only dissolved slowly under
these conditions and the particles retained their original
shape. The reverse structure composed of ZnS core coated
with silica was elaborated in a similar way by templating zinc
sulfide colloids with tetraethoxysilane using a seeded growth
technique adapted from the Stöber method. A mineral nitric
acid, much less aggressive than HF, was used in this case to
selectively dissolve the ZnS core from the structured par-
ticles. The resulting hollow spheres (either the silica shells
or the high dielectric ZnS capsules) were shown to display
interesting optical properties with potential applications as
colloidal crystals in photonic devices. Another extensively
described templating material is gold colloid [296� 297]. The
coating of gold nanoparticles with silica has been reported
by Mulvaney and co-workers. The coating serves first to sta-
bilize particles against coagulation and also promotes order-
ing of the nanoparticles into two-dimensional arrays. Their
method involves three successive steps. The gold surface
was first rendered vitreophilic by addition of 3-aminopropyl
trimethoxysilane which strongly adsorbed on the metal. The
anchored silanol groups were then involved in the forma-
tion of a thin silica layer by direct precipitation of a native
sodium silicate solution. In the final step, extensive growth
was performed in ethanol/water mixtures to afford silica-
coated gold nanoparticles with shell thickness up to 80 nm.
Again, the coated nanosized silica/gold colloids were shown
to display very interesting optical properties [298]. Hollow
silica capsules were obtained from the coated colloids by
exposing the particles to cyanide ions. The oxidized gold
cores completely dissolved and diffused out of the silica
shell. Several studies on silica particles grown using TEOS
clearly attest to the presence of micropores ranging in size
from 2 to 50 nm. The resulting microporous and hollow
shell particles are potential carriers for slow release and drug
delivery.

3.3.2. Metal Deposition
The immobilization of fine metal colloids onto nanoparti-
cle surfaces has received a lot of attention in recent years
because of the potential use of metal-decorated particles in
optics, electronics, and heterogeneous catalysis [299� 300].
A variety of methods have been successfully reported for the
coating of colloidal templates with metallic nanoparticles.
Two approaches can be distinguished. In the first method,
the nanoparticles are precipitated in-situ onto the colloidal
templates by the reaction of the metal salt precursors pre-
viously adsorbed on their surface through ion exchange or

complexation chemistry [301–310], whereas in the second
method, preformed metal colloids are adsorbed onto col-
loidal templates of opposite charges through electrostatic
interaction as extensively reported in the previous section. In
both methods, the colloidal templates must contain surface
groups with strong affinity for the metal precursors and/or
the nanoparticles. Functional groups such as carboxylic acid
(-COOH), hydroxy (-OH), thiol (-SH), and amine (-NH2)
derivatives can be easily introduced into polymer latexes by
copolymerizing their corresponding monomers. The surface-
complexed metal salts are then directly transformed into
metal colloids by the addition of reducing agents. Fol-
lowing this route, palladium [301–303� 306� 310], rhodium
[301–303� 309], nickel [305], cobalt [305], silver [304], and
gold [310] nanoparticles have been successively anchored
onto the surface of a series of functional polymer micro-
spheres. The resulting composite colloids were shown to
display high catalytic activity in, for instance, the hydrogena-
tion of alkenes. In alternative procedures, the coating can
also be produced by the controlled hydrolysis of the metal
salts into metal oxide followed by reduction of the oxide
into the corresponding metal [311–316]. Submicrometer-
sized composite spheres of yttrium and zirconium com-
pounds and hollow metallic spheres have been prepared
this way by coating cationic polystyrene latex particles with
basic yttrium carbonate [311–312] and basic zirconium sul-
fate [313], respectively, followed by calcination of the so-
coated latexes at elevated temperatures. Uniform coatings
of copper [314] and iron oxide [315� 316] compounds have
been formed in a similar procedure by aging at high tem-
perature aqueous solutions of the metal salt in presence of
urea, PVP, and anionic polystyrene latexes. The coating was
shown to proceed by in-situ heterocoagulation of the pre-
cipitating metal colloids on the organic seed surface. Voids
were produced in a subsequent step by complete thermal
oxidative decomposition of the polymer core.
Not only metal but also semiconductor nanoparticles

can be used for coating. Polymer micro- and nanoparticles
have been successively reported as host matrices for CdS
nanocrystal formation [317� 318]. Monodisperse poly(methyl
methacrylate-co-methacrylic acid) (PMMA–PMAA) latex
particles were prepared by emulsion polymerization and
ion exchanged with a Cd(ClO4�2 solution. The Cd2+ ions
thus introduced into the electrical double layer were fur-
ther reduced into CdS nanoclusters by addition of a Na2S
solution. The CdS loaded nanocomposite particles were sub-
sequently recovered by a film forming polymer shell by
reacting methyl methacrylate and butyl acrylate monomers.
The resulting colloidal nanocomposites were finally assem-
bled in 3D periodic arrays consisting of rigid PMMA–
PMAA/CdS core particles regularly distributed within the
soft polymer matrix. Periodic structures of polyacrylic/silver
colloids have been elaborated in a similar way using Ag+

ions as precursors. The method obviously opens a new
avenue for producing optically responsive materials with a
controlled periodicity. Nanocomposite materials with several
other functions can be elaborated by this technique using
different types of nanoparticles and organic polymers.
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3.4. Vesicle and Block Copolymer Templating

O/I nanocomposite colloids can also be elaborated from the
assembly of preformed polymers into spherical aggregates
and their subsequent use as host materials or templates
for the growth reaction of metal oxides and metal colloids.
The ability of amphiphilic diblock copolymers, dissolved
in a selective solvent, to self-assemble into colloidal size
aggregates has been studied for several decades and their
use as nanoreactors has been much described. Core–shell
architecture of micelles prepared from amphiphilic polymers
permits the dissolution of large amounts of poorly water
soluble drugs, for instance, and affords protection against a
potentially damaging environment. On the other hand, phos-
pholipid molecules and synthetic amphiphiles with two long
aliphatic chains attached to an ionic head group are insolu-
ble in water and are known to form highly ordered layers.
The bilayer structures separate an aqueous interior from
an aqueous exterior and are versatile carriers in the area
of drug delivery. The elaboration of vesicular, micellar, and
related aggregate structures as host materials for inorganic
polymerization is briefly reviewed in this section. A com-
plete description of these systems can be found elsewhere
[319� 320].

3.4.1. Vesicle Templating
Surfactant vesicles are an important class of bilayer aggre-
gates extensively used as model membranes for artificial
cells. They are nonequilibrium structures mostly kinetically
stabilized. Vesicles are usually produced by shear-assisted
means including sonication and extrusion. However, owing
to the noncovalent interactions responsible for their for-
mation, these nanoobjects have only a limited stability and
inherently return to their native lamellar phase state. A vari-
ety of techniques have been employed in order to increase
vesicle stability. One method involves using reactive poly-
merizable surfactants and polymerizing the vesicle. Another
technique takes advantage of the bilayer morphology of
the surfactant aggregates to solubilize organic substances
such as monomers. Subsequent polymerization of the vesi-
cles gives hollow spheres whose shape is the replica of the
original bilayer structure (so-called morphosynthesis). The
shell is cross-linked so as to afford rigid and stable cap-
sules after extraction of the templating surfactant matrix.
In addition to morphosynthesis, vesicles can also be used
as templating materials for transcription into inorganic cap-
sules as described by Hubert and colleagues [321]. The tran-
scriptive synthesis approach (see Fig. 22) is identical to the
colloidal templating strategy described in the previous sec-
tion. Cationic dioctadecyldimethylammonium vesicles were
shown to provide effective receptors for silica growth due to
electrostatic interaction of the alkoxysilane precursors with
the surfactant molecules. The so-produced “petrified” vesi-
cles were stable to dehydratation and could be visualized by
conventional TEM without additional staining agents.

3.4.2. Block Copolymer Templating
Block copolymers can adopt a variety of supramolecu-
lar structures in selective solvents. Gohy and co-workers
described for instance the synthesis of pH-sensitive core–
shell–corona (CSC) polystyrene-b-poly(2-vinyl pyridine)-b-
poly(ethylene oxide) triblock copolymer micelles [322]. The
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Figure 22. Schematic representation of the vesicle-templating strategy
(transcriptive synthesis) for the elaboration of hollow inorganic spheres.

micelles were loaded with HAuCl4 gold salt, which was
transformed in the next step into metal colloids by NaBH4
reduction. Due to preferred interaction between the pro-
tonated P2VP block of the terpolymer and the metal
ions, precipitation of gold nanoparticles took place on
the P2VP outerlayer of the triblock micelle. Similarly,
CSC polyisoprene-b-poly (2-cinnamoylethyl methacrylate)-
b-poly(tert-butyl acrylate) micelles (PI-b-PCEMA-b-PtBA:
Structure 8) have been produced by Stewart and Liu [323].
The micelles were solidified by UV cross-linking of the
PCEMA shell while the PI block was degraded by ozonol-
ysis to generate nanospheres with a central cavity. The
so-obtained nanocapsules were loaded with rhodamine B
(Structure 6), a model molecule which size is similar to that
of drug compounds. In a related work, iron oxide magnetic
nanoparticles have been precipitated inside the core of the
PI-b-PCEMA-b-PtBA triblock micelles [324]. For that pur-
pose, the triblock nanospheres were first rendered water
dispersible by hydroxylation of the polyisoprene block. The
PtBA block was then converted into polyacrylic acid (PAA)
by hydrolysis. The resulting polymeric triblock nanospheres
were loaded with Fe2+ metal ions by exchange of the PAA
protons and the iron oxide nanoparticles were finally pre-
cipitated by addition of NaOH. Based on the same gen-
eral concept, the synthesis of a variety of triblock and
diblock copolymer micelles has been reported in the liter-
ature [325–327]. Hollow particles have been produced for
instance from shell-cross-linked (SCL) micelles after degra-
dation of the internal part of the micellar aggregates. These
SCL micelles can serve further as nanoreactors to pre-
cipitate organic and/or inorganic particles using strategies

n m
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Structure 8. Polyisoprene-b-poly (2-cinnamoylethyl methacrylate)-b-
poly(tert-butyl acrylate) (PI-b-PCEMA-b-PtBA).



Organic/Inorganic Nanocomposite Colloids 323

similar to those reported previously for CSC micelles. pH-
responsive SCL micelles have been used for instance as
reservoirs for the preparation of gold colloids [328]. Organic
polymerization reactions can also be conducted in the con-
fined space of nanocapsules. As a typical example, an
aqueous solution of hydrophilic monomers containing acry-
lamide has been entrapped inside the water pool of hollow
spheres. Subsequent polymerization produced cross-linked
poly(acrylamide) gels filling the whole volume of the cap-
sule. The imprinted latexes were found to adopt the dimen-
sions and spherical shape of the mold [329].

4. HYBRID COLLOIDS
Composite materials where the organic and inorganic com-
ponents are intimately intertwined within one another on
the molecular level are an important class of materials
whose properties are controlled by the functionality and con-
nectivity of the molecular precursors. There have been a
huge number of works in recent years describing the elab-
oration of hybrid structures of this type by, for instance,
in-situ polymerization of inorganic precursors within a poly-
mer matrix or by embedding of organic polymers into inor-
ganic glasses [16–22]. Such materials are usually produced by
the sol–gel technique and processed as thin films, powders,
gels, or monoliths [330]. But, surprisingly, there are only few
examples of nanoparticle synthesis by reacting simultane-
ously organic and inorganic precursor molecules into a kind
of organic/inorganic interpenetrated network. An example
of morphology that can be produced by this strategy is
reported in Figure 23 which represents a colloidal parti-
cle composed of an organic–inorganic network condensed
into a gellike structure. It is expected that the properties
of those hybrid colloids will be significantly different than
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Figure 23. Schematic representation of nanocomposite colloids with
organic/inorganic interpenetrated network.

a simple combination of the properties of the two compo-
nents. We describe in this section typical examples of this
general approach.

4.1. Poly(organosiloxane/vinylic)
Copolymer Hybrids

The combination of various polymers and copolymers
with inorganic structures, like silica and silsesquioxanes,
to yield inorganic particles doped with organic polymers
or vitreophilic polymer colloids can be readily conducted
in multiphase media. As a matter of fact, silica networks
and structured silicate for instance are easily obtained by
hydrolysis and condensation of tetrafunctional [Si(OR)4] or
trifunctional [R′

nSi(OR)4−n] alkoxysilanes in various disper-
sion systems. In addition, the polymerization reaction of a
variety of acrylic monomers and comonomers can be car-
ried out in these systems as well. So, provided that the rates
of both reactions are not too much different and that a
coupling agent is used to link the inorganic network and
the organic polymer, hybrid colloids with interpenetrated
organic–inorganic networks could be formed. Microemul-
sion for instance is a convenient system for both metal
oxide and polymer latex synthesis. On one hand, alcohols
are usually used as short chains cosurfactants in conjunction
with sodium dodecyl sulfate to stabilize the microemulsion.
On the other hand, the sol–gel reaction can take place in
alcohol–water mixtures. Consequently, the sol–gel reaction
of TEOS and the polymerization of acrylic monomers can
be performed simultaneously in microemulsion systems in
which the continuous phase is a mixture of alcohol (typi-
cally methanol) and water and the organic phase is com-
posed of TEOS and the acrylic monomer. In a typical
recipe, the inorganic precursor, the organic monomer, and
the coupling agent are added simultaneously, and interpen-
etrated networks can be obtained by adjusting the kinetics
of the organic and inorganic reactions. Organoalkoxysilane
molecules with a terminal double bond reactive in free rad-
ical polymerization processes are particularly well suited in
order to attach the polymer chains to the inorganic network
as described in the previous section. Methacryloxypropyl
trimethoxysilane (�-MPS) is the most commonly used func-
tional monomer for such applications.
Following this route, Donescu et al. have synthesized

hybrid materials by the simultaneous reaction of TEOS
and methyl methacrylate in the presence of alcohol [331].
A cross-linker was introduced to promote the formation
of the polymer network and �-MPS was used to avoid
phase separation. Although it is not clear whether col-
loidal particles have been successfully obtained in this work,
the formation of simultaneous interpenetrated polymer–
inorganic networks was indirectly evidenced by the increase
in glass transition temperature and the improved thermal
resistance of the organic network in the presence of the
inorganic phase. In a related study from the same group,
vinyl acetate was used as the organic monomer and it was
argued that monostructured materials or dispersed parti-
cles were obtained depending on the ratio of the organic
over the aqueous phase and the nature of the comonomer
(e.g., butyl acrylate versus di-2-ethyl hexyl maleate) [332].
It has also been reported in a recent work from Uricanu
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and Panayiotou that silica–polystyrene nanocomposites can
be obtained in one reaction step through miniemulsion poly-
merization [333]. However, the silica nanoparticles were
shown to form agglomerates in the final composite latexes,
and phase separation occurred during polymerization.
We have recently demonstrated in our group that the

MPS molecule can also be reacted with acrylic and styrene
monomers to produce functional hybrid copolymer latexes
with interpenetrated organic/inorganic networks via emul-
sion polymerization [290� 291� 334]. The polymer latex par-
ticles were synthesized in batches or semibatches. In the
semibatch reactions, the silane molecule was introduced as
a shot after consumption of part of the acrylic and styrene
monomers. Core–shell colloids with a polymer core and a
hybrid shell were thus produced by this technique. The core-
to-shell ratio could be easily adjusted by addition of the
silane molecule at different seed conversions. The silane
concentration was varied from 5 to 40 wt% with respect to
the monomer without significant influence on particle size
and particle stability except when nonionic surfactants were
used as stabilizers. Not only did the presence of the silanol
group enable the successful overgrowth of a silica layer on
the polymer particle surface, but the hybrid structure of
the shell also proved to have unusual solubility behavior
[335]. Hybrid polymeric capsules were produced from the
core–shell nanocomposite colloids by suspending the hybrid
latexes into a good solvent of the core, THF. The latex core
was shown to diffuse through the hybrid shell and instan-
taneously dissolve into THF giving rise to hybrid and soft
nanocapsules. Figure 24 shows the morphology of the hybrid
capsules after observation with a conventional transmission
electron microscope and by cryogenic transmission electron
microscopy, respectively. While the dried capsules collapsed
on the grid support due to the very low shell thickness
and presumably also because of the low Tg of the hybrid
copolymer membrane, cryo-TEM observation enabled visu-
alization of the spherical shape of the capsules by preserv-
ing their morphology into a thin film of freeze-dried water.
The hybrid shell structure thus played the role of a dialysis
membrane that enabled water exchange in and out of the
capsules.
Film forming copolymer latexes were also produced by

this technique by reacting MPS, styrene, and butyl acrylate
monomers. The composite films were fully transparent up to
15% MPS content suggesting an homogeneous distribution

(a) (b)

Figure 24. (a) Conventional TEM picture and (b) cryo-TEM micro-
graph of poly(styrene-co-MPS) hybrid capsules. Scale bar: 100 nm.

of the silane units within the organic/inorganic network and
the absence of macroscopic phase separation. The resulting
materials were characterized by dynamic mechanical spec-
troscopy and were shown to display significantly improved
mechanical properties in comparison to their polymeric
counterparts.
Not only can tetrafunctional and trifunctional alkoxsilanes

be reacted with vinylic monomers, but polysiloxanes with
difunctional repeating units can also be incorporated into
polymer latexes via the emulsion copolymerization reaction
of silicon monomers, namely octomethyltetracyclosiloxane
and methacryloxypropyl trimethoxysilane, and a series of
acrylic compounds (e.g., MMA, butyl acrylate, acrylic acid,
and N -hydroxyl methyl acrylamide) [336–341]. In order to
obtain stable latexes, the copolymerization reaction must be
carried out under specific experimental conditions. It was
shown for instance that stable monodispersed particles were
formed only when the monomers were pre-emulsified in
water and added dropwise at 85 �C into an aqueous solu-
tion of the initiator. The silane coupling agent was used to
control particle morphology and provide a successful incor-
poration of the silicone polymers into the acrylic latexes.
The films produced from the hybrid latexes were shown to
display improved water resistance and a higher gloss.

4.2. Polyorganosiloxane Colloids

Organoalkoxysilanes of the type described previously
[RnSi(OR′)4−n] can also be processed separately as fine par-
ticles by emulsion polymerization as extensively reported by
Schmidt and co-workers in recent literature [342–348]. The
colloids were elaborated by the sol–gel process in aque-
ous solution through hydrolysis and condensation of various
organoalkoxysilane precursors in the presence of benzetho-
nium chloride surfactant (Structure 9) and a base catalyst.
Spherical elastomeric micronetworks (so-called organosili-
con microgels) of narrow size distribution were produced
by this technique. Typical examples of alkoxysilane deriva-
tives which have been used in these syntheses are listed
in Table 2. From the mechanistic point of view, the inor-
ganic polymerization reaction can be regarded more as
a polycondensation in microemulsion than a conventional
emulsion polymerization process. Particle sizes were prin-
cipally governed by the ratio of surfactant to monomer
concentration, and in a limited range, the final micro-
gel diameters could be well described by the theory of
�-emulsion although the suspensions were not fully trans-
parent. The main interest of the technique is the possibility
to synthesize highly functionalized nanoparticles with nearly
uniform diameters typically in the range 10–40 nm. The
cross-linking density of the microgel particles could be finely

O N Cl
O + -

Structure 9. Benzethonium chloride surfactant.
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tuned by using a mixture of trifunctional (T) trialkoxysi-
lane and difunctional (D) dialkoxysilane molecules. Parti-
cle sizes were shown to increase with increasing content
of D units suggesting intraparticle gelation. Other critical
parameters influencing colloidal stability were the dispersion
concentration, the amount of catalyst, the temperature, and
the monomer addition rate. The particles could be addi-
tionally rendered chemically inert toward further interparti-
cle condensation reactions and hydrophobic by end capping
of the –SiOH groups into –SiOSi(CH3�3 or –SiOSi(CH3�2H
moieties. The curing process was performed by addition
of trimethyl methoxysilane or dihydridotetramethyldisilox-
ane, respectively. The resulting colloids could be easily
solubilized or redispersed into organic solvents making it
possible to grow polystyrene chains from their surface by
the hydrosilylation reaction of vinyl-terminated polystyrene
macromonomers with the SiH functional groups [345].
Those model systems have been shown to be particularly
suitable for the elaboration of thermodynamically stable
homogeneous mixtures of the hybrid colloids with linear
polymeric chains.
In addition to copolycondensates, well defined core/shell

structures can also be prepared by the subsequent addition
of different types of monomers on particle seeds [346� 347].
The cores were made for instance of linear chains of poly-
dimethylsiloxane while the shell was cross-linked by reacting
different trialkoxysilane precursors. One important feature
of these core–shell colloids is that specific reactivities can be
imparted to the cores by the reaction of convenient func-
tional monomers. These topologically entrapped functional
molecules are confined reactive sites that can undergo fur-
ther chemical reactions. According to this principle, organic
dye molecules have been selectively attached to microgel
particles by the reaction of the dye labels with chloroben-
zyl functional groups previously incorporated in the internal
part of the colloid [348� 349]. In a similar procedure, func-
tionalized �-network gel particles were used as nanoreactors
to entrap metal clusters [350� 351]. The microstructure of

Table 2. Examples of organoalkoxysilanes involved in the preparation of organosilicon microgel colloids.

Organoalkoxysilances Chemical structure Abreviation

Tetraethoxysilane (CH3CH2O)4Si TEOS
Methacryloxypropyl trimethoxysilane (CH3O)3Si(CH2)3OCOC(CH3) CH2 �-MPS
Triethoxysilane (CH3CH2O)3SiH TMS
Vinyl trimethoxysilane (CH3O)3SiCH CH2 VMS
Allyl trimethoxysilane (CH3O)3SiCH2CH CH2 AMS
Mercaptopropyl trimethoxysilane (CH3O)3Si(CH2)3SH MPTMS
Mercaptopropyl triethoxysilane (CH3CH2O)3Si(CH2)3SH MPTES
Methyl trimethoxysilane (CH3O)3SiCH3 MMS
Dimethyl dimethoxysilane (CH3O)2Si(CH3)2 DMMS
Trimethy methoxysilane (CH3O)Si(CH3)3 TMMS
Dihydridotetramethyl disiloxane HSi(CH3)2OSi(CH3)2H DTDS
Hexamethyldisilazane (CH3)3SiNHSi(CH3)3 HMDS
Cyanatopropyl triethoxysilane (CH3CH2O)3Si(CH2)3CN CPTMS
Chlorobenzyl trimethoxysilane (CH3O)3SiPh(CH2)Cl CMS
Phenyl trimethoxysilane (CH3O)3SiPh PMS
Glycidoxypropyl triethoxysilane (CH3CH2O)3Si(CH2)3OCH2CHOCH GLYMO
Aminopropyl trimethoxysilane (CH3O)3Si(CH2)3NH2 APTMS
n-Octadecyl trimethoxysilane (CH3O)3Si(CH2)17CH3 C18-TMS

the host microgel particles was designed so as to contain
reducing SiH moities in their core. Metal ions were subse-
quently loaded into the microgel particles by diffusion of
the metal salt solution [H(AuCl4�] through the shell. Metal
salt reduction was taking place in-situ by means of the con-
fined SiH reactive sites. The aqueous dispersion of the metal
cluster entrapped colloids was finally transferred to organic
solvents by reaction of SiOH with monoalkoxy silanes as
reported previously.
An original approach that combines templating tech-

niques and organoalkoxysilane chemistry has been reported
by Büchel and co-workers [352]. The authors described the
synthesis of silica core/mesoporous shell (SCMS) colloids
by reacting a mixture of triethoxysilane and n-octadecyl
trimethoxysilane (C18-TMS; see Table 2) on the surface
of nanometer-sized silica particles produced by the Stöber
process. Calcination of the C18-TMS porogen molecules
resulted in the formation of inorganic spheres whose sur-
face porosity can be finely tuned by the concentration of the
organoalkoxysilane precursor incorporated into the shell.
Following this line, Yoon et al. reported the fabrication of
carbon capsules by templating the mesopores of the SCMS
colloid with a phenolic resin followed by carbonization [353].
Hollow spheres were produced in the last step by dissolu-
tion of the silica core. More recently, the technique was
extended to the synthesis of complex shell-in-shell nanocom-
posite particles and gold loaded nanocapsules using silica-
coated gold colloid as the seed instead of pure silica spheres
[354]. Hall and co-workers also recently described the use
of silica-coated gold particles as templates for the subse-
quent overgrowth of a polyorganosiloxane shell on their
surface [355]. The process involves the hydrolysis and con-
densation reaction of a mixture of functional alkoxysilanes
on the surface of gold colloids previously rendered vit-
reophilic according to the procedure of Liz-Marzan and
co-workers [296]. Gold/polysiloxane core/shell nanoparticles
with various functionalities (allyl, phenyl mercapto, amino,
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cyano, � � � ) and controlled shell thicknesses have been suc-
cessfully prepared by this technique.

5. CONCLUSION
Although organic/inorganic colloids represent a relatively
new category of nanocomposite materials, they have demon-
strated a lot of potential in a variety of domains from the
coating industry to the biomedical field. O/I colloids have
indeed attracted increasing attention in the last 10 years
because they offer the unique possibility to combine the
properties of organic and inorganic components within a
nanoparticle space. Catalytic, electronic, and optical fea-
tures of inorganic colloids can thus be combined with the
mechanical characteristics of polymers such as film forma-
tion, structural flexibility, and easy processing. In addition
to combining distinct properties, new and unexpected syner-
getic phenomena may also arise from the nanometer-scale
dimensions of the composite material. Because small par-
ticles offer the promise of large interfacial areas and size
confinement effects, new physical, chemical, or biological
properties can be expected by size scaling. Many new prop-
erties may also result from the possibility of ordering the
inorganic components into the polymer matrix. As such, it
can be anticipated that nanocomposite colloids will provide
numerous exciting and new opportunities in the near future.
O/I colloids can be elaborated in a variety of ways through

seeded-growth reactions, structure-directing templates, and
self-assembly strategies using chemical or physicochemical
routes, and a variety of nanocomposite particles of different
compositions and structural characteristics can be produced
by these techniques. Among the various synthetic schemes,
emulsion polymerization offers great potential that has been
largely exploited in the paint industry. The unique flexibility
of emulsion processing makes it possible to produce coated
particles with controlled size, composition, and shell thick-
ness in large volumes. Nanoengineering of particle surfaces
(coating and encapsulation) enables the elaboration of a new
class of composite products of higher quality and better end-
use properties.
The synthesis of O/I colloids in multiphase systems,

including miniemulsion and dispersion polymerizations, can
be successfully achieved provided that the inorganic sur-
face has been previously modified and rendered compati-
ble with the organic polymer. A number of compatibilizing
synthetic approaches have been described in this chapter.
These include polymer grafting from inorganic surfaces via
the covalent attachment of initiator or monomer molecules,
in-situ polymer precipitation through electrostatic attrac-
tion, or polymerization in adsorbed surfactant bilayers. The
nature of the link at the interface between the organic
and inorganic components (i.e., ionic, ionocovalent, van der
Waals, hydrogen bonding, � � � ) and the functional group con-
centration are of paramount importance in controlling parti-
cle morphology. The variety of different types of connections
which have been investigated have indeed demonstrated the
possibility to achieve different degrees of control over the
assembly process. Thin polymer layers or nanoparticles can
be deposited on the seed surface depending on the affin-
ity between the organic and inorganic entities. Each partner
obviously plays an active role in this process by directing

their dual association by means of complementary function-
alities. Preformed organic and inorganic particles can also
be connected this way into “supracolloidal” architectures.
Templating of polymer latexes with minerals also provides

a versatile way for the elaboration of nanocomposite col-
loids and capsules using either organic or hybrid particles
as sacrificial templates. The general LbL nanocoating strat-
egy gives access to tailor-made, reproducible, and optimized
systems for biotechnological applications. Among the advan-
tages is the possibility to manipulate the size and perme-
ability of the capsules. One major limitation, however, is the
time consuming elaboration process of the shell membrane.
To this respect, direct inorganic polymerization techniques
offer alternative strategies to grow smooth and controlled
mineral oxide layers on organic templates. We also described
in this work the use of block copolymer and surfactant
assemblies into vesicles and related aggregate structures to
produce nanocomposite colloids and small permeable cap-
sules. These hollow spheres can be additionally loaded with
metal ions and provide confined spaces for further chemi-
cal reactions. The copolymers can also be designed to carry
recognition groups and affinity ligands to be directed toward
specific target sites. Supramolecular assemblies and their use
as structure directing agents is a very broad field of research,
and only a limited number of examples have been presented
here.
Hybrid colloids with interpenetrated organomineral net-

works also constitute a real challenge. Not only can the
mechanical and physical properties of these materials be
significantly enhanced, but new, unexpected properties can
also arise from the intimate association of the organic and
inorganic components. The preliminary investigations in this
field are promising but further knowledge is needed to
develop this new area of research.
Obviously, the synthesis of organic–inorganic colloids has

opened interesting perspectives in the field of colloidal sci-
ence. It can be expected that these early achievements will
see further expansion and find extensive development in
the near future. For example, the elaboration of multi-
scale nanocomposite particles with complex morphologies
and containing colloids of different nature could provide a
new class of materials and expand the range of properties
that can be achieved in the field of nanotechnologies. To
this end, a variety of inorganic compounds having different
sizes and shapes could be used as precursors from layered
silicate, nanofibers, and colloidal metals to ordered meso-
porous silica and other related materials. These multicom-
posite colloids additionally could be assembled into higher
hierarchical superstructures to fabricate novel types of sen-
sor devices with optical or electro-optical properties.

GLOSSARY
Colloidal nanocomposites Particles which are inhomoge-
neous in composition and contain at least two incompatible
domains.
Colloids Organic and/or inorganic particles stabilized in a
suspension medium and which have at least in one direction
a dimension in the colloidal range (i.e., comprised roughly
between 1 nm and 1 �m).
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Core–shell particles Nanostructured colloids comprised of
at least two phases, one of which is in the center (core) and
the other which forms a concentric outer layer (shell).
Heterocoagulation The interaction of unlike colloidal par-
ticles (e.g., for instance organic and inorganic colloids) with
different sign of charge by means of electrostatic attraction.
Latex A colloidal dispersion of polymer particles in a liq-
uid phase (water, alcohols, or organic solvents). Surfactants
or polymeric dispersants are typically used to stabilize the
suspension.
Living free radical polymerization (LFRP) Controlled/
living free radical polymerization techniques that allow the
formation of organic polymers with controlled molecular
weights and narrow molecular weight distributions.
Miniemulsion Oil in water (O/W) or water in oil emulsions
in which the diameter of the disperse phase is typically in the
range from around 50 to 500 nm. The emulsion droplets are
stabilized against diffusion degradation (Ostwald ripening)
by a molecule contained in the disperse phase. This com-
pound is typically a water-insoluble substance in case of the
O/W miniemulsions.
Nanocapsules/Hollow particles Core–shell particles of col-
loidal dimension wherein the core is a liquid (nanocapsule)
or a gas (hollow particles).
Nanostructured colloids Multicomponent particles which
have been designed in an attempt to obtain specific struc-
tures.
Polymerizations in multiphase systems Organic and or
inorganic polymerizations (including free radical processes,
organic and inorganic polycondensations) resulting in the
formation of organic and/or inorganic polymer particles sus-
pended in a liquid phase.
Self-assembly The assembly of molecules and/or polymeric
substances into micelles, vesicles, and related aggregates.
Polymers and or modifying agents, for instance polyelec-
trolytes and silane or organothiols, can also be assembled
onto colloidal templates giving rise to molecules and/or
macromolecules surrounding (covering) the core material.
Colloids can also be assembled into aggregates of controlled
shapes and size (e.g., with for instance raspberrylike mor-
phologies) the process of which is most often known as
heterocoagulation.
Silane coupling agents Organosilane molecules (halides
or alkoxydes) of the type R4−nSiXn (n = 1 − 3, X = halide
or OR′) carrying an organic functionality R useful for the
derivatization of inorganic materials. R is typically a thiol,
an amine, an epoxy, or a methacryloyl group.
Sol–gel nanocoating Formation of inorganic coatings on
templates (for instance polymer particles or any other sub-
strate) by the polycondensation/precipitation reaction of
metal alkoxides and/or metal salts through the sol–gel route.
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1. INTRODUCTION
Nanotechnology has emerged as one of the most exciting
fields in science and engineering in recent years. Major
academic institutions as well as industries around the
world have opened exclusive centers to focus on nanoscale
research as a part of miniaturization in devices. The trend in
miniaturization had been foreseen forty years ago by Feyn-
mann in the most often quoted text of his lecture, “There’s
plenty of room at the bottom” [1], in which he intuitively
suggested the idea of storing bits of information in atomic
dimensions. The predictions of Feynmann were partly real-
ized when information storage at such a minute scale was
made possible in two dimensions using a scanning tunnel-
ing microscope (STM) [2]. In particular, the field of elec-
tronics has focused on the fabrication of scaled-down data
storage devices to meet the predictions of Moore’s law [3].
The rapid advancements in feature size reduction in elec-
tronic circuits can be attributed partly to the successful
implementation of a wide variety of nanostructured mate-
rials in various devices. Now at the dawn of the new cen-
tury, nanotechnology has become the most fascinating area
of research, as it encompasses almost all fields of science
and engineering. For instance, in biomedical applications, it
has been found that nanotechnology has a major role to play
in medical diagnostics and drug delivery as demonstrated
by the investigations into nanocrystal fluorophores for imag-
ing, nanoscale biodevices as sensors, and nanobubbles for
drug delivery [4–7]. A novel concept termed “nanoclinic”

in medical diagnostics refers to exploitation of the unique
properties of oxide nanoparticles for biomedical applica-
tions. A typical example of a “nanoclinic” is the iron oxide
(Fe2O3� nanoparticles encapsulated by silica shell, which can
be used in contrast magnetic resonance imaging in medi-
cal diagnosis [8]. There are also examples of biomolecules
being used for the derivatization of nanoparticle surfaces to
form novel nanostructures [9]. Moreover, the presence of a
large number of cavities and bonded networks that result
from intra- and intermolecular interactions in biomolecules
make them attractive templates for developing technologi-
cally useful nanomaterials [10].

1.1. Size and Dimensionality

Nanomaterials have unique features that are suitable to a
variety of industrial applications. To examine these features,
let us consider the definition of the term “nanomaterial.”
A material can be termed as a nanomaterial if one of its
linear dimensions is less than 100 nm. In other words, at
least in one dimension, the size of a nanomaterial is in
between the sizes of atoms and bulk materials, which results
in size- and dimension-dependent unique material proper-
ties. By taking into consideration the metastable nature of
the nanomaterial, defining the size limits for the formation
of a stable nanocrystal would be difficult. However, it is pos-
sible to define the tentative size limits for nanomaterials with
the lowest limit corresponding to the clusters of molecules
having sizes on the order of 1 nm or even less. The high-
est size limit would correspond to a few crystallites (grains),
forming a nanoparticle of dimension close to 100 nm. As
the grain size approaches the particle size, we have single-
crystal nanoparticles. However, depending on the dimen-
sion in which the size-effect on the resultant property
becomes apparent, the nanomaterials can be classified as
zero-dimensional (spherical nanoparticles of ∼5 nm diam-
eter), one-dimensional (quantum wires), two-dimensional
(thin films), or three-dimensional (nanostructured material
built of nanoparticles as building blocks) [11]. The schematic
diagram in Figure 1 illustrates the typical dimensional char-
acteristics of nanomaterials. In this chapter, we intend to
focus on the recent developments in synthesis, spectroscopic
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Figure 1. Schematic illustration of dimensionality in nanostructured
materials: zero-dimensional nanoparticles (0-D), one-dimensional
nanowires (1-D), two-dimensional nanostructured thin films (2-D), and
three-dimensional nanostructure (3-D).

characterization, properties, and industrial applications of
oxide nanoparticles and nanostructures.

1.2. Selection of Synthesis Route

The drive for finding novel routes for the synthesis of
nanomaterials has gained considerable momentum in recent
years, owing to the ever-increasing demand for smaller par-
ticle sizes. In particular, controlling the microstructure at
the atomic level has been of great multidisciplinary interest
to fields such as physics, chemistry, materials science, and
biology.
Nanomaterials and related devices can be classified into

three major categories, and suitable preparative routes
are identified depending on the desired resultant struc-
ture as proposed by Gleiter [12]. i) The first category of
nanomaterials consists of isolated, substrate-supported, or
embedded nanoparticles, which can be synthesized by phys-
ical vapor deposition (PVD); chemical vapor deposition
(CVD); inert gas condensation; aerosol processing; precipi-
tation from supersaturated vapors, liquids, or solids; or rel-
atively novel routes such as ultrasonication. Nanostructured
metal oxide catalysts [13] and electronic devices incorpo-
rating quantum dots [14] are examples wherein this class
of nanoparticles have been employed. ii) The second cat-
egory refers to materials having a thin nanometer-sized
surface layer, which can be processed by techniques such
as PVD, CVD, ion implantation, or laser ablation. The
major advantage associated with these techniques is that
the processing parameters can be suitably tuned to obtain
a nanometer-sized surface layer. A recent study demon-
strates the formation of a self-organized and ordered oxide
nanostructure on the surface of nonstoichiometric metal
oxides under ultra-high vacuum deposition conditions [15].
The self-organization and chemical self-assembly are also
emerging as very important techniques for the deposition
of materials layer-by-layer with controlled particle size and
composition [16–18]. A single protective layer grown on
the surface of bulk materials also provides enhanced sta-
bility, such as lower susceptibility to corrosion [19, 20].

iii) Three-dimensional (3-D) materials having nanometer-
sized grains belong to the third category. The crucial aspect
related to the processing of these materials is control of
the chemical composition and the grain size. For exam-
ple, the metastable 3-D nanostructures such as glass, gels,
supersaturated solid solutions, or implanted materials can be
prepared by quenching the high-temperature phases at equi-
librium to the room temperature. The quenching helps to
freeze the disordered structure with the composition varying
on an atomic scale. Nanostructured-glass ceramics, which
belong to the category of metastable three-dimensional
nanostructures, have been studied with immense interest in
recent years because of the potential engineering applica-
tions [21]. Another type of material that belongs to this
group is a three-dimensionally ordered solid having build-
ing blocks as nanocrystals [22]. The microstructures of such
solids comprise crystals with varying orientations separated
by interfaces, which may be coherent, semicoherent, or
incoherent. The ideal preparative route for such structures
would involve the optimization of the processing conditions
to ensure the formation of a microstructure with controlled
grain growth so that the unique properties of the nanobuild-
ing blocks are preserved.

1.3. Microstructure

As the particle size is scaled down to a few nanometers,
the constituting atoms exhibit highly defective coordination
environments. Most of the atoms have unsatisfied valences
and reside at the surface. In short, microstructural features
such as small grain size, large number of interfaces and grain
boundary junctions, pores, and various lattice defects that
result from the chosen routes for their synthesis contribute
significantly to the unique physical and chemical properties
of nanomaterials [23–25].

1.3.1. Grains
Grains are crystallized domains that combine to form a
larger polycrystalline particle. Except for a single-crystal
nanoparticle, in which the grain size and the particle
size are identical, the nanoparticles have randomly ori-
ented grains. The atomic planes within a grain can be
directly imaged using high-resolution transmission elec-
tron microscopy (HRTEM) [26–30]. For example, it has
been demonstrated that HRTEM characterization provides
a clear insight into the grain structure for a cluster-deposited
nanophase material [28]. The size distribution of the clus-
ters formed in the gas-condensation method is very narrow
(±25% Full-width at half maximum (FWHM)) as evi-
denced by a dark-field TEM study for cluster-consolidated
nanophase TiO2. However, methods such as mechanical
activation and crystallization result in a broader grain size
distribution [27].
The higher density of the consolidated nanophase mate-

rial as compared to the theoretical density (74%) of pow-
der compact may be attributed to the filling up of the
pores by the enhanced diffusion, which arises out of an
extrusion-like deformation in the consolidated nanophase.
This process has been experimentally verified by the STM
and the atomic force microscopy (AFM) studies on metal
nanoparticles [31]. The grains of the consolidated nanophase
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materials do not exhibit any preferred orientations in con-
trast to the micrograined samples. The random orientations
of the grains in nanophase suppress the dislocation motion
in these materials.

1.3.2. Interfaces
In order to account for the unique properties of nano-
materials, it is imperative to understand the interface
characteristics, perhaps on an atomic scale. In nanomaterials,
the randomly oriented crystals have incoherent interfaces
where the atoms are far from being in a perfect order, as in a
lattice. The misfit among the crystals also results in the mod-
ification of the grain boundary atomic structure by reducing
the atomic density and altering the coordination numbers
of the atoms. The characterization of the Fe-containing
nanomaterials by Mossbauer spectroscopy revealed the grain
boundary structures of these materials with defective coordi-
nation environments compared to a perfect lattice [32]. The
defective coordination environments also make the atoms at
the interface more reactive. In other words, the relatively
positive enthalpies and Gibbs energies associated with the
formation of nanocrystalline ceramic oxides can be attributed
to the reactive surfaces or interfaces present in the samples
[33, 34]. The quantitative determination of the thermody-
namic parameters may help to correlate the size of the nano-
particles to the degree of metastability and the crystal struc-
ture. For instance, in the case of oxide ceramics, which are
known to crystallize in systems different from that of the bulk
(e.g., cubic BaTiO3 [35], tetragonal ZrO2 [36], monoclinic
Y2O3 [37], and �-Al2O3 [38, 39]), a quantitative estimation
of the thermodynamic parameters for the nanocrystalline
state would provide much needed insight into the resultant
microstructure, as well as the hierarchy of transition states
[34]. The parameter, strain, may also govern the stability of
the finely divided particles, as it has been found that the pres-
ence of large number of interfaces in a nanomaterial leads to
the generation of intrinsic strain in nanosized particles [40].
Apart from the intrinsic strain, the method of preparation
may induce an extrinsic strain in these materials. The line
broadening obtained by X-ray diffraction helps to estimate
the strain present in the sample [41].

1.3.3. Defects
Siegel et al. [26], Eastman et al. [42], and Balachandran
et al. [43] have demonstrated the cluster deposition method
for the synthesis of metal oxide nanoparticles. One of the
major issues during such processing is to minimize the for-
mation of defects, which can be done by annealing the
sample at a suitable temperature in a chosen atmosphere.
It has been found that annealing at a fixed partial pres-
sure of oxygen would compensate the oxygen vacancies
in metal oxide nanophase samples. The increase in oxy-
gen permeability through the nanophase material can be
attributed to the highly defective surfaces of the metal oxide
nanoparticles, which eventually provides easy pathways for
the oxygen diffusion. For instance, the nonstoichiometry
in the as-prepared nanophase TiO2 (TiO1�89� samples caused
the broadening and the shifting of Raman bands, but could
be oxidized to stoichiometric TiO2 without a change in
nanometer grain size (∼12 nm) when annealed in oxygen

atmosphere [44–46]. It has been experimentally verified that
the defects such as dislocations are rare in nanoparticles
[28, 47, 48]. The reason for the lack of dislocations in
nanophase materials can be attributed to the image forces
in the finite atomic ensembles that pull the dislocations out
of the grains. The absence of dislocations also affects the
mechanical properties of nanoparticles [49].

1.3.4. Pores
Porous solids have been recognized as an important class of
materials that can find applications in various fields [50–52].
Therefore, the determination of porosity in a consolidated
solid product has become very relevant in recent times.
Upon consolidation, the nanoparticles form a porous struc-
ture, which can be characterized by positron annihilation
spectroscopy (PAS) [26, 53, 54], Archimedes densitometry
[55], porosimetry [56–58], and small angle neutron scattering
(SANS) [59]. The percentage of porosity varies from ∼5%
to ∼25% in nanophase materials. The value is higher for
the consolidated oxide nanoparticles compared to the metal
nanoparticles. The pore sizes obtained from the various
measurement techniques mentioned above have dimensions
comparable to the grains of the ceramic. Pores are usu-
ally associated at the triple junction grain boundaries with
interconnected structures and intersections at the surface.
The consolidation of nanoparticles at elevated temperature
would uniformly remove the porosity without significant
increase in the grain growth. The porosity also enhances the
diffusion in nanophase ceramics. However, the diffusion rate
would tend to be lower for the high-temperature-sintered
fully dense ceramic. For example, the diffusion of Hf in
sintered nanophase TiO2 has been suppressed after the
densification [60]. In the case of fully dense nanomaterial,
the diffusion of the impurity atoms is mostly through the
grain boundaries. Doping of oxide nanomaterials with vari-
ous types of dopants enables tuning of the properties to fit
in a variety of applications. This has been a major area of
research in recent years.

1.4. Size Effects on the Properties
of Oxide Nanoparticles

In this section, we summarize the important consequences of
size reduction on various properties of oxide nanoparticles.
Over the years, numerous studies have been carried
out to understand the interesting properties exhibited
by nanomaterials [61, 62]. Careful examinations of the
microstructure and the atomic structure of nanomaterials
supported by strong theoretical understanding of the phe-
nomenon under investigation are required in order to arrive
at a satisfactory explanation for the observed character-
istics. For example, in the case of electrically conducting
nanoceramics, microstructure effects such as highly defec-
tive grain boundaries have been found to have a great influ-
ence on the resultant characteristics. At reduced grain sizes,
the interfacial contribution dominates the total conductiv-
ity. Theoretically, the enhancement in electrical conduc-
tivity is predicted for nanosized conducting ceramics as a
result of space charge contribution from the interfaces [63].
The experimentally obtained value of the enhanced con-
ductivity of the nanocomposite AgI:Al2O3 [64] could be
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explained based on the interfacial and the space charge
effects. Increase in conductivity has also been observed in
nanocrystalline CeO2 [65] and Y2O3-stabilized ZrO2 [66].
Size effects play a crucial role in influencing the domain-

dependent magnetic and dielectric characteristics. As the
particle size of the oxide is progressively reduced to nano-
dimensions, the size ultimately becomes identical to that of
a single domain in which the magnetic or dipole moments
are aligned. At this critical size, the magnetization or the
polarization is no longer nonlinear in the presence of an
applied field with the disappearance of hysteresis loops.
For example, the critical size for �-Fe2O3 and ferroelec-
tric PbTiO3, which exhibit distinctly different behaviors
compared to larger particles, is about 8 nm [67, 68]. How-
ever, the critical size may vary depending on the process-
ing history of the sample, which will be discussed in detail
while considering size-dependent properties in a subsequent
section in this chapter.
Another interesting effect is size quantization in semicon-

ducting nanoparticles [69]. As the sizes of the semiconductor
particles are reduced to dimensions (<5 nm) comparable
to an exciton diameter, the energy gap between the valence
and the conduction band increases. Consequently, the opti-
cal absorption shows a blue shift. For example, semicon-
ducting ZnO nanoparticles exhibit a blue shift in the optical
spectra due to quantum size effect [70].
Reduction in particle size also enhances self-diffusion,

solute diffusion, and solute solubility in nanomaterials.
Enhanced diffusivity and solubility can be attributed to
defective atomic coordination at the grain boundaries in the
nanocrystals [23]. The higher fraction of the grain bound-
aries in nanocrystals also results in higher values of specific
heat compared to conventional polycrystals [71]. Consoli-
dated TiO2 nanoparticles have improved mechanical prop-
erties such as hardness comparable to the coarse-grained
TiO2 [72]. The improved ductility of a brittle ceramic oxide
when prepared in nanocrystalline form is worth noting. The
enhanced interdiffusion among the grains in nanocrystals
helps the grain boundaries slide by one another, thereby
improving the ductility [73].

1.5. The Need for High Surface
Area Nanomaterials

High surface area (300–2,000 m2/g) is an important fea-
ture of nanosized and nanoporous materials, which can
be exploited in many potential industrial applications, such
as separation science and catalytic processing, because of
the enhanced chemical reactivity [74, 75]. The major drive
is to develop inexpensive materials that exhibit superior
properties. High surface area nanomaterials have already
been used in applications that require rapid and responsive
sampling, selective separations, high throughput catalytic
processing, enhanced chemical activity, or 3-D packaging
of supported or entrained nanoscopic structured species
[76–78]. The detection sensitivities of the high surface areas
lie in the range of parts per billion on a short time scale. This
enables rapid sampling and chemical processing of large vol-
umes of reactants. By controlling the pore sizes or surface
structures at the nanostructure level (<1 Å), several orders

of enhancement in separation or catalytic process selectiv-
ities can be realized. Magnetic high surface area materials
for oxygen separation and optically transparent high sur-
face area monoliths (films, spheres, fibers) for chemical sen-
sor applications [79–82] are some of the industries where
high surface area materials such as nanostructures and
nanoporous materials have potential applications. Figure 2
illustrates the pore formation in silica glass (SiO2� [83]. The
dimensions of the pores are on the order of a few nano-
meters. High surface area nanostructures should be char-
acterized to determine certain figure-of-merit variables that
are relevant in a variety of applications. Some of the impor-
tant variables are the void space in the case of porous struc-
tures for molecular recognition, transition state lifetimes,
sorption and the desorption rates in the case of catalytic
processes, surface activity, chemical and the mechanical sta-
bility, defect, and interface properties in the case of synthesis
and tuning of the properties of composites.
High surface area materials are also useful in the prepa-

ration of metastable phases by creating the necessary inter-
faces for the stability of processed composites, as well as
promoting the thermal transport in low-density packaging.
The major challenge is to fabricate the appropriate form of
the nanostructure, for example, in thin film forms, fibers, or
microspheres for the desired applications. After the selec-
tion of the appropriate structure, the nano-building units
have to be carefully assembled to obtain multidimensional
control of their properties. This, undoubtedly, is one of the
most exciting areas in materials technology [84, 85].

1.6. Relevance of Nanoparticles
in Device Fabrication

Nanoparticles form the basic building unit for 3-D nano-
structures, which can be considered as primary components
in nanostructure-based devices. For the successful fab-
rication of nanostructure-based devices, the synthesized
nanostructures have to be suitably incorporated to device
structures. The ultimate objective of the modern day
industry is to fabricate cost-effective, nanostructure-based,
miniaturized devices with superior characteristics. For

Figure 2. Nanopore formation in SiO2-glass sintered at 1000 �C for
10 min [83].
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instance, nanostructure-based memory devices have high
information storage and computational capacity. These
characteristics result from the packing density and the short
information transit time from site to site. For optical appli-
cations, a wide range of nanostructure-based optical sources
that include high performance lasers to general illumina-
tion can be fabricated. These industrial requirements can
be accomplished by selecting an appropriate fabrication
method of functional nanostructures with controlled size,
shape, and composition. However, assembling nanoparticles
to form a nanostructure is a complex process. Numerous
research groups are working out different synthetic strate-
gies to find economically affordable ways for fabricating
the nanostructures and simultaneously preserving the supe-
rior characteristics of the basic building units (the nano-
particles) in various devices. For example, self-organization
and chemical self-assembly are promising techniques that
provide inexpensive routes for the fabrication of nano-
structures [16–18]. In the immediate future, one can expect
the miniaturization revolution in device fabrication to reach
its peak in various industries. However, a recent study pre-
dicts that there is an optimum limit for miniaturization,
beyond which the second law of thermodynamics no longer
holds [86]. The study is significant as it implies a possible
device breakdown at molecular or atomic scale because of
energy accumulation.
Oxide nanoparticles are of particular interest in the fab-

rication of electronic devices based on the ultra-large scale
integration (ULSI). Integrated circuits become more and
more complex with increasing layers of metallization and
interlayer dielectrics. This has led to the search for a method
to planarize the wafers between the deposition and the pro-
cessing steps. The method adopted is chemical mechani-
cal polishing (CMP), which involves pressing the Si wafers
against a polishing pad in the presence of colloidal slurries
of metal oxides such as SiO2, Al2O3, CeO2, or ZrO2. The
size, shape, surface chemistry, and stability of the oxide par-
ticles govern the efficiency of the process. The CMP process
has turned out to be an important step in the semiconductor
industry [87].

2. SYNTHESIS
Prior to the synthesis of a nanophase material, the size and
the dimensional features of the material to be prepared have
to be defined. Accordingly, a suitable preparative method
can be adopted. This is very crucial because the particle
size, dimensionality, and composition govern the resultant
properties of the nanostructured materials that are assem-
bled from nanoparticles as building units in order to achieve
certain desired properties. For instance, the fascinating elec-
tronic, electrical, optical, catalytic, thermal, and mechani-
cal properties of the nanoparticles and the nanostructured
materials have triggered enormous multipronged research
activities in recent years in this area.
Several methods have been developed over the years for

the synthesis of nanomaterials. The various routes include
synthesis using liquid, solid, or gas phase precursors, which
come under physical or chemical processing. The major
issues for the synthesis of nanoparticles are i) the control of
the particle size and composition, and ii) the control of the

interfaces and the distributions of the nanobuilding blocks
within the fully formed nanostructured materials.
The oxide nanomaterials are of interest in a variety of

structural and functional applications. The advantages of
equiaxed, dispersive, submicron ceramic oxide particles with
a narrow size distribution have been discussed much before
the onset of the present nano era in materials research [88].
Typical nanoparticles are agglomerates of several primary
particles. The agglomerates are termed as secondary par-
ticle. The secondary particle size is obtained by scanning
electron microscopy (SEM), whereas the X-ray line broad-
ening helps to estimate the primary particle size or crystallite
size. Minimizing the agglomeration and deriving the prop-
erties exclusive to the primary particles are the important
objectives in the synthesis of oxide nanoparticles. In the sub-
sequent sections, important methods for the preparation of
oxide nanoparticles are described.

2.1. Gas Phase Condensation Methods

The production of nanoparticles by condensation of gaseous
precursor molecules generally comes under the category of
aerosol processes [89, 90]. For the synthesis of nanoparticles
or ultra-fine particulates (particle size <100 nm), the gas
phase condensation is a suitable method. The initial step in
this process is the formation of gaseous precursor molecules
by a suitable physical or chemical method in aerosol reac-
tors [91–95]. The precursor molecules then react in the
vapor phase to form tiny nuclei of the desired phase (gas-
to-particle conversion). The size of a typical nucleus thus
formed has dimensions comparable to that of a molecule
of a refractory oxide. Subsequently, the primary particles
undergo collision and coalescence to form aggregates, which
in turn form agglomerates held together by the weak van der
Waals forces [96, 97]. The method is suitable for the pro-
duction of nanoparticles in laboratories as well as in indus-
tries. The mechanism involved in the gas phase condensation
process allows one to link the properties of gaseous precur-
sor to the nanoparticles formed. The important parameters
involved in the processing are time, temperature, and the
amount of particles produced per unit volume. The decisive
characteristics of the prepared nanoparticles include the size
distribution of the primary particles, the grain boundaries,
the pore sizes, the defect concentrations, and crystallinity.
Apart from these characteristics, the fractal dimension of the
aggregates and the particle bond energies are also of inter-
est for investigation. The various methods used for the gas
phase condensation of oxide nanoparticles are summarized
as a block diagram in Figure 3 [98]. We discuss two impor-
tant preparative routes—flame processing and laser ablation
and related techniques such as sputtering for oxide nano-
particles. The microwave plasma-assisted chemical reactions
in the gas phase for the preparation of oxide nanoparticles
will be described in a subsequent section on microwave
plasma processing.

2.1.1. Flame Processing
Oxide nanoparticles are produced commercially on a large
scale in a flame reactor [94, 95]. The precursor in vapor
phase is fed into a reactor in the presence of oxygen
and ignited. The burning step may also take place in
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Figure 3. Methods used for gas phase condensation of nanoparticles.
Reprinted with permission from [98], T. T. Kodas and M. J. H.
Smith, “Aerosol processing of materials,” Wiley-VCH, New York, 1999.
© 1999, Wiley.

other gaseous atmospheres such as inert gas, hydrogen, or
methane. The schematic diagram for the particle formation
in a flame reactor is shown in Figure 4 [98], which illustrates
the eventual formation of nanoparticles through collision,
coalescence, and agglomeration in an aerosol reactor. Tem-
peratures as high as 1200–2500 K can be achieved in a typi-
cal flame reactor. The method is commercially used for the
production of industrially useful silica (SiO2� from silicon

Agglomeration (post-flame

particle growth)

Flame

Chemical reaction and
monomer formation

Precursors

Figure 4. Schematic representation of particle formation in a flame
reactor. Reprinted with permission from [98], T. T. Kodas and M. J. H.
Smith, “Aerosol processing of materials,” Wiley-VCH, New York, 1999.
© 1999, Wiley.

tetrachloride vapor. It is also important to correlate the par-
ticle size of the material produced to the processing condi-
tions and the material properties in order to standardize the
production method for the nanoparticles. The particle size
and the surface area of the oxide can be tuned by adjusting
the process temperature. The lower the process tempera-
ture, the smaller the particle size and larger the surface area.
The sizes of the oxide nanoparticles that are produced using
the aerosol technique fall in the range of 7 to 27 nm. Other
examples of oxides prepared using aerosol process are Al2O3
and TiO2 from AlCl3 and TiCl4, respectively.
Large-scale production of nanoparticles in industrial

aerosol generators is governed by particle collision and
coalescence. Industrial flame reactors are operated at high
particle concentrations, which result in high rates of particle
collisions. The particle size of the product is determined by
the rates of the particle collision and the subsequent coales-
cence. The collision/coalescence mechanism for the particle
formation is based on a series of steps assumed to proceed
as follows [96, 97]: i) transformation of gaseous precursors
to condensable molecules, ii) formation of a cloud of sta-
ble nuclei from condensable molecules, iii) coalescence of
the stable nuclei to form larger particles, iv) formation of
the agglomerates of the phase, and v) coalescence within the
agglomerate.
The above five steps may proceed either step by step

or simultaneously at a faster rate. The monomer molecules
produced from the precursor coalesce to form a primary
particle. The size of the primary particle, which is formed
as a result of the coalescence of the monomer molecules,
depends on the temperature/time history of the process.
For example, at a high temperature, the enhanced coa-
lescence leads to the formation of the particle agglomer-
ates with reduced specific surface area, whereas at a low
temperature, with the slower coalescence rate fractal-like
agglomerates are produced with a high specific surface area.
The size of the primary particle also depends on the dif-
fusion characteristics of the material; the higher the diffu-
sion coefficient, the larger the primary particle size. Also,
the solid-state diffusion being a thermally activated process,
high temperature heat treatment enhances the formation of
larger particles with minimum surface area.
In the processing of ceramic powder compacts, one should

have a clear understanding of the bond energies and the
agglomerate rigidity of the particles. After deriving sufficient
experimental evidence for agglomeration, the processing
conditions can be optimized for obtaining desired particle
characteristics. The processing can also be tuned as a func-
tion of temperature, from which the activation energy for
the process can be estimated.

2.1.2. Laser Ablation and Related Methods
Recently, researchers have developed a laser vaporization
technique to synthesize nanoparticles of controlled particle
sizes and compositions [70, 99–102]. The technique involves
the vaporization of a target using pulsed laser, which is
then followed by controlled condensation in a diffusion
cloud chamber under well defined conditions of temperature
and pressure. A wide variety of metal oxides, carbides, and
nitrides can be synthesized in nanoscale dimensions using
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this technique. The process of laser ablation is schematically
illustrated in Figure 5 [98].
An ArF excimer laser (� = 193 nm) can be used for the

ablation of the target. The sintered pellet that can be used
as a target is mounted on a rotating target holder in the
ablation chamber and is rotated during the laser irradiation.
The sputtering technique can also be used to prepare nano-
particles from a preformed solid target. Nanoparticles are
collected on a selected substrate such as carbon-coated mica,
quartz glass, and silicon wafers at room temperature. The
substrate is placed at an off-axial position in order to sup-
press the deposition of the droplet-like large particles and
collect the monodispersed nanoparticles. The background
gas pressure can be varied from 0.133 Pa to 13.3 kPa of
Ar gas.
By varying the ablation pressure, the morphology of the

nanoparticles can be controlled. Sasaki et al. [103], Li et al.
[104], Koshizaki et al. [105], and Zbroniec et al. [106]
have investigated in detail the dependence of the particle
morphology on the ablation pressure. They observed that
the deposited products have morphologies that are typi-
cally dependent on the different pressure regions of Ar at
200 mJ/pulse. At a pressure of 26.7 Pa and below, a contin-
uous film formation was observed on the substrate, whereas
the nanoparticles of sizes in the range 2–9 nm formed under
higher values of gas pressures in the range 66.7 Pa to 133 Pa.
Upon increasing the gas pressure to about 1.07 kPa and
above, the sizes of the primary particles did not change.
However, the higher values of gas pressure affected the sizes
of the aggregates. The formation of the aggregates indi-
cated that the nanoparticles when formed in the gas phase
undergo collisions with gaseous molecules dissipating their
kinetic energy. A similar dependence of nanoparticle mor-
phology has been reported for cobalt oxide nanoparticles
[104]. Interesting observations were also made on the evo-
lution of various cobalt oxide phases as a function of gas
pressure using X-ray diffraction.

Agglomeration

Laser Plume

Target

Vapor

Particle formation
during cooling

Figure 5. Schematic diagram to illustrate particle formation during
laser ablation. Reprinted with permission from [98], T. T. Kodas
and M. J. H. Smith, “Aerosol processing of materials,” Wiley-VCH,
New York, 1999. © 1999, Wiley.

The mechanism leading to the formation of thin films,
nanoparticles, and aggregates can be sequenced against
increasing gas pressure [104–106]. At low pressure, the
ablated molecules have larger available volume for expan-
sion. Molecules have higher kinetic energy with fewer col-
lisions in the gas phase. But as the ambient gas pressure
increases, the number of collisions between the metal and
the oxygen species in the gas phase increases, leading to the
formation of primary nanoparticles. With further increase in
the ambient pressure, the primary particles lose their kinetic
energy due to frequent collisions, resulting in the quench-
ing of the nanophase. The small nanoparticles stick together
by weak van der Waals forces to form nanoparticle agglom-
erates. The recent advancements in the laser ablation pro-
cess indicate that nanoparticles with desired microstructure
and properties can be synthesized by suitably optimizing the
experimental conditions.

2.2. Microwave Plasma Processing

Microwave plasma processing has emerged as a major pro-
cessing route for oxide ceramics [107–109]. The method is
attractive because the kinetic and thermodynamic barriers
that are usually encountered in conventional solid-state syn-
thesis can be overcome with a short processing time. The
faster reaction rate may be attributed to the reverse heat-
ing profile during the exposure of reactants to microwaves
as compared to conventional furnace heating. Moreover,
the basic reaction mechanism involving various species in
the microwave plasma can be exploited for the synthesis of
nanophase oxide powders [108, 110–114]. The compound
forms when energy transfer occurs between the electrons
and the other species in the plasma. Stable plasma can be
achieved in a microwave cavity by reducing the pressure,
thereby controlling the collision frequency to less than the
source frequency (2.45 GHz and 0.915 GHz) [115]. The
parameters that decide the energy transfer between the elec-
trons and the neutral or ionized species in the plasma are the
frequency of the source and the number of collisions made.
A recent thermodynamic study on the oxidation of silver in
oxygen-microwave plasma indicates that the gaseous species
in the plasma have very high chemical potentials, which are
equivalent to normally unattainable high pressures of neu-
tral diatomic oxygen (∼1010 MPa) [116]. This extraordinarily
high thermodynamic driving force in the microwave plasma
can be exploited for the synthesis of a wide variety of nano-
scale metastable materials.
The precursor used for the preparation of nanophase

oxide powders can be a homogeneous solution or a gaseous
precursor. The precursor solution is introduced into the
microwave cavity through a nozzle [117]. Both aqueous and
nonaqueous solutions are used for the synthesis of oxide
powders. The aqueous precursor solution is usually a nitrate
solution containing the metal ions of the desired phase [112].
Water, being highly polar, absorbs the microwaves quickly
and evaporates from the precursor solution. The residual
material, upon further exposure to the plasma, reacts with
the oxygen species in the plasma. This results in the for-
mation of fine metal oxide particles. The technique has
been used for the preparation of some model binary oxides
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such as zirconia (ZrO2�, alumina (Al2O3�, or solid solu-
tion between them. It is interesting to note that the nano-
crystallites of metastable cubic zirconia (ZrO2� complex
solid solution with 3% Y2O3 and 20% Al2O3 could be pro-
cessed at a much lower temperature in a short amount of
time compared to the conventional high-temperature solid-
state synthesis [108]. Nonaqueous solutions such as metal
halides can also be used as precursors for the processing of
nanopowders. For example, for the synthesis of ZrO2 pow-
ders, the nonaqueous solution can be ZrCl4 in CH3CN [108].
The various steps involved in the processing of oxide nano-
particles from a nonaqueous halide solution are vaporization
of the solvent in the plasma, evaporation of the metal halide,
oxidation of the metal halide, and formation of the oxide
powder particles by agglomeration. The particle sizes of the
oxides formed depend on the final temperature of the oxida-
tion, which implies that at a higher oxidation temperature,
larger zirconia particles are produced.
In order to reduce the processing complexities of using a

precursor solution for the synthesis of oxide nanoparticles,
high vapor pressure metal halide can be directly exposed to
microwave plasma in an oxidizing atmosphere. This ensures
better homogeneity, as the reactant species are all in the gas
phase. The ionized gaseous species in the plasma reacts with
the metal halide vapors and promotes oxidation, resulting
in the formation of fine metal oxide particles. Synthesis of
single crystalline cubic ZrO2 nanoparticles of sizes ∼4 nm
with a narrow size distribution have been realized by this
method [108].

2.3. Hydrothermal Synthesis

Hydrothermal synthesis involves the exploitation of the
properties of water under high pressure and temperature
for the preparation of fine powders of advanced ceramic
oxides [118]. The typical values of the reaction tempera-
tures are between the boiling point of water and the critical
temperature of 374 �C and pressures up to 15 MPa. How-
ever, continued revision of the process has led to high tem-
perature hydrothermal processes at greater pressures [118].
The advantage of the hydrothermal method over other solu-
tion routes is that the final product readily forms at a
low temperature without calcination. Fine crystallites of the
desired phase with excellent composition, morphology con-
trol, powder reactivity, and purity can be obtained using the
hydrothermal method [119].
The precursor sol is prepared from oxides, hydroxides,

nitrates, or halides of the corresponding metallic elements.
The prepared sol is subjected to hydrothermal synthe-
sis, which is carried out in a high-pressure apparatus or
hydrothermal bomb (autoclave) [120]. The basis of the tech-
nique is the enhanced solubility of the precursor in water
under hydrothermal conditions, which ensures the forma-
tion of the product with very good composition control and
uniformity. Under hydrothermal conditions, water may be
termed as a superior solvent with the ability to dissolve even
nonpolar entities. This anomalous solvation characteristic
under hydrothermal conditions effectively brings down the
activation energy for the formation of the final phase, which
otherwise forms only when heated at high temperature as

in the case of a conventional solid-state reaction or calcina-
tion of the coprecipitated powders. The hydrothermal tech-
nique has been demonstrated as a very effective route for
the preparation of nanoscale ceramic oxides [121–123] and
many novel materials such as porous and open-framework
solids [124].
The hydrothermal process is advantageous for the prepa-

ration of electronic ceramic powders and their solid solu-
tions, with a potential for commercial scale-up because
of the relatively low temperature associated with the
crystallization of the final phase when compared to con-
ventional solid-state synthesis or coprecipitation route [125,
126]. A typical flow chart for the hydrothermal process is
presented in Figure 6 [119]. For an ABO3 perovskite oxide,
the general hydrothermal reaction that involves dissolution
and precipitation can be written as

A�OH�s+B�OH�s �dissolution�

→A�OH��aq�+B�OH��aq� �precipitation�→ABO3�s� (1)

The perovskite BaTiO3 with several dopants has been pre-
pared by the hydrothermal technique [127]. Fine powders
of the hydrothermally prepared dielectric ceramics exhibit
improved dielectric characteristics. For instance, a thin layer

Feedstock solution
(Oxides/Hydroxides/Salts/

Gels/Organics/
Acids/Bases)

Reactor
(Batch or Continuous Oxidizing or

Reducing Atmosphere, Temperature
100 to 350°C, Pressure <15 Mpa,

Residence Time 5 to 60 min)

Pressure Release

Reagents + Growth Control Agents

Product Recovery
(Filtration, Washing and

Drying)

Single crystal powder

Figure 6. Flow chart for the synthesis of oxide nanoparticles using
hydrothermal process. Reprinted with permission from [119], W. J.
Dawson, Am. Ceram. Soc. Bull. 67, 1673 (1988).
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of fine-grained ceramic can enhance the capacitance stored
per unit volume in a multilayered capacitor, which is rele-
vant from the point of view of miniaturization.
Hydrothermal synthesis also promotes the crystallization

of high temperature metastable phases at much lower tem-
peratures. For example, zirconia has several polymorphs—
cubic, tetragonal, or monoclinic—and can crystallize in any
of these systems, depending on the process variables such
as the reaction time and the temperature, the presence of
impurities, and the concentration of the precursor solution.
By the conventional solid-state technique, the synthesis of
metastable phases requires higher energy input, with the
resultant products being far from pure. Apart from being
a single process for the synthesis of fine powders, vari-
ous other techniques can be combined with the hydrother-
mal technique to form a kind of hybrid technique for the
synthesis of nanoparticles. Examples of such techniques
are hydrothermal-sonochemical [128] and hydrothermal-
microwave processing [129].

2.4. Electric Dispersion Reaction

The electric dispersion reaction is a precipitation reaction
that is carried out in the presence of a pulsed electric field to
synthesize ultrafine precursor powders of advanced ceramic
materials. The technique involves subjecting the reactor liq-
uid (metal-alkoxide solution) to a dc electric field (3 to
10 kV/cm at pulsing frequencies in the range 1 to 3 kHz).
Under the applied electric field, the sol is shattered to
micron-sized droplets, termed as microreactors, that con-
tain hydrous precursor precipitate. The formed precursor
powders can be thermally processed to obtain oxide nano-
particles. Harris and coworkers have developed this tech-
nique for the synthesis of various ultrafine ceramic powders
from the corresponding metal alkoxide solution [130–133].
A typical microreactor droplet for the formation of nano-
sized oxide particles is schematically represented in Figure 7.
Metal alkoxide and metal salt solutions have been used for
the synthesis of ceramic precursor powders (including SiO2,
Al2O3, ZrO2, and 1:2:3 yttrium-barium-copper oxide) with
chemical homogeneity at submicrometer level [130]. The
method also allows control and modification of the parti-
cle morphology. Moreover, the method has been shown to
be a viable means for the production of microspheres and
porous spherical shells. A scanning electron micrograph of
hydrous 1:2:3 Y-Ba-Cu oxide particles synthesized by an
electric dispersion reaction from the corresponding metal

Aqueous droplet
M(NO3)y + y OH-

→ M(OH)y (s)

Continuous Organic
Phase

Species
transfer
between phases

e.g, H2O,
NH4NO3

e.g., NH3,
Ethanol

Figure 7. Typical microreactor droplet for the formation of nanosized
oxide particles during an electric dispersion reaction [130].

nitrates revealed that the particle sizes were in the microm-
eter range (∼5 �m), which on further thermal processing
form submicrometer powders [130].

2.5. Combustion Synthesis

Another interesting method for the preparation of oxide
nanoparticles is the combustion technique, which involves
the exploitation of an excess heat-generating or exothermic
reaction to overcome the activation energy barrier for the
formation of products [134–138]. The precursor is a redox
mixture that contains an organic compound (fuel) as the
reducing agent and a metal salt as the oxidizing agent. When
heated to the ignition point of the fuel, the mixture instan-
taneously burns to form the product. Large volumes of gas
produced during the process also help the precursor parti-
cles to disintegrate to smaller particles. The major advantage
of the method is that it is fast, requiring the least exter-
nal energy input. Moreover, the synthesis gives high output
with the possibility of producing a wide variety of ceramic
oxides. The carbonaceous residue left over as a result of the
combustion can be detrimental to the powder characteris-
tics. Therefore, the fuel or organic compound should have
a relatively low carbon content, but at the same time should
ignite easily. For the preparation of yttria (Y2O3�-stabilized
zirconia (ZrO2� powders, for example, the precursor solu-
tion was first prepared by dissolving the metal nitrate in
distilled water followed by the addition of the fuel (oxalic
dihydrazide) [135]. The solution was then spray-dried prior
to combustion. By controlled heating of a small amount of
the dried precursor, combustion was initiated. Less vigorous
reactions that do not form flames during combustion can be
initiated by directly placing the precursor solutions inside a
preheated furnace or a microwave oven [138].
The rate of the reaction depends on the amount of

the fuel in the initial mixture. Upon increasing the fuel
concentration, the reaction propagates to completion in a
self-sustained manner producing large volumes of gases as
by-products. However, an optimum fuel concentration has
to be selected for obtaining high surface area nanoparticles
with the sizes in the range of 10–20 nm. By suitably tun-
ing the various parameters in the combustion synthesis, the
crystallization of high temperature metastable phases such
as the cubic/tetragonal phase in Y2O3-stabilized ZrO2 can
be achieved at a lower temperature from precursor solutions
with moderately high fuel content [136].
Because of the vigorous reaction during a combustion

process, particles formed in the gas phase undergo collision
and form agglomerates. The agglomerate formation during
the combustion synthesis has to be controlled by suitably
tuning the properties of the precursor. The method is eco-
nomically affordable and has the potential for commercial
production of oxide nanoparticles.

2.6. Sol–Gel (Colloidal) Processing

Sol–gel processing is a popular processing route for the syn-
thesis of a wide variety of materials in desired shapes (parti-
cles, fibers, or films). The formation of a sol by dissolving the
metal alkoxide, metal-organic, or metal-inorganic salt pre-
cursors in a suitable solvent is the primary step in a sol–gel
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process. Upon drying the sol, a polymeric network is formed
in which the solvent molecules are trapped inside a solid
(gel) [139, 140]. Subsequent drying of the gel followed by
calcination and sintering leads to the final ceramic product.
As the reacting species are homogenized at the atomic level
in a sol–gel process, the diffusion distances are considerably
reduced compared to a conventional solid-state reaction;
thereby the product forms at much lower temperatures.
Depending on the nature of the precursor, which can be

an aqueous solution of an inorganic salt or metal-organic
compound, the species involved in the intermediate steps of
the sol–gel process differ. The nature and composition of the
intermediate species formed also depend on the oxidation
state, the pH, or the concentration of the solution. These
factors are crucial in the formation of a colloid and its sta-
bility. Metal alkoxides are noted for the very high reactivity
toward hydrolysis and are therefore being used as a common
starting material for the sol–gel synthesis [141]. Electroneg-
ativity, valence states, and the coordination number of the
metal affect the rate of hydrolysis and hence the nature of
the colloidal solution. The resultant properties of the syn-
thesized powder depend on the colloidal aggregate formed
as a result of the hydrolysis step. This has been demon-
strated in the case of many ceramics, as the chemical tuning
of the precursor sol and the nature of the colloid formed
have affected the final product [142, 143].
The preparation of powders with the desired microstruc-

ture from colloids depends on the tuning of the interparticle
forces in the colloid, which differ depending on the nature
of the suspension—well-dispersed, weakly flocculated, or
strongly flocculated. The total interparticle potential energy
can be expressed as

Vtotal = VvdW + Velect + Vsteric + Vstructural (2)

where VvdW is the attractive potential energy due to long
range van der Waals interaction between particles, Velect is
the electrostatic repulsive potential energy between like-
charged particles, Vsteric is the potential energy arising out
of the steric interactions among bulky groups present on
the particle surface, and Vstructural is the potential energy
due to various nonadsorbed species in solution [144]. Tseng
and coworkers have demonstrated the use of sol–gel (col-
loidal) method for the synthesis of advanced ceramic oxides
such as silica (SiO2� [16, 83, 145–147], stabilized zirconia
(ZrO2� [148–150], ferrites [22, 151, 152], and supercon-
ducting oxides [153–156]. The grain sizes in the nanometer
range were obtained when samples were sintered from
nanoparticles with a uniform green microstructure pre-
pared through colloidal processing. Recently, our group has
demonstrated that the grain sizes of high permittivity thin
films can be suitably tuned by varying the sol–gel precursor
concentration as well as the subsequent annealing tempera-
tures of the films [157]. Some of our major results that are
relevant to oxide nanoparticle synthesis are summarized in
the subsequent paragraphs.
Silica (SiO2� is a potential material in optical, electrical,

and thermal applications. To understand the densification
and sintering characteristics of silica powders, monodis-
perse, spherical hydrous silica (SiO2� was synthesized
through a colloidal sol–gel process and the resultant powder

was characterized in detail 	16
 83
 146
 147�. The prepar-
ative step involved the addition of tetraethylorthosilicate
(Si(OC2H5�4, TEOS) to a reagent-grade ethanol and con-
centrated NH4OH solution with constant stirring at room
temperature. The TEOS undergoes hydrolysis/condensation
reactions, forming polysilicic acid, which is then followed
by the precipitation of silica particles. The reactant con-
centration controlled the average diameter of the particles
that are formed during the synthesis. The precipitate was
washed with distilled water, dried, and subsequently cal-
cined in loose stack in the temperature range of 200 �C
to 1050 �C. The diameters of the spherical particles ranged
from 200 to 600 nm. However, by tuning the reactant con-
centration and the thermal processing conditions, the parti-
cles can be crystallized within the nanograin size range. The
sample calcined at 200 �C was suspended in distilled water
using ultrasonication and pH adjustments. The powder was
then allowed to settle down in plastic tube under gravity
to form a green compact. The SEM characterization of the
green compact formed by the particle sedimentation showed
the two-dimensional, hexagonal close-packed array of parti-
cles with an ordered array extending to a few micrometers.
Figure 8 illustrates the hexagonal pore formation in SiO2
[83]. The hcp layers are stacked one over the other to form
a self-organized three-dimensional ordered structure. The
striking feature of these investigations was the tuning of
the diameter of the nano-sized pores in the compact, which
was prepared by dispersion and flocculation techniques. The
green compact of the dispersed particles had smaller pores
compared to that of flocculated particles. The pore size dis-
tributions were narrower and bimodal in nature because of
the presence of three-particle and four-particle pore chan-
nels. The study showed that by appropriate tuning of the
sol preparation, colloid formation, and dispersion condi-
tions, three-dimensional ordered SiO2 powder compact can
be formed.
Low magnetic loss is the characteristic of soft ferrites with

highly dense fine-grained microstructure of nanoparticles.
In order to obtain the desired microstructure for low loss
soft ferrites, a colloidal precipitation technique was selected
[22, 151, 152]. The TEM image of the highly sinter-active
Ni-Zn ferrite (Ni0�5Zn0�5Fe2O4� powders prepared by the
colloidal precipitation technique is presented in Figure 9
[152]. The particle size of the prepared powder was 26.7 nm
with specific surface area of 116 m2/g obtained from BET
measurements. The samples when sintered at temperatures
in the range of 1000 �C–1200 �C showed that the dense

Figure 8. SEM picture illustrating the formation of hexagonal and
cubic ordered array in SiO2 [83].
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0.1 µm

Figure 9. TEM picture of Ni0�5Zn0�5Fe2O4 powders prepared by col-
loidal precipitation [22].

microstructure with some intergranular porosity and had
a very low magnetic loss [22]. The sintered samples were
magnetically characterized to obtain the grain-size depen-
dence of magnetic permeability [22]. At temperatures below
1100 �C, the magnetic permeability was found to be propor-
tional to (grain size)1/2, which was in accordance with the
model proposed by Igarashi and Okazaki [158]. However, at
high temperature, the permeability data did not agree with
the model, perhaps due to the loss of zinc from the sample,
which could have affected the Fe2+/Fe3+ ratio. Moreover,
the high-temperature sintered sample exhibited higher mag-
nteic loss, possibly because of the formation of larger pores.
Using ethylene di-amine tetra-acetic acid as a chelating

agent in a sol–gel process, the 2223 superconducting ceramic
powder belonging to the Bi-Pb-Sr-Ca-Cu-O system was pre-
pared and characterized by Chen et al. [156]. The TEM
micrographs obtained from the ultrastructures of Bi-Pb-Sr-
Ca-Cu-O EDTA colloid after aging treatments at 40 �C
and 90 �C are shown in the Figure 10. It can be inferred
from the pictures that each EDTA cluster exhibited a frac-
tal structure at two different temperatures. The absence of
an additional aggregation of clusters could be due to the
evaporation of the solvent when the colloid was placed on
a highly hydrophilic grid and exposed to the electron beam.
The average size of the primary colloidal particle was about

0.1 µm 0.1 µm

(a) (b)

Figure 10. TEM micrographs for the ultrastructures of Bi-Pb-Sr-Ca-
Cu-O EDTA colloid after aging treatments at 40 �C and 90 �C [156].

10 nm, implying that the particles had a large specific sur-
face area along with very high chemical reactivity during
subsequent heat treatment. Moreover, the ultrastructures
shown in Figure 10 exhibited different fractal dimensions.
The fractal structure of colloidal EDTA formed at 90 �C
is more open than that formed at 40 �C. The tempera-
ture dependence of the fractal formation could be explained
by two distinct mechanisms of cluster aggregation, namely
reaction-limited aggregation (RLA) and diffusion-limited
aggregation (DLA). The RLA meachanism was probably
responsible for the formation of dense aggregates formed
at 40 �C, whereas DLA caused the formation of less dense
aggregates at 90 �C.

2.7. Sonochemical Processing

Application of ultrasound in chemical synthesis has initi-
ated a new fascinating field in processing technology [159].
As the name of the route suggests, the sound waves act
as the energy source, when the respective sol of the mate-
rial to be prepared is exposed to high-intensity ultra sound
(50 to 500 W/cm2�. The underlying mechanism of sono-
chemical processing route consists of the formation, growth,
and collapse of the bubbles of the sol upon exposure to
acoustic waves to form the product phase. The collapse
of the bubbles leads to very high temperature (∼5273 K),
high pressure (∼1�01325 × 108 Pa), high heating and cool-
ing rate (1010 K/s), and short-lived transient species [160].
The extreme conditions during acoustic cavitation enable
the reactants to cross the activation energy barrier in a very
short amount of time to form the product phase. The rapid
heating and cooling rate during acoustic cavitation leads
to the formation of amorphous nanoparticles [161]. Apart
from the liquid sol, a dispersion of the ceramic (liquid-
solid systems) can be subjected to ultrasonic irradiation. The
sonicated dispersions are characterized by enhanced mass
transport due to turbulent mixing and acoustic streaming,
surface damage at liquid-solid interfaces by shock waves and
microjets, generation of high-velocity interparticle collisions
in slurries, and increase in surface area of the particles [162–
165]. Interparticle collision during the ultrasonic agitation
leads to changes in particle morphology, composition, and
reactivity.
The magnetite Fe3O4 is useful as a magnetic ferrofluid

in applications such as data storage. In order to prepare
fine-grained magnetite particles, an efficient alternative to
high-energy milling is the use of sonochemical preparation
from volatile organometallic precursors. Suslick and cowork-
ers were able to prepare a stable ferromagnetic colloid from
an organometallic precursor [163]. The Fe3O4 particles had
a narrow particle size distribution and exhibited superpara-
magnetic properties. By varying the concentration of the sol
used, the particle size of the oxide powder can be tuned.
Nanosized powders are obtained when dilute sol is sub-
jected to sonochemical processing. Moreover, the type of
the surfactant used in the sol preparation also influences
the morphology of the oxide nanoparticles [166, 167]. Sono-
chemical processing has been found to be very useful for the
preparation of mesoporous materials [168]. The ultrasonic
method is superior to other techniques for the preparation
of porous solids having fine, dense spherical pores. Recently,
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nested fullerene-like oxides, which can be used as a host
material for organic molecules, have been synthesized using
this technique [169]. The ability of porous solids to act as
host material for organic molecules may be exploited for the
removal of toxic organic substances from the environment so
that major ecological disasters can be prevented. However,
tuning of pore sizes in porous solids and their large-scale
commercial production at affordable cost are desirable in
order to achieve this objective.

2.8. Spray Pyrolysis

As an alternate method to sophisticated processing routes
with the potential for commercial scale-up, spray pyrolysis
has been widely used for the synthesis of ultrafine particles
[170–174] and thin films [175]. The method can be briefly
described as follows: The precursor solution (sol), which
contains the metal ions dissolved in the desired stoichiom-
etry, is sprayed through a nozzle and suspended in gaseous
atmosphere (aerosol generator). The suspended droplets are
thermally processed to the product phase by allowing the sol
droplets to drift through the heated zone of a furnace. Spray
pyrolysis has many variations based on the differences in
thermal processing step. Some of them are aerosol decom-
position, evaporative decomposition, spray roasting, and
spray calcination [98]. The schematic diagram in Figure 11
illustrates the sequence of transformation of the sol droplets
to final particulate material in spray pyrolysis.
Compared to the gas phase condensation techniques,

spray pyrolysis is more advantageous because of its simplicity
and the ability to produce complex multicomponent oxides
in particulate as well as thin film forms from comparatively
cheaper nonvolatile starting materials. In comparison with
the sol–gel method and related precipitation techniques, the
powders produced by spray pyrolysis are less agglomerated
with improved crystallinity. Submicrometer-sized composite
particles with excellent compositional homogeneity can be
prepared by this method. For instance, Ag-YBa2Cu3O7 com-
posite powders synthesized by spray pyrolysis maintained
identical Ag to ceramic ratio in each particle [176]. However,
it is difficult to control the particle morphology of powders
prepared through spray pyrolysis. Moreover, the production
costs can be high when large volumes of gases have to be
handled during the spray pyrolysis.

2.9. Mechanochemical Synthesis

The drive for low cost commercial production of nanophase
materials has led to the development of a mechanical milling
process, which involves continuous milling of the reactive
powders over a period of time. The apparatus used for
milling should have the following features: generating high
energy through high impact velocity and frequency during
the milling process to enhance the reaction rate and the pro-
ductivity, and easy scale-up of the mill capacity. In order to
improve the design of conventional mills (planetary, vibra-
tory, or attrition mills), Basset et al. [177] incorporated a
modified design for the milling apparatus. The goal of design
was to rectify the drawbacks of conventional mills by enhanc-
ing the generated energy as well as the capacity for produc-
tion in large quantities.

Precursors in Liquid

Droplet
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Solvent
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Dry
particles

Interparticle
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hollow
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Figure 11. The sequence of formation of solid particles from sol
droplets in spray pyrolysis. Reprinted with permission from [98], T. T.
Kodas and M. J. H. Smith, “Aerosol processing of materials,” Wiley-
VCH, New York, 1999. © 1999, Wiley.

The reactive components, after prolonged milling,
undergo reduction in size and increase in surface area, which
leads to enhanced diffusion of the reactants. Hence, the
product phase crystallizes at much lower temperatures com-
pared to conventional solid state synthesis. Moreover, the
incorporation of high energy and generation of defects in
the crystalline lattice during the intense grinding contribute
to higher diffusion rates. The process has been employed
for the synthesis of a wide variety of oxide nanoparticles
[178–182].
The nanocrystalline ferroelectric Bi2VO5�5 (BiV) has been

synthesized by a mechanochemical processing of stoichio-
metric amounts of Bi2O3 and V2O5 powders [178]. The
evolution of the product phase has been systematically char-
acterized by X-ray diffraction (XRD) and differential ther-
mal analysis (DTA) of the samples milled for different
durations. Based on the detailed characterizations, it was
concluded that the nanocrystalline (BiV) phase nucleated
through a ferroelastic intermediate phase BiVO4 and the
reaction reached completion in 54 h to yield 30 nm BiV
crystallites.
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Though the process can be used for the preparation of
large amounts of nanophase materials at low cost, there
are certain disadvantages associated with the process. As
the process involves physically dividing the solid reactant
particles through high energy collisions, the resultant prod-
uct obtained through this method may have inherent strain
present in the lattice. Also, there are chances of contamina-
tion after prolonged milling. Although the time required for
the completion of the reaction depends on the kinetics of
specific systems, relatively longer duration is required for the
completion of the reaction in mechanochemical processing.

2.10. Microemulsion Synthesis

During the past few years, there has been tremendous moti-
vation among scientists to find novel preparative routes
that can precisely control the particle size of the final solid
product. Among the various techniques, the microemulsion-
mediated synthesis has been particularly of interest to size-
selective preparation and self-assembly of nanoparticles
because of the excellent control on the particle size that
can be achieved through appropriate surface modification
of the micelle [183]. Microemulsion can be defined as an
isotropic, thermodynamically stable system constituting the
micrometer-sized droplets (micelle) dispersed in an immis-
cible solvent and an amphiphilic surfactant species on the
surface of the micelle [184, 185]. The crucial aspect of the
microemulsion route is the control of the nanoparticle size
through suitable selection and addition of a surfactant prior
to the hydrolysis of the metal alkoxide sol (reverse micelle
or water-in-oil emulsion). The addition of the surfactant
molecules creates aqueous domains (nanoreactors) in the
range of 0.5–10 nm. By properly tuning the water/surfactant
ratio, which is critical in deciding the final particle size,
the diameter of the aqueous droplets can be tuned. The
difference between the conventional sol–gel method and
emulsion-mediated synthesis is that the rate of hydroly-
sis is controlled by the diffusion of the precursors from
the oil phase to the aqueous droplets. The method has
been recognized as the most appropriate for the synthesis
of ultra-fine magnetic nanoparticles for potential applica-
tions in magnetic recording media, biomedical, and related
fields [186–188]. The ability to control the particle size when
prepared through an emulsion route has also prompted
the synthesis of nanosized ferroelectric materials with a
motivation to implement them in various electronic devices
[189–191]. The microemulsion-derived size-selective oxide
nanoparticles are also potential materials for catalytic appli-
cations as demonstrated in recent years [192–194].
When the metal ions have different reactivities, the con-

ventional preparative routes do not yield a homogeneous
product. In such cases, the microemulsion route may be
preferred for the oxide nanoparticle synthesis. For instance,
as a potential catalyst for the hydrocarbon decomposition,
Zarur et al. [192] have synthesized nanoparticles of bar-
ium hexa-aluminate (BaO · 6Al2O3, BHA) with good homo-
geneity, which cannot be achieved through conventional
synthesis, because of the different reactivities of barium and
aluminium, using a reverse microemulsion route. The pre-
pared nanoparticles showed excellent catalytic activity for

methane combustion, high surface area, high thermal sta-
bility and ultrahigh dispersion of cerium oxide on their sur-
faces. The morphology, structure, and surface area of the
synthesized BHA nanoparticles have been carefully tailored
by the water to oil ratio, aging time, powder recovery, and
drying time. For water content in the range 5–20 wt%, dis-
crete spherical BHA particles of 3–10 nm were reported.
These nanoparticles were subsequently subjected to thermal
processing at relatively low temperatures (1050 �C) to obtain
fully crystallized BHA phase with high surface area. Even
though the microemulsion method is effective in the size-
selective preparation of nanoparticles, the as-prepared pow-
der may have organic impurities. Table 1 summarizes the
advantages and disadvantages of different synthesis routes
for oxide nanoparticles discussed in this section.

3. SPECTROSCOPIC
CHARACTERIZATION

The exciting developments in nanoparticle research must be
effectively supported by a variety of structural characteri-
zation tools, as the characterization of nanoparticles pro-
vides invaluable information on the various microstructural,
crystallographic, molecular, and atomic features, which can
shed light on unique properties exhibited by these fascinat-
ing materials. In the previous sections, we have illustrated
the use of electron microscopy in obtaining the microstruc-
tural features of some of the oxides (Figs. 2, 8, 9, and 10). In
this section, we briefly summarize the use of various spectro-
scopic characterization tools in nanoparticle research in light
of some recent studies on a variety of oxide nanoparticles.

3.1. X-Ray Diffraction

As a primary characterization tool for obtaining the crit-
ical features such as crystal structure, crystallite size, and
strain, X-ray diffraction (XRD) patterns have been widely
used in nanoparticle research [104, 194–197]. Except for sin-
gle crystalline nanoparticles, the randomly oriented crystals
in nanoparticles cause broadening of the diffraction peaks.
This has been attributed to the absence of total constructive
and destructive interferences of X-rays in a finite-sized lat-
tice [195]. The effect becomes more pronounced when the
crystallite sizes are on the order of a few nanometers. More-
over, inhomogeneous lattice strains and structural faults also
lead to broadening of peaks in diffraction patterns. Detailed
analytical procedures for XRD patterns for polycrystalline
and amorphous materials have been discussed by Klug and
Alexander [198]. The simplest and most widely used method
for estimating the crystallite size is from the full width at half
maximum (FWHM) of a diffraction peak using the Scherrer
equation, which can be expressed as,

D = K�

� cos �
(3)

where D is the crystallite size, � is the wavelength of the
X-ray used, � is the FWHM, � is the diffraction angle, and K
is a constant close to unity. The major assumptions are that
the sample is free of residual strain and has a narrow grain
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Table 1. Major advantages and disadvantages of different synthesis routes for oxide nanoparticles.

Process Advantages Disadvantages

Gas phase deposition methods Particle formation can be controlled by tuning the
gas pressure in the reactor, narrow particle size
distribution, high purity

Sophisticated instrumentation and costly reactants,
unsuitable for large scale production, difficulty in
producing multicomponent oxides, agglomerate
formation at high particle concentration

Microwave plasma processing Short processing time, preparation of metastable
materials, use of solid or liquid reactants, small
particle size of the product with narrow size
distribution

High reaction rate with inside-out heating profiles,
difficult to measure exact process temperature,
microwave susceptible starting materials needed

Hydrothermal synthesis Less agglomerated fine powders with narrow
size distribution, good control on chemical
composition, microstructure, crystallinity, no
separate calcination step, synthesis of metastable
materials

Hydrothermal slurries are potentially corrosive,
careful release of the pressure from the
hydrothermal bomb, prior knowledge on
solubility of starting materials required

Electric dispersion reaction Liquid-liquid reaction system requires less
energy compared to liquid-gas systems, soft
agglomerates, use of surfactant (water-in-oil) to
control green body density

Complex reaction setup, difficult for commercial
scale up

Combustion synthesis Exothermic reaction gives product almost
instantaneously, preparation of multicomponent
oxide, high surface area materials, low cost for
commercial scale-up

Contamination due to carbonaceous residue,
particle agglomeration, no control on particle
morphology, reliable data on fuel characteristics
needed, violent reaction—requires special
protection

Sol–gel (colloidal) processing Fine sinter-active powders, crystallization at low
temperature, simple apparatus, preparation of
wide variety of oxides, metastable materials
in desired shapes, particle size controllable by
changing reactant concentration

Costly starting materials such as metal alkoxides,
particle agglomeration, contamination due to
undecomposed group in the low-temperature
crystallized samples

Sonochemical processing Processibility of a wide variety of materials
including metastable materials, fine powders with
high surface area and green density, amorphous
nanoparticles, and nanoporous materials for
catalytic applications

The enormous energy concentration during the
collapse of the bubble may leave residual strain
in the powders, interparticle collision may lead
to change in morphology or composition

Spray pyrolysis Preparation of multicomponent oxides, volatile
precursors are not required, more crystalline
and less agglomeration compared to liquid-
phase precipitation, ability to produce composite
particles

Relatively low production rate and high processing
costs when large volumes of reactants have to be
handled

Mechanochemical processing Low cost starting materials, ability to produce large
amounts of nanoparticles at low production cost,
crystallization at low temperature

Long processing time, chance of contamination
due to prolonged milling, no control on particle
morphology, formation of agglomerates, residual
strain in the crystallized phase

Micro-emulsion synthesis Size-selective oxide nanoparticles with very narrow
size distribution, less agglomeration compared to
sol–gel

Undecomposed organic contaminants in low-
temperature crystallized samples, complex route
compared to sol–gel

size distribution. However, the analysis becomes more com-
plex when contribution due to strain is taken into considera-
tion. The Warren–Averbach method involves separating the
crystallite size and strain effects on line broadening using
Fourier analysis [199]. Another analytically simpler tech-
nique for the estimation of strain is the Williamson-Hall
procedure, which involves plotting the breadth of reciprocal
lattice points �1/D = � cos �/K�) as a function of their dis-
tance from the origin �dhkl = 2 sin �/�� [200]. The method,
which is more popular among metallurgists for the diffrac-
tion profile analysis of nanocrystalline metals [201], has been
used recently to characterize the strain in a variety of oxide
samples [34, 202, 203]. A horizontal Williamson–Hall plot
would signal the absence of strain in the prepared ceramic
powders as reported in the case of nanocrystalline MgAl2O4

[34]. By recording the XRD patterns as a function of pres-
sure and temperature, several important characteristics such
as grain boundary and thermal and elastic properties of the
nanocrystals can be estimated [195]. Highly intense XRD
peaks at low angle indicate the formation of an ordered
superstructure of nanoparticles [204].

3.2. Energy Dispersive X-Ray
(EDX) Spectroscopy

The main use of energy dispersive spectrometers is to
accurately determine the composition of the sample under
investigation. While electron microscopic images provide
real-time pictures of the size and morphology of the nano-
particles, the supplimentary EDX analysis provides exact
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composition of the sample. Upon exposing the samples to
high energy electron beams, the various atoms present in
the sample emit characteristic X-rays, which can be observed
as several distinct peaks on an energy scale. The intensities
of the peaks can be compared with the peaks of a stan-
dard sample to obtain the relative amounts of each atomic
species; thereby accurate composition of the sample can be
determined. The EDX composition analysis has been proven
to be very critical, especially when the composition plays
a crucial role in the resultant properties as in the case of
high-Tc cuprates [205–207].
The use of EDX has been demonstrated in oxide nano-

particle research, particularly in the determination of the
composition of substituted or nanoparticle composite mate-
rials as reported for Zn-substituted Fe3O4 magnetic colloids
[208], Eu2O3-coated spherical ZrO2 or stabilized ZrO2 [209],
and polymer �-Fe2O3 nanocomposites [210]. The EDX anal-
ysis provides information on the concentration of Eu on the
surface of the spherical ZrO2 nanoparticles, which suppli-
ments the TEM evidence for the presence of Eu2O3 coating
on spherical ZrO2 nanoparticles [209]. Similarly, the EDX
analysis of polystyrene �-Fe2O3 nanoparticle composite has
signature peaks of Fe, confirming the presence and concen-
tration of iron in the nanocomposite samples. The EDX
analysis has been used for obtaining the composition of TiO2
nanotubes as reported in a recent study by Du et al. [211].
The results of their EDX analysis of several TiO2 nanotubes
showed that the ratios of intensities of Ti peaks and O peaks
are not identical in all nanotubes, which indicates that the
composition of the nanotubes can be represented as TiOx.

3.3. Extended X-Ray Absorption Fine
Structure Spectroscopy

Probing the local order in disordered systems such as glass
and nanostructures has been of great interest to scien-
tists. Extended X-ray absorption fine structure spectroscopy
(EXAFS), which involves obtaining the characteristic X-ray
absorption spectrum for individual elements present in the
sample, provides a partial radial distribution function (RDF)
for each element as compared to a single averaged RDF
from conventional diffraction techniques [212]. The tech-
nique has been extensively used in obtaining the local order
in glass systems and amorphous alloys [213–216].
Advancements in the preparative strategies of oxide nano-

particles have led to further reduction in derived particle
sizes, which implies that the increasingly disordered surfaces,
interfaces, or atomic sites contribute significantly to the
resultant properties of nanoparticles. This has prompted sci-
entists to look for more effective techniques such as EXAFS
to probe the local order in nanoparticles. For instance, the
technique has been proven to be very effective in probing
the local structure in nanoferrites [217, 218], luminescent
phosphors [219, 220], and surface-modified nanostructured
catalysts [221]. Spinel ferrites exhibit structural disorder at
the cationic sites. As an accurate method for the deter-
mination of the cationic disorder parameter x in spinel,
the EXAFS technique can be used [222]. Recently, Oliver
et al. [218] carried out EXAFS study on nanocrystalline
ZnFe2O4 in order to obtain the cationic disorder (x� in their
spinel sample (Zn2+1−x Fe3+x �t[Zn2+x Fe3+2−x]oO4 where “t” and

“o” refer to tetrahedral and octahedral sites, respectively.
The typical Fourier-transformed EXAFS spectrum of nano-
crystalline ZnFe2O4 is presented in Figure 12 [218]. The
intense peaks at r-space values 2.6 Å and 3.1 Å have been
attributed to the octahedral and the tetrahedral occupancies
of cations, respectively. By comparing the intensities of the
peaks for Zn and Fe cations in the respective spectra, it is
possible to qualitatively infer the exent of cation mixing at
the two sites. The disorder parameter can be quantitatively
determined by least squares fitting of the Fe and Zn EXAFS
spectra to the idealized scattering results for a spinel lattice
[223]. From the EXAFS-derived disorder parameter, Oliver
et al. [218] obtained the quantitative distribution of the Zn
and Fe cations in tetrahedral and octahedral sites for their
nanocrystalline ferrite spinel sample, which can be expressed
as (Zn0�55Fe0�18�t[Zn 0�45Fe1�82]oO4. The degree of disorder
at the grain boundaries of nanocrystalline samples can be
derived from the EXAFS study of doped nanocrystalline
sample with an impurity that is not soluble in the lattice and
segregate at the grain boundaries. The local order around
the impurity element would provide an estimate on the grain
boundary order in a nanocrystalline sample under investiga-
tion [224].

3.4. X-Ray Photoelectron Spectroscopy

Reactive solid surfaces have generated lot of interest among
researchers because of their potential in catalyzing chem-
ical reactions and influencing various transport properties.
In particular, determining the structure and composition of
the surfaces is of utmost importance for understanding the
basic mechanisms in catalytic reactions, as well as for fabri-
cating novel nanostructured catalysts [225, 226]. One of the
important characterization tools in surface chemical anal-
ysis is X-ray photoelectron spectroscopy (XPS), which has
the ability to probe the surface to a few atomic layers deep
(2–20 atomic layers, 0.5–5 nm) and obtain a semiquantitative
elemental analysis of the surface without standards [227].
The valence states of the elements that constitute the sur-
faces can also be deduced from the XPS characterization.
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Figure 12. Fourier transform EXAFS spectra of Fe (top) and Zn (bot-
tom) atoms for the nanocrystalline spinel ZnFe2O4 plotted against
radial coordinates with a k3 weighting [218].
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The technique involves measurement of the binding energy
of the ejected electrons from the atomic core shells of the
material when bombarded with monochromatic soft X-rays.
XPS has been extensively used for thin film characterization
in order to monitor the surface layer growth as well as to
obtain the valence states of various elements at the surface
[116, 228–230].
As a part of innovative design of nanoparticles, oxide

nanoparticles with surfaces different in chemical composi-
tion from the grain interior have attracted attention. For
example, CrO2 nanoparticles with Cr2O3 surface layers have
been characterized for exploring magneto-transport proper-
ties through intergranular tunnel junctions [196]. XPS study
of the CrO2 nanoparticles indicates that the Cr is in a triva-
lent state on the 1–3 nm thick surface layer, which confirms
the presence of the Cr2O3 on the surface of CrO2. Similar
studies have been reported for the XPS characterization of
oxide nanoparticle surfaces such as CuO surface layers on
Cu2O nanoparticles [231] and Co3O4 layers on CoO [232].
XPS spectroscopy is an inevitable technique for the study
of metal nanoclusters with oxide coated surface layers. For
instance, systems like Sn/SnO2 are important candidates for
the study of confinement effects on core level XPS spec-
tra of clusters and quantum dots, the development of metal
supported catalysts, and the understanding of various elec-
tronic transport properties [233]. Another related effect of
photoelectron emission is the Auger electron emission or
secondary electron emission, which is essentially a relaxation
process of the ionized atom [234]. The technique is noted for
high lateral resolution and relatively high sensitivity along
with the ability to probe the surface to ∼10 nm depth [227].
Oxide layer formation on the surfaces can be characterized
using Auger spectroscopy [116, 235].

3.5. Secondary Ion Mass Spectroscopy

Another important surface analytical technique is secondary
ion mass spectroscopy (SIMS), which has been extensively
used for the characterization of thin film heterostructures
[236–240]. The sample under investigation is exposed to a
primary ion beam, which then sputters atoms and molecules
from the surface to the interior of the sample. The masses
of the sputtered species are then analyzed using a time-of-
flight analyzer and recorded as mass spectrum. The SIMS
depth profile, which provides elemental concentrations in
the sample as a function of depth, is the most commonly
sought after information, especially in thin film heterostruc-
ture characterization.
SIMS profiling has great potential in characterizing the

concentration profiles of self-organized or consolidated
nanostructures. In particular, being a highly sensitive tech-
nique with sensitivity levels on the order of parts-per-billion
(ppb), SIMS is the most appropriate technique to study
diffusion reactions. As an example, it is worth noting the
studies on oxygen diffusion through nanocrystalline zirconia
[241]. The study involved monitoring the diffusion of the
isotopic oxygen (18O) tracer in densified monoclinic ZrO2
samples with grain sizes in the range of 80–300 nm. The
densified ZrO2 nanocrystals have large number of inter-
faces, which provide easy pathways for oxygen diffusion
compared to microcrystalline ceramic samples. SIMS depth

profiles corresponding to the 18O diffusion through nano-
crystalline ZrO2 are presented in Figure 13 for densified
samples diffusion-annealed at three different temperatures
for 1 h: 500 �C, 700 �C, and 800 �C [241]. The variation of
the tracer concentration profile with annealing temperature
is obvious from the figure. For samples annealed at 500 �C,
the 18O concentration decreases dramatically to ∼5% of
its initial value at a depth of about 100 nm. This can be
attributed to the small bulk diffusion distances at relatively
low temperature. For samples annealed at 700 �C, the tracer
concentration registers a slower rate of decrease, due to the
enhanced diffusion through well-formed interfaces of the
densified nanocrystalline ZrO2 samples. The 18O-depth pro-
file for sample annealed at 800 �C shows that the isotopic
tracer penetrates to greater depths on the order of several
micrometers. As a sensitive technique for the detection of
impurities and related diffusion, SIMS has been used for the
characterization of photonic materials such as porous sili-
con (Si) [242] or doped ZnO [243], in which the presence of
trace impurities affects the resultant optical characteristics.
A recent study probes the potential application of SIMS in
the characterization of inorganic materials by recording the
mass spectra of oxide species in the binary Cu-O and the
ternary Fe-Cr-O systems [244].

3.6. Optical Absorption-Emission
Spectroscopy

Spectacular changes in optical characteristics of nano-
crystalline oxides when compared to those of bulk counter-
parts have triggered tremendous interest among scientists
in order to understand the basic mechanisms responsible
for the fascinating optical absorption-emission, which also
would help to examine their potential use in a variety of
optical applications [245–251]. Optical absorption and emis-
sion arise as a result of electronic transitions in solids upon
exposure to excitation energies in the range ∼102 to 103

kJmol−1 that cover the near infrared through visible to ultra-
violet. There are various types of optical transitions in solids.
One type of transition is the promotion of an electron from
a localized orbital to a higher energy localized orbital of the
same atom (d-d, f -f transitions) or from a localized orbital
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different temperatures as quoted in the diagram [241].
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in one atom to a higher energy localized orbital on an adja-
cent atom (charge-transfer spectra). Another type of tran-
sition can be the promotion of electrons from a localized
orbital in one atom to the delocalized energy band (conduc-
tion band) of the solid as seen in the case of photoconduc-
tive materials. The transition that helps to quantify the band
gap in solids is the transfer of electrons from the valence
band to the conduction band. The transition energies asso-
ciated with these processes differ, thereby requiring differ-
ent excitation frequencies for obtaining their absorption and
emission spectra [212].
Understanding the quantum confinement effect on optical

absorption and emission characteristics has been the major
objective of optical characterization of oxide nanocrystals.
For example, the photoluminescence spectra of In2O3 nano-
crystals dispersed in mesoporous silica indicate a blue shift
for smaller crystallites, which also implies an expansion
in the energy gap between the valence and conduction
band upon size reduction [245]. Particularly interesting is
the investigation of size effects on the photoluminescence
imaging of ZnO nanocrystals [249]. The intensities of the
high energy components of the PL spectrum increased with
decreasing spot sizes or crystallite sizes (Fig. 14), implying
a size quantization effect in ZnO nanocrystals. Recently,
optical characterization of nanocrystalline rare earth doped
oxides, which are termed as phosphor materials, has become
a major area of research because of their potential applica-
tions in the development of display devices [252–255]. From
the optical absorption-emission spectra of nanophosphor
materials, the various optical transition mechanisms such as
charge-transfer or host-matrix absorption can be identified
[255].

3.7. Raman Spectroscopy

The Raman spectroscopic technique has been extensively
used for structure, composition, and phase characteriza-
tion of materials. For example, the information derived
from the Raman spectra of superconducting cuprates [256]
and collossal magnetoresistive manganates [257] helps to
explain the fascinating electronic transport properties in
these materials. The Raman spectra provide various charac-
teristic vibrational frequencies, such as those associated with
lattice defects or surfaces, and derive crucial data on the
electronic band structures in solids.
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Figure 14. Relative PL intensities (IPLR� (=IPL at 370± 2�5 nm)/(IPL at
380 ± 2�5 nm) of PL-imaging of ZnO nanocrystallites as a function of
spot sizes (representing the corresponding crystallite sizes) [249].

In nanoparticle research, monitoring the characteristic
vibrational frequencies of atoms would be of great inter-
est in understanding the bonding and coordination environ-
ments of the increased fraction of atoms residing at the
surface. Raman spectroscopy, which measures the inelas-
tic light scattering due to the excitation of various vibra-
tional modes in materials [227], can be used for obtaining
the characteristic frequencies associated with surface states
in nanoparticles. In one of the earlier investigations into
vibrational modes in nanophase oxides, the Raman spec-
tra of oxygen-deficient TiO2 nanoparticles showed charac-
teristic broadening and shifting of peaks due to the oxygen
vacancies present in the rutile or anatase TiO2 lattice [45].
Raman analysis of SnO2 nanoparticles of sizes in the range
of 3–90 nm indicates the appearance of two additional peaks
in the Raman spectrum for the particle sizes below 10 nm.
These additional peaks are ascribed to the surface phonon
modes of SnO2 [258]. The evidence for optical phonon con-
finement appear in Raman spectra as asymmetric broaden-
ing of Raman bands as obtained for ZnO nanoparticles of
sizes 4.5 nm and 8.5 nm [259]. The experimental results are
fitted into a theoretical optical phonon confinement model,
which takes into account various asymmetric phonon modes
in nanosized ZnO wurtzite structure. Asymmetric broaden-
ing of the Raman peak, which is in comparison with sym-
metric Raman peak at a wavenumber 464 cm−1 for an ideal
CeO2 crystal, has been observed in a systematic Raman char-
acterization of single crystal nanocrystalline CeO2 of sizes
in the range of 6 to 25 nm. The peak also shifts to lower
energy values for smaller crystals. The peaks correspond-
ing to micrometer-sized single crystal CeO2 appear to be
symmetric, sharp, and intense (Fig. 15) [260]. The charac-
teristic changes in Raman peak for smaller crystallites can
be attributed to the expansion of the nanocrystalline CeO2
lattice due to increased point defects. A similar system-
atic Raman characterization for nanocrystalline CeO2 thin
films has shown a similar trend with varying grain sizes of
CeO2 from nanometers (4–150 nm) to micrometer-sized sin-
gle crystals [261]. The quantitative analysis on the effects of
phonon confinement, strain, size dispersion, and defects on
the Raman spectral lines have been discussed recently by
Spanier et al. [262] for oxygen-deficient ceria (CeO2−x�.
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3.8. Infrared (IR) Spectroscopy

The characteristic vibrations of atoms in solids have fre-
quencies in the range 1012 to 1013 Hz, which implies that an
infrared (IR) excitation source can resonate these vibrations,
thereby exciting them to higher energy levels [212]. A plot
of I/I0 versus frequency, which is represented as wavenum-
ber (cm−1�, is the typical IR spectrum. The IR absorp-
tion bands characterize qualitatively and quantitatively the
chemical species, stress, and structural inhomogeneity in
solids and thin film materials [227]. The use of IR spec-
troscopy for the characterization of phase transformation
in gel-derived stabilized zirconia powders has been demon-
strated by Tseng et al. [148]. In particular, the IR tech-
nique can be the most appropriate method to characterize
various functional groups present on surface-modified oxide
nanoparticles as shown in the case of amorphous Fe2O3
nanoparticles [263]. When it is required to obtain the sur-
face characteristics of a few monolayers or even a single
atomic layer of the nanosized particles, the Fourier trans-
form infrared (FTIR) technique has been found to be highly
suitable [264]. For example, the FTIR spectra for the molyb-
denum oxide (Mo2O5 · xH2O)-silica (SiO2� nanocomposite
[265], Eu2O3-coated ZrO2 nanoparticles [209], or hydrother-
mally derived CeO2 nanoparticles [266] exhibit character-
istic absorption bands of chemical species present at the
surface. Another very important application of FTIR is to
delineate the mechanism of adsorption and formation of
various species on the catalytic metal oxide surfaces such as
the carbonate decomposition on metal oxide to form metal
carbonyl bonds [267].

3.9. Mössbauer Spectroscopy

Mössbauer spectroscopic analysis involves exciting various
nuclear transitions that are induced in the Fe or Sn nuclei
of the sample when bombarded by �-rays, which are emitted
by corresponding radioactive nuclei (57Fe∗26 or

119Sn∗
50� from

a �-ray source. The energy of the incident monochromatic
�-rays is varied by movement of the source either toward
or away (Doppler shift) from the Mössbauer-active sam-
ple [212]. A typical Mössbauer spectrum is a plot of �-ray
absorption against Doppler velocity. When the �-ray emit-
ting nuclei and absorbing nuclei are identical, the absorption
peak appears as a sharp dip at 0 Doppler velocity. However,
the chemical environments such as valence state, outer elec-
tronic configuration, and coordination number of the nuclei
in Mössbauer-active samples are not the same as those in
the �-ray source. These effects are reflected in the spectra
as characteristic chemical shifts, �, of the absorption peaks
of the spectrum. Moreover, the hyperfine splitting in the
Mössbauer absorption spectra indicate the possible effects
of quadrupole splitting or magnetic exchange interaction in
the sample.
The Mössbauer spectrum has been extensively used for

the characterization of Fe-containing oxides [268]. In par-
ticular, the technique provides crucial information about
the local order and associated magnetic properties in nano-
crystalline ferrites [269–275]. For instance, the Mössbauer
spectroscopic characterization of Mn0�5Zn0�5Fe2O4 (MnZn-
ferrite) reveals the effect of temperature on the hyperfine

field effect in Mössbauer spectra. The calculated values of
the isomer shifts at two temperatures 295 K and 78 K corre-
spond to the trivalent Fe in the nanocrystalline MnZn-ferrite
samples [272]. The Mössbauer spectra recorded at two dif-
ferent temperatures (300 K and 4.2 K) for the polymer-
CoFe2O4 nanocomposite exhibit distinct features due to
quadrupole splitting and magnetic hyperfine splitting. At
300 K, the quadrupole splitting dominates the magnetic
splitting, which indicates the superparamagnetic nature of
the sample, whereas at 4.2 K, only the magnetic splitting
is present, implying the ferrimagnetic nature of the sam-
ple [273]. The presence of both types of splitting has been
attributed to the typical particle size distribution of the fer-
rite (4�8 ± 1�4 nm) in the composite. It is also possible to
estimate the ratio of distribution of Fe on A and B sites in
spinel ferrites as obtained by Moumen and Pileni [274] for
nanosized CoFe2O4 and Morales et al. [275] for �-Fe2O3
nanoparticles.

4. PROPERTIES

4.1. Electronic Structure

Electronic transition in solids is a major physical phe-
nomenon that accounts for varied and interesting prop-
erties of solids such as electronic conduction and optical
absorption. The overlapping energy levels in the valence
and conduction bands of a bulk solid separate as the size
of the solid is reduced. The major effects of size reduc-
tion include the discretization of the electron energy lev-
els, concentration of the oscillator strength, formation of
the highly polarizable excited states, and increased electron-
electron correlation [276]. In particular, the size effects on
the electronic energy levels in semiconductors are of interest
because of their potential applications in the fabrication of
a wide range of electronic and optoelectronic devices. For
solids of dimensions on the order of a few nanometers, the
increased separation between the valence and the conduc-
tion band results in bandgap expansion [277]. The conse-
quences of bandgap expansion are reflected in the resultant
electronic structure and the binding energy values of the
core electrons [278–281]. The optical properties of the mate-
rial also undergo remarkable changes upon reduction in size,
as evidenced by the peaks shifting to higher energy levels in
the photoluminescence spectra [282–285]. Other noteworthy
effects of size quantization are the suppression of the dielec-
tric constant and the blue shift in the photo absorption, as
the particle dimension approaches the limit of an exciton
diameter (electron-hole separation) [286–288].
Among the various models proposed, the quantum con-

finement theory satisfactorily explains the effects of size
quantization [289–291]. According to this theory, which has
been developed based on the concept of “particle in a box,”
the electrons in the conduction band and the holes in the
valence band are confined spatially by the potential barrier
of the surface. As the particle size approaches the limit of
the exciton diameter, the charge carriers gain more energy,
and the width of the confined band gap increases or expands.
The confinement of electrons and holes leads to the shift-
ing of the lowest energy optical transition to higher energy
values. While a large amount of literature is available on
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the synthesis, characterization, and related quantum size
effects in II-VI sulfide and selenide semiconductors [292],
relatively fewer studies have focused on the size quantization
in oxide nanoparticles. Semiconducting oxide nanoparticles
such as CuO, NiO, CoO, and ZnO have been characterized
to understand the effect of size quantization on the elec-
tronic energy levels [279, 293–295].
Being a narrow band covalent semiconductor of band gap

between 1.21 and 1.5 eV [296, 297], cupric oxide (CuO) has
strong electron correlation and hence complicated optical
properties [279]. XPS has been used by Borgohain et al.
[279] to study the electronic structure of electrochemically
prepared CuO nanoparticles (4 nm, 6 nm and 25 nm). When
the particle size decreases, the transitions of electrons in
various energy levels are affected. This is reflected in the
recorded XPS spectrum for different particle sizes of CuO.
The 2p core level XPS spectra obtained by Borgohain et al.
[279] for CuO nanoparticles are shown in Figure 16. The
broad peaks indicate the presence of a large number of
atoms residing at the surface of the nanoparticle. The broad-
ening of the peaks can also be attributed to the adsorbed
oxygen and the surface passivated groups on the defec-
tive nanoparticle surface. Similar studies on CoO and NiO
nanoparticles have proved that oxygen and the water vapor
adsorption on the defective surface indeed contribute to the
peak broadening [232, 293]. As shown in Figure 16, the Cu
2p3/2 peaks shift toward higher energy as the particle size
decreases. For all the three different sizes of CuO nano-
particles, the recorded XPS spectra have satellite peaks,
which confirmed the absence of Cu2O [279]. The ratio of
the satellite peak (Cu 2p1/2� intensity to the major peak (Cu
2p3/2� intensity (Is/Im� increases systematically with decreas-
ing particle size. The energy separation between the two
maxima registers a slight decrease for smaller CuO particles.
On comparing these observations with the XPS study on
divalent copper halides, CuX2 (X-Br, Cl, or F) [298], where
increase in ionicity of the ligand from Br to Cl to F led to
similar results, it was concluded that the Cu-O bonds have
higher ionicity in smaller CuO particles. The contributing
factors that cause an increase in the ionicity of Cu-O bonds
were presumed to be the defective coordination of the atoms
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Figure 16. Cu 2p3/2 core level XPS spectra for CuO nanoparticles:
(a) 4.0 nm, (b) 6.0 nm, (c) 25 nm [279].

near the surface and the formation of discrete energy levels
in the CuO nanoparticles [279].
In the present era of advanced technology, low-voltage,

high-efficiency phosphors are potential materials for the
development of vacuum fluorescent displays (VFD) and
field-emission displays (FED) [299]. As an efficient low-
voltage blue-green emitting phosphor, the semiconductor
ZnO has been identified as an important material for
the fabrication of display devices [295, 300]. Recently, van
Dijken et al. [300] have studied the particle size effects on
the energy band structure and the related emission process
in ZnO nanoparticles. The authors suggested two possible
mechanisms for visible emission as either the recombination
of a delocalized electron with deeply trapped hole or delo-
calized hole with deeply trapped electron, and experimen-
tally verified the transition. The two possible mechanisms for
the visible emission were explained using a schematic energy
level diagram as shown in Figure 17. The dashed lines in the
Figure 17A and 17B depict the energy levels associated with
the deeply trapped hole and electron, respectively. The size
dependence of the band gap E∗ can be represented by the
following equation:

E∗ = Eg +
h2

8�R2
− 1�8e2

4#$0$�R
(4)

where Eg is the band gap of the macrocrystalline material, h
is the Planck’s constant, � (1/� = 1/m∗

e +1/m∗
h) is the effec-

tive mass of the exciton, $� is the high frequency dielectric
constant, and R is the radius of the particle [301]. The vari-
ations of the conduction band �1/m∗

eR
2� and valence band

�1/m∗
hR

2� as a function of particle size �R� are schematically
represented in Figure 17 as curves (e) and (h). The R−2 vari-
ation corresponds to the confinement potential, whereas R−1

variation is the Coulomb potential in Equation (4). Effective
mass approximation has been used by van Dijken et al. [300]
for their ZnO nanocrystalline samples to sketch the energy
level diagram, as the samples were made up of 50 to 5000
molecular units of ZnO (0.7 nm–3.5 nm). By taking into
consideration the effective mass approximation, the absolute
values for the shift of the band edges can be written as

�e� = Eg +
h2

8m∗
eR

2
− 0�9e2

4#$0$�R
(5)

�h� = h2

8m∗
hR

2
− 0�9e2

4#$0$�R
(6)
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Figure 17. Schematic energy level diagram as a function of particle size
for ZnO nanoparticles illustrating the two possible mechanisms for trap
emission [300].
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where all symbols have the same meaning as in Equation (4).
The variation of the conduction band edge as a function of
the particle size is determined by the effective mass of the
electron (m∗

e�. The value is 0.28me for ZnO. Similarly, the
valence band edge variation is decided by the effective mass
of the hole (m∗

h, 0.50 me for ZnO) [302]. The difference
in these values is shown in the respective band edge varia-
tions for the ZnO sample. However, the energy levels of the
trapped charge carriers are size-independent as shown by
the dashed lines in Figure 17A and 17B. The shift in the vis-
ible emission is governed by the variation of the conduction
band against particle size as shown in Figure 17A for the
emission process involving the recombination of delocalized
electrons and deeply trapped holes. Similarly, for the delo-
calized holes and deeply trapped electrons, the variation of
the valence band with particle size decides the energy associ-
ated with the recombination leading to the visible emission.
By plotting the maximum values of the exciton emission

energy and the trap emission energy obtained for each par-
ticle size of ZnO, van Dijken et al. [300] found that the
relationship is linear with a slope of �/m∗

e = 0�6, which
represents the situation in Figure 17A and agrees with the
calculated value of 0.64. The important conclusion from
the plot was that the visible emission in ZnO nanocrystals
involves the transition of an electron from the conduction
band to the trap level approximately 2 eV below the con-
duction band edge. In other words, the recombination of
electrons with deeply trapped holes (in the case of nano-
crystalline ZnO, positively charged oxygen vacancies V ··

O)
was responsible for the visible emission in ZnO nanocrystals
[303].

4.2. Optical Properties

We have discussed the effect of particle size reduction on the
electronic band structure and the resultant optical absorp-
tion and emission for nanosized ZnO [300] in the previ-
ous section. In this section, we briefly review the studies
on optical properties of oxide nanoparticles including the
rare-earth-doped luminescent phosphors. As a material of
immense interest to the microelectronics industry, it is worth
noting the optical characterization of thermally oxidized Si
nanoparticles [304]. Light emission from thermally oxidized
Si nanoparticles exhibited a shift toward higher energy for
smaller particles due to the quantum size effect. Molecular
dynamic simulations of optical properties of Si clusters con-
stituting varying number of atoms (Si20, Si60, and Si70� indi-
cate that the optical response has a strong dependence on
the configuration of the atoms in various clusters [305]. Such
studies indeed contribute to the basic understanding of the
complex correlation among atomic configuration, size quan-
tization, and optical properties of nanoparticles. The more
recent optical absorption studies on SnO2−x [251], Cu2O
[306], and ZnO [307] nanoparticles, which have dimensions
comparable to the exciton diameter, provide further experi-
mental evidence for the size quantization effect as shown by
the blue shifts in the corresponding absorption spectra.
The phenomenon of luminescence in ultrafine powders

(phosphors) has been attracting great attention in recent
years. The absorbed energy (UV photons in photolumi-
nescence) is emitted as light in phosphor materials that

are in focus for the development of various optical devices
[308, 309]. The two types of processes in luminescent phos-
phors are fluorescence and phosphorescence, which are dis-
tinguished by the time delay between the absorption of
the energy and its emission (decay time ≤10−8 s for flu-
orescence, longer decay time for phosphorescence) [212].
A typical doped photoluminescent material has a host lat-
tice having small amounts of activator ions as guest species.
It is the optical absorption-emission characteristics of these
activator ions and their interaction with the host lattice
that decide the resultant luminescent properties. Of partic-
ular interest is the study of nanocrystalline rare-earth-doped
phosphor materials, which include a lanthanide ion doped
in an insulating nanocrystalline ceramic oxide [252, 253, 255,
310, 311]. The interest in this particular class of materials is
to understand the changes in the energy levels of the guest
species when confined in a nanometer-sized host, as well as
to explore their potential use in a wide variety of applica-
tions [312, 313]. The spatial confinement would also result
in interesting optical properties that are different from the
corresponding bulk counterparts.
A trivalent lanthanide ion has the characteristic electronic

configuration in which the overlying 5s and 5p electronic
shells effectively shield the inner 4f levels from interacting
with the neighboring atoms, thereby preserving the hydro-
genic character [314]. Hence, the transitions within the 4f
levels are sharp regardless of the host material. However,
the number of lines appearing in the optical spectra of
the lanthanide ions depends on the characteristic chemical
environment in the host lattice, as the 4f shells are split
by the crystal field effect of the host lattice, thereby gen-
erating various possibilities for electronic transition. The
observed spectral characteristics of lanthanide-doped lumi-
nescent phosphors would, therefore, provide much needed
insight into complex ion-lattice interactions, which will be
helpful for the design of novel phosphor materials.
A schematic representation of the partial energy level dia-

gram for Eu3+ ion in solids is depicted in Figure 18 [312].
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Figure 18. Schematic partial energy level diagram of Eu3+ ions in
solids. The two upward arrows correspond to absorptions, and the
downward arrow corresponds to the strong red emission 5D0 → 7F2.
Reprinted with permission from [312], B. M. Tissue, Chem. Mater. 10,
2837 (1998). © 1998, American Chemical Society.
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Each energy level can be further split into 2J + 1 levels.
The two upward arrows in Figure 18 correspond to absorp-
tion transitions, whereas the downward arrow represents
the strong red luminescence for the transition 5D0 → 7F2.
For nanoparticles, the luminescence spectrum is expected to
show a shift toward higher energy. No significant shifts in
spectral lines were observed at a measuring temperature of
93 K, which may be attributed to the thermal broadening
effect for high surface area Eu2O3 powders having particle
diameters ≤100 nm [315]. However, the excitation spectra
corresponding to the transition 7F0 → 5D0 when recorded at
a much lower temperature of 12 K for Eu2O3 nanoparticles
in the size range 4 to 18 nm exhibited sharp peaks for 18 nm
and broadened peaks for 4 nm sample. The broadening of
the spectral lines for smaller particles can be attributed to
the high degree of disorder in the corresponding samples
(Fig. 19) [312, 316].
Apart from quantum confinement, which influences the

electronic transitions and luminescence in nanocrystals
[317], the increased fraction of interfaces would also con-
tribute to the observed optical properties and sometimes
dominate size quantization [318, 319]. The luminescence
characteristics of nanocrystalline Eu3+:Y2O3 phosphors have
been extensively studied [252, 253, 255, 310, 312], as the
relatively high quantum efficiency (close to unity) of their
red emission makes them a future material in a variety of
photonic applications [320]. In addition to the red emission,
there could also be a charge transfer (CT) band in the opti-
cal spectra, which arises due to the transfer of electrons from
the 2p orbital of O2− to 4f orbital of Eu3+ [321]. In order to
understand the surface effects on the CT spectra of nano-
crystalline Eu3+:Y2O3 phosphors, Song et al. [310] excited
the phosphors using UV-light and studied the characteristics
of the resultant emission spectra. It has been reported that
the changes in the CT band spectra could have been caused
by the increased fraction of surface atoms (∼80% for 5 nm
crystal) in Eu3+:Y2O3 phosphors as the local environments
of Eu3+ ions at or near the surface of the nanoparticles
get rearranged upon UV irradiation. Apart from the red
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Figure 19. 7F0 → 5D0 excitation spectra of nanocrystalline Eu2O3 at
∼12 K for different particle sizes. Reprinted with permission from [312],
B. M. Tissue, Chem. Mater. 10, 2837 (1998). © 1998, American Chemical
Society.

emission and the CT band, a weak size-dependent exci-
tonic band corresponding to Y3+-O2− host matrix absorp-
tion has been reported in this system on UV excitation
[255]. The observed excitonic absorption and optical stor-
age luminescence of nanocrystalline Eu3+:Y2O3 phosphors
(10–20 nm) have been attributed to the possible existence
of various defects, as well as chemisorbed species on the
surface of the nanocrystals. Recently, the studies on the
visible up-conversion emissions in Lu1�98Er0�02O3 (50 nm)
and Y1�98Er0�02O3 (20 nm) nanoparticles indicate compara-
ble features in the emission processes, except for the strong
blue up-conversion emission recorded for Er-doped lutetia
(Lu1�98Er0�02O3� [311]. This may be due to reduced surface
area and less porosity of lutetia samples compared to the
yttria counterpart. Another important area in photonics is
the development of optical band gap materials, which will be
reviewed briefly later in this chapter as potential materials
for future photonic applications.

4.3. Electrical Conductivity

Electrical conductivity in ceramics has been a topic of
immense interest for researchers due to the potential
applications in the development of various electrochemical
devices [321–323]. The electrical conductivity (&) of a mate-
rial can be considered as the sum of the contributions from
electronic conductivity (&e� and ionic conductivity (&i�; the
former type is caused by the transport of electrons or holes,
whereas the latter type can be attributed to the ion transport
through the vacant or interstitial lattice sites [324]. A recent
review presents a detailed picture on the dependence of
ionic and electronic conductivities as a function of concen-
tration and spacing of interfaces in nanosized mixed oxide
ion conductors [325]. For an oxygen-deficient metal oxide
(MO1−��, the defect equation corresponding to the forma-
tion of charged oxygen vacancies is represented by

OX
O = V ··

O + 2e′ + 1
2
O2 (7)

The condition for electroneutrality corresponds to

2	V ··
O� = n+ 	A′

M� (8)

where the A′
M is the acceptor-type lower valent dopant

impurity that substitutes a cationic site in the lattice.
According to the defect formation equation, the electronic
conductivity of an oxygen-deficient metal oxide (MO1−�� is
dependent on the partial pressure of oxygen PO2

, which can
be written as

&e = ne�e =
A0

T
exp

(
− Ea

kT

)
P−x
O2

(9)

where the Arrhenius expression for electronic conductivity
has n as the charge carrier concentration, e the charge of
an electron, �e the electron mobility, A0 �=ne�0� the pre-
exponential factor, Ea the activation energy for conduction,
and x the exponent that represents the variation of conduc-
tivity with partial pressure of oxygen. The expression for the
ionic conductivity in MO1−� lattice can be written as

&i = 2e	V ··
O��V ··

O
(10)



354 Oxide Nanoparticles

The total conductivity (&), which can be represented by
the following equation as a sum of the Equations (9) and
(10), is a function of the partial pressure PO2

as well as
temperature T :

& = A0

T
exp

(
− Ea

kT

)
P−x
O2

+ 2e	V ··
O��V ··

O
(11)

From the variation of the conductivity (log&) with partial
pressure of oxygen (logPO2

), it is possible to distinguish
between the two distinct regions of the conductivity—
extrinsic and intrinsic—as indicated by the slopes �x�. For
the extrinsic region, where the ionic defects predominate,
the electroneutrality condition gets modified to 2	V ··

O� =
	A′

M�. Consequently, the partial pressure dependence has a
value of 1/4 (slope x). In the intrinsic region, the electroneu-
trality condition is 2	V ··

O�= n, as the electronic charge carrier
concentration �n� predominates 	A′

M�. The value of x for the
intrinsic region corresponds to 1/6. The activation energy
associated with the conductivity can be estimated from a
plot of ln&T vs 1/T . The activation energies for extrinsic
and intrinsic conductivity can be related to the enthalpy of
defect formation �.H� by the expressions

Extrinsic conduction: Ea =
.H

2
+ Eh (12)

and

Intrinsic conduction: Ea =
.H

3
+ Eh (13)

where Eh is the hopping energy [326].
Recently, the defect model for oxygen-deficient oxides

has been employed to explain the observed conductivity
behavior of nanocrystalline CeO2−� [327]. The study focused
on the conductivity measurements of a series of thin film
samples having grain sizes in the nanometer range (20
to 150 nm). It has been inferred from the conductivity
measurements on CeO2−� samples that the films with the
largest grains (150 nm) exhibited predominantly extrinsic
behavior at very low partial pressures <10−10, such that con-
ductivity increases with decreasing partial pressure showing
a 1/4 power dependence. The conductivity (&) was indepen-
dent of PO2

at partial pressures in the range ∼10−8–100 at the
lowest measurement temperature of 600 �C. The pressure-
independent conductivity behavior for larger grains of n-type
nonstoichiometric oxide such as ceria may be due to the
presence of the acceptor-type impurities that can pin the
oxygen vacancy concentration [328]. For the samples with
65 nm grain size, the 1/6 power dependence became appar-
ent at higher measurement temperature, or in other words
the onset of intrinsic conductivity was evident at 900 �C,
with the conductivity no longer independent of PO2

. Further
reduction in grain size led to predominantly intrinsic con-
duction in the sample at relatively lower temperatures and
higher partial pressures with the 20 nm sample exhibiting
only intrinsic conduction in the higher partial pressure range
(10−5–100�. In the case of finer nanoparticles, the energy
required for the oxygen defect formation would be con-
siderably less when compared to fully grown larger grains
because of the larger number of interfaces as well as lack of
pinning along grain boundaries; therefore the conductivity

registers an increase with decreasing particle size (Fig. 20).
The conductivity measurements by impedance spectroscopy
have been found to be useful to separate the contributions
from the bulk and the interface as well as to propose a
possible mechanism for conductivity in finer nanoparticles.
For instance, the impedance measurements on finer oxide
nanocrystals (≤20 nm) such as CeO2−x [327, 328], ZrO2
[329, 330], and ZnO [331] provided evidence for the reduc-
tion in grain boundary impedance with decreasing particle
size, which may be attributed to reduced pinning as well as
increase in vacancy concentration at the interfaces for finer
nanoparticles having larger interfacial area [328–331].

4.4. Ferroelectric and Dielectric
Characteristics

In recent years, studies on ferroelectric and related ceramics
have been major fields of research because of the potential
applications of thin films of these materials in the fabrication
of memory devices [332]. The particle size effects on ferro-
electricity are analogous to magnetic characteristics. Corre-
sponding to the magnetization in the presence of a magnetic
field, ferroelectricity involves alignment of dipole moments
(polarization) in the presence of an electric field. Com-
parison also arises from the assumption that both phe-
nomena are governed by the mechanism of formation of
domains and domain wall motion [333]. However, for par-
ticle sizes much less than the critical domain size, there is
scarcity of experimental data that can provide evidence for
a superparaelectric state analogous to superparamagnetic
state, which will be discussed in a subsequent section on
magnetic nanoparticles. The particle size effect on the fer-
roelectric phase transition in these materials has been well
documented in the literature [334–342].
As a classical example of a displacive ferroelectric with

excellent dielectric, pyroelectric, and piezoelectric proper-
ties, PbTiO3 has been characterized for the size effects
on its phase transition [336–341]. The size effects have
been found to be predominant below 100 nm in these fer-
roelectric oxides. The phase transition studies on nano-
crystalline PbTiO3 with crystallite sizes in the range of
20–80 nm showed that the nanocrystals exhibited a reduction
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for nanocrystalline CeO2 thin films at 1000 K. Data from Ref. [327].
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in tetragonal distortion according to an exponential func-
tion ∼1-e−d, ultimately transforming to a cubic phase for
smaller particles (critical size ∼7 nm at room temperature)
[339]. The transition was in accordance with the internal
stress model predicted by Buessem et al. [343]. The model
assumes that when particles of dimensions close to single
domains are cooled to Tc, each grain experiences a com-
plex system of internal stresses that are developed depend-
ing on the orientation of the surrounding grains. In order to
relieve these stresses, the crystal transforms from a sponta-
neously polarized distorted tetragonal phase (ferroelectric)
to a less-polarized cubic phase (paraelectric). The conse-
quences of this transformation being the gradual reduction
in permittivity, a shift in Tc values to lower temperatures
(∼20 �C lower) and a diffused phase transition, which almost
disappears eventually for particle sizes in the range 26 nm
(Fig. 21) [339]. The dielectric constant in the vicinity of
the ferroelectric phase transition Tc can be expressed by a
semiempirical relation [344, 345]

1
$
− 1

$max
= 1

A
�T − Tc�

� (14)

where $ is the dielectric constant, $max is the maximum
dielectric constant value at the transition temperature Tc, A
is a constant, and � is the order of phase transition within
the range 1 < � < 2. When � equals 1, the phase transition
is Curie–Weiss type, and when � approaches 2, the phase
transition can be regarded as diffused type. The � value is
∼1 for 80 nm PbTiO3 crystals and increases to 1.5 for 30 nm
crystals [339].
The critical dimension for the phase transformation of

PbTiO3 nanocrystals from ferroelectric to paraelectric phase
at room temperature can be estimated by extrapolating the
experimentally determined c/a ratio and crystallite size d
from the X-ray diffraction data of the nanocrystalline sam-
ples. The least-squares fitted expression for the c/a ratio
versus average crystallite size d can be written as

y = y� − C exp	C�dcrit − x�� (15)

where x ≡ dXRD, y ≡ c/a, y� = 1�065, and C ≡ y� − 1. The
critical crystallite size corresponds to the c/a ratio being
unity. The estimated value of the critical crystal dimension
was around 7 nm for nanocrystalline PbTiO3 [339]. The
phase transformation in PbTiO3 is probably similar to the
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Figure 21. Dielectric constant as a function of temperature for different
average grain sizes of the nanocrystalline PbTiO3 [339].

crystallization of a more symmetric phase for nanocrystals
in a certain model of binary oxide systems such as Al2O3
and Fe2O3 [346]. The driving force for such crystallization
may be attributed to the tendency to minimize the sur-
face Gibbs energy associated with high surface area. The
molecular dynamic simulation of relative enthalpies of alu-
mina polymorphs predicted the possibility of a more sym-
metric �-alumina phase being stabilized compared to the
3-phase [347].
The characteristics of the ferroelectric phase transition,

such as lowering of the dielectric constant peak, the diffused
maximum, and the shift in Tc values have been observed
to register a reverse trend when the nanocrystalline ferro-
electric materials have charged ion-vacancy dipoles. These
dipoles contribute to the space charge effect along grain
boundaries; thereby the total polarization in the material is
increased. Moreover, the defect formation is energetically
more favorable in finer particles due to the large surface-to-
volume ratio in the material. For instance, a reverse trend
in $–T curves has been reported for ferroelectric phase
transitions in nanocrystalline Bi4Ti3O12 [348] and Bi2VO5�5
[349]. The crystal structure of Bi4Ti3O12 comprises layers
of ionic conducting [Bi2O2]2+ layers stacked between insu-
lating pervoskite-like (Bi2Ti3O10�

2− layers [350]. Jiang et al.
[348] explained the $–T curves for Bi4Ti3O12 samples of
crystallite sizes in the nanometer range (19 to 56 nm) by
taking into consideration the formation of defect dipoles,
which orient in the applied electric field and contribute
to the total polarization. The contribution to the dielec-
tric constant from the defect dipoles decreased when the
crystallite size was increased as a result of annealing out
of the defects. The observed enhancement in the dielec-
tric constant for Bi2VO5�5 ceramics on crystallite size reduc-
tion has been attributed to the increase in oxygen vacancy
concentration [349].

4.5. Magnetic Properties

In the present era of advanced technology, magnetic
materials have a significant role in the development of
various devices. Ferromagnets have been identified as poten-
tial materials for the development of information storage
devices [351], magnetic refrigeration [352], and ferroflu-
ids [353, 354]. The enormous potential of magnetic fluids
has been currently expanded to biological processes. For
instance, the magnetic fluid based on maghemite (�-Fe2O3�
has been proved to be a biocompatible material for the pur-
pose of transporting antibodies through human tissue [355].
The observed magnetic properties of oxide nanoparticles

depend on the particle size or large surface area-to-volume
ratio. The correlation between the nanostructure and the
magnetic properties has been investigated for the model
oxide �-Fe2O3 nanoparticles [275, 356–359]. In analyzing
these results, one can conclude that the chosen prepara-
tive route also governs the nanostructure and the resultant
magnetic properties. Pelecky and Rieke [360] have classi-
fied different types of magnetic nanostructures according to
a schematic diagram shown in Figure 22. The illustration
provides insight into the possible interparticle interactions
and the extent to which it affects the magnetic properties.
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Figure 22. Schematic representation of the different types of magnetic
nanostructures [360]. Type A—noninteracting nanoparticles, Type B—
nanoparticles with core-shell morphology, Type C—nanocomposite, and
Type D—nanocrystals (ordered regions represented by hollow spheres
or black spheres) dispersed in a disordered solid matrix (black colored
circles). Reprinted with permission from [360], D. L. L. Pelecky and
R. D. Rieke, Chem. Mater. 8, 1770 (1996). © 1996, American Chemical
Society.

The classification ranges from type A material of noninter-
acting particles to type D with dominant interparticle inter-
actions. An example of type A material is a ferrofluid in
which the particle surfaces have been modified by surfactant
molecules, thereby minimizing the interaction through steric
hindrance between the particles [361–363]. Type D material
comprises a three-dimensional solid built of nanoparticles
dispersed in a disordered solid matrix, wherein the interpar-
ticle or intergranular interactions predominantly contribute
to the total magnetization. When the atoms that consitute
the nanoparticles and the corresponding solid matrix are
the same, we may describe the Type D system as fully
grown grains separated by disordered interfaces as shown
schematically in the second possibility for Type D [22]. The
intermediate nanostructure of type B depicts the ultrafine
particles with core shell morphology (e.g., a shell of oxide
layer formed over a magnetic core, Co/CoO [364]), and
type C refers to nanocomposite materials (e.g., �-Fe2O3
nanoparticles dispersed in SiO2 matrix in which the mag-
netic interactions are determined by volume fraction of the
magnetic nanoparticles [358, 365]).
The magnetic characterization of a material includes trac-

ing of a hysteresis loop (M–H curve, where M is the

magnetization and H is the applied field) to obtain typical
values of saturation magnetization (Ms�, remanent magne-
tization (Mr�, and coercive field (Hc�. Ideally, the hysteresis
loop for a material should have a near square shape with
high value of remanent magnetization (Mr�, and moder-
ate coercivity [360]. Magnetization in a material has been
found to be dependent on various types of anisotropies aris-
ing out of the crystal system, particle morphology, stress,
external field, and exchange interaction [366]. A large mag-
netic particle can be considered as made up of several
magnetic domains or multidomains. Within each domain,
spins have the same orientation and are associated with a
critical dimension and energy depending on the material.
The applied magnetic field provides the necessary activation
energy for the spins in multidomains to align and reach a
state of saturation magnetization. When the field is applied
in the opposite direction, domain wall motion reverses the
magnetization. However, as the particle size decreases and
reaches a value close to the critical single domain dimension,
Dc, the multidomain formation becomes energetically unfa-
vorable. The underlying domain wall mechanism involving
the reversal of the magnetic moments in bulk particles no
longer holds true for single domain particles. The reversal of
the magnetic moments in the single domain particles takes
place through a coherent rotation of spins, which require
higher coercive fields. For particles smaller than the crit-
ical domain dimension, the spins are increasingly affected
by thermal fluctuations, coercivity decreases, and the sys-
tem becomes superparamagnetic [360]. Magnetic behavior
as a function of particle size is schematically represented in
Figure 23. The shaded region refers to the decrease in coer-
civity as the particle sizes decrease below Dc. The surface
modified noninteracting nanoparticles with sizes less than
Dc have superparamagnetic properties [273, 274, 361, 363].
From the magnetization measurements, it is possible to

draw an important conclusion regarding the distribution of
particle size, provided that the form of the distribution is
known [367]. The magnetization in a system of noninteract-
ing magnetic particles as in the case of a surface modified

Single domain
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DcSuper
Paramagnetic
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Figure 23. Schematic variation of the coercivity (Hc� as a function of
the domain size in ultrafine magnetic nanoparticle systems. Reprinted
with permission from [360], D. L. L. Pelecky and R. D. Rieke, Chem.
Mater. 8, 1770 (1996). © 1996, American Chemical Society.
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ferrofluid can be represented by Langevin function

L

(
�H

kBT

)
= coth

(
�H

kBT

)
− kBT

�H
(16)

where � =MsV is the magnetic moment of a single particle
and H is the external field. In a real system, the field depen-
dence of the magnetization is the integral of the Langevin
function over the size distribution. A lognormal distribution,
which was suggested by O’Grady and Bradbury [368], has
been proved to be adequate to describe the magnetization
in a noninteracting nanoparticle assembly [274]. The width
and mean particle size can also be estimated from the distri-
bution. The expressions for calculating the particle diameter
(Dmag� and standard deviation (&) can be written as

Dmag =
[
18kT
#ms

√
6i

3Ms

1
H0

]1/3

7 & = 1/3
[
ln
(
36i

Ms

/
1
H0

)]1/2

(17)

where Ms and ms are the saturation magnetization of the
nanoparticles and the bulk phase, respectively. 6i is the ini-
tial susceptibility calculated at low fields, in the region where
the variation of M against H is linear. The factor 1/H0 is
obtained by extrapolating M to 0 at high fields, in the region
where the relationship between M and 1/H is a straight line
[275]. Exact superposition of M–H curves at different tem-
peratures implies a very narrow particle size distribution in
the sample [360].
Moumen and Pileni [274] estimated the average parti-

cle size of the cobalt ferrite (CoFe2O4� superparamagnetic
sample (2–5 nm) using the Langevin function assuming a
lognormal size distribution based on the magnetization mea-
surements for dry nanoparticles and particles dispersed in
a fluid. The calculated average particle size for dry pow-
der was greater than the value obtained by TEM or XRD.
The differences in the particle diameters obtained for the
dry powder and the ferrofluid implied that the magnetiza-
tion curves of the two samples were different. In the dry
powder, the interparticle interactions are no longer weak
compared to ferrofluid where the weight fraction of the
particles in the fluid is very low. Moreover, the bulky sur-
factants on the particles provided steric hindrances; there-
fore the interactions between the particles were minimized.
The interparticle interactions in dry powder would have per-
turbed the Langevin function and caused an increase in
apparent magnetic diameter of the particle. The authors
also reported the magnetic property measurements on sam-
ples heated at 200 �C, 400 �C, and 600 �C for 30 min. The
thermally processed samples had larger particle size. The
adsorbed surfactant molecules decomposed with increasing
annealing temperature, resulting in higher values of reduced
remanence (Mr/Ms� and the coercivity (Hc� for CoFe2O4
nanoparticles. Moreover, the samples annealed at higher
temperatures showed improvement in coercivity due to bet-
ter crystallinity and the release of surfactant to the particle
interface.
The intrinsic cationic vacancy disorder in �-Fe2O3 has

been found to influence the orientation of magnetic
moments through a phenomenon termed as canting effect
[369] that affects the resultant magnetic properties. The

effect is more pronounced for particle diameters less than
20 nm [370]. Below 20 nm, the surface contribution to
the total magnetization also becomes significant. Morales
et al. [275] studied the size effect and structural ordering
on the magnetic properties of �-Fe2O3 nanoparticles less
than 20 nm prepared through a coprecipitation technique
and laser ablation. The saturation magnetization (Ms� for
�-Fe2O3 nanoparticles decreased with decreasing particle
size as shown in Figure 24 as two distinct regimes—one
for particle sizes greater than 5 nm and the steeper region
for particle sizes less than 5 nm. The observed reduction
in the saturation magnetization has been explained based
on the spin canting effect and the vacancy disorder. The
change in the slope of the Ms versus particle size plot sig-
naled a possible order-disorder transformation of cationic
sites in �-Fe2O3 nanoparticles of sizes below 5 nm. Com-
pared to the earlier reports on the particle size limit for
the cationic order-disorder transformation in �-Fe2O3 [370],
the study by Morales et al. [275] set a lower size limit
for order-disorder transformation. As the size limit also
depends on the method of preparation, samples prepared
through different routes would have different degree of
order-disorder in the lattice. This would apparently explain
the reason for difference in magnetization (Ms� values for
similar sized particles that are prepared by different syn-
thesis routes. The high value of coercivity (Hc� measured
for �-Fe2O3 nanoparticles particles less than 5 nm at low
temperature (5 K) was attributed to the pinning of core
magnetic moments through direct exchange interaction with
frozen spin-glass surface layer. The order-disorder transfor-
mation for �-Fe2O3 nanoparticles of average diameter 5 nm
when placed in a magnetic field can be explained using a
schematic diagram (Fig. 25) [275]. The spinel-like �-Fe2O3
lattice has cationic vacancies that may be ordered in a
tetragonal superstructure, partially ordered in a cubic super-
structure, or completely disordered resulting in vacancy
aggregation. The completely disordered state gives rise to
spin canting effect in �-Fe2O3 nanoparticles as schematically
shown in Figure 25. The shaded outer layer represents the
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Figure 24. Plot of saturation magnetization (Ms) versus particle size
for �-Fe2O3 nanoparticles for samples prepared through different syn-
thesis routes [275]. For experimental details, see Ref. [275]. Reprinted
with permission from [275], M. P. Morales et al., Chem. Mater. 11, 3058
(1999). © 1999, American Chemical Society.
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Figure 25. Schematic illustration of the order-disorder transformation
in the spinel-like lattice of �-Fe2O3 nanoparticles of diameter 5 nm.
Each square in the diagram is a projection of the �-Fe2O3 unit cell. The
shaded squares represent the unit cells close to the surface. Magnetic
orientation associated with each unit cell is inscribed in the projection
[275]. Reprinted with permission from [275], M. P. Morales et al., Chem.
Mater. 11, 3058 (1999). © 1999, American Chemical Society.

surface layer. The studies on magnetic oxide nanoparticles
indicate that magnetic properties are strongly dependent on
parameters such as the preparative conditions, particle size,
surface area, and degree of vacancy disorder.

4.6. Catalytic Properties

The research on catalysis and related materials has become
very relevant at present as an effective means of dispos-
ing the increasing amounts of pollutants from industry and
automobiles. Catalytic convertors are already being used
in automobiles to reduce the levels of carbon monoxide
emission. Of the two types of catalytic processes, heteroge-
neous and homogeneous, heterogeneous catalysis has been
widely used in industries. The heterogeneous catalysis can
be further divided into two categories—structure-insensitive
and structure-sensitive catalysis [371]. As the term indi-
cates, in structure-insensitive catalysis, the process does not
depend on the individual microstructure such as the crystal-
lite size and the crystal structure of the catalytic material,
but only on the composition, the number of active catalytic
sites available, and the electronic structure of the active
species involved in the process. The structure-sensitive cat-
alytic process is affected by the microstructure of the cat-
alytic material such as its crystallite size, crystal structure,
and interatomic spacing [372].
Utilizing high surface area nanoparticles having a large

number of active sites is one way to boost the reaction
rate in the two types of heterogeneous processes mentioned
above. The role of nanoparticles is more pronounced in the
structure-sensitive catalytic process where small crystallite
size affects the overall rate of the reaction. Various meth-
ods for the preparation of oxide-supported-nanostructured
metal catalysts have been established. The process involves
dispersing metal clusters on oxide by ion-exchange or
impregnation [373–378]. Relatively recently, the processing
and catalytic applications of nanostructured nonmetallic sys-
tems have been developed [379]. In order to produce high
surface area oxide nanoparticles for catalytic applications,

suitable synthesis techniques can be chosen. Table 2 summa-
rizes different oxide materials used for catalytic applications,
their preparative routes, and catalytic activities.
Nanocrystalline catalysts have high surface-to-volume

ratio and exhibit size quantization effect for very small grain
sizes (<5 nm). Because of these unique features, catalytic
activities of nanocrystals are different from the bulk. The
large fraction of unsatisfied valences at the surfaces, inter-
faces, and grain boundaries of nanocrystals provide active
catalytic centers, thereby influencing the rate of formation
and the nature of the intermediate species. The study of the
catalytic activity of nanocrystals would be complete only if
extensive surface characterization is carried out to under-
stand the reaction mechanism leading to the formation of
final product. For instance, by coupling scanning tunneling
electron microscopy (STEM) and energy dispersive X-ray
analysis (EDX), precise compositional mapping of the sur-
face for doped polycrystalline TiO2 has been reported [386].
Another efficient procedure for composition analysis would
be to combine STEM and electron energy loss spectroscopy
(EELS), which could provide insight into the atomic and
the electronic structure of the surfaces. The morphological
examination of the surface is carried out by the atomic force
microscopy (AFM) [371]. Besides providing the surface mor-
phology of the nanocrystalline compact, the formation of
pores can also be clearly observed from the AFM picture.
Enhanced catalytic activity has been demonstrated

recently in catalytic combustion of methane using barium
hexa aluminate (BaO · 6Al2O3, BHA) nanoparticles [192].
The difference in catalytic activities of sol–gel-derived con-
ventional BHA, reverse microemulsion-derived BHA nano-
particles, and reverse-microemulsion-derived CeO2-BHA
nanocomposite is depicted as curves c, b, and a, respec-
tively, in Figure 26. The reactant stream consisted of 1 vol%
CH4 in air at a space velocity of 60,000 h−1. Combustion
(light-off) was initiated at temperature as low as 590 �C
for nanocrystalline BHA (curve b) compared to 710 �C
(curve c) required for conventional BHA. For the CeO2-
BHA nanocomposite particles, the combustion was initiated
at a very low temperature of 400 �C (curve a).
Another interesting development in catalysis is the

exploitation of the typical surface chemical properties of
the metal oxide nanoparticles to reduce the polluting effects
of toxic gases. Besides being ionic with good thermal sta-
bility, the edges and corners of fine-grained metal oxides
may exhibit acid/base properties [387, 388], which enable the
oxides to react chemically with a wide range of toxic mate-
rials, thereby reducing the pollution. A well-known example
of a Lewis type acid-base reaction is the adsorption of CO
onto the surface of a metal-oxide catalyst by metal-carbonyl
bonding. The bonding results from the donation of a pair of
electrons from carbon to the empty orbitals of metals. This
particular type of binding has been found to be prevalent
at low temperature in the oxidation of CO by SO2 in the
presence of nanocrystalline CeO2 [389].
Nanocrystalline metal oxides with intrinsic oxygen defi-

ciency are potential materials in catalysis [389]. Examples
of these types of oxides are substoichiometric titanium
oxide (TiO2−x� [390], tungsten oxide (WO3−x� [391], and
cerium oxide (CeO2−x� [382, 385, 389]. Particularly, CeO2−x
is of interest because of its ability to oxidize CO and CH4
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Table 2. Different types of nanostructured oxide catalysts, their preparative routes, and catalytic activities.

Oxide catalyst Preparative route Catalytic activity Ref.

Zirconia (ZrO2)-Silica (SiO2)
composite aerogel

Sol–gel Isomerization of 1-butene [380]

Titanium dioxide, TiO2 Sol–gel Photocatalysis [381]

Cerium oxide, CeO2−x Gas phase deposition Selective reduction of SO2 by CO at a low
temperature of 460 �C

[382, 385, 389]

Vanadium phosphorous oxide
(�-VOPO4)

Flame processing Selective oxidation of C4 carbons to maleic
anhydride

[383]

3-alumina (Al2O3) High energy milling of �-Al2O3 Inert catalyst support for partial oxidation and
high temperature combustion applications

[384]

Mesoporous transition metal
oxides (TiO2, ZrO2, V2O5,
Nb2O5, MoO3, Ni/Co oxides)

Modified sol–gel route Photocatalytic decomposition of organic
compounds (TiO2), solid acid isomerization,
and alkylation (sulfated ZrO2), partial
oxidation (V2O5, MoO3�, and hydro-
desulfurization (Ni/Co oxide)

[371]

Barium hexa aluminate
(BaO · 6Al2O3, BHA)

Microemulsion route Catalytic oxidation of methane [192]

Nanocrystalline CaO, ZnO,
Al2O3, MgO

Sol–gel or aerogel synthesis Enhanced catalytic activity towards H2S [392, 393]

[389]. Studies on the ceria-based catalysts by Tschope et al.
[389], involved a detailed characterization and comparison
of microcrystalline and nanocrystalline ceria, nonstoichio-
metric ceria, and ceria-supported metal catalysts. The nano-
particles of ceria prepared by inert gas condensation were
nonstoichiometric. The nonstoichiometric ceria, CeO2−x,
catalyzes the oxidation of CO in the presence of O2 at a
lower temperature (200 �C; curve c in Fig. 27) compared to
the oxidation of CO by SO2 in the presence of stoichiometric
nanocrystalline CeO2 (560 �C curve a in Fig. 27). For com-
parison, the simple oxidation CO by O2 is presented as
curve b in Figure 27 (360 �C). The intermediate species
involved in the oxidation of CO in the presence of stoichio-
metric nanocrystalline CeO2 has been characterized using
Fourier transform infra-red spectroscopy (FTIR) at various
stages [389]. The study showed that the mechanism involved
the chemical adsorption of CO to the metal followed by
the formation of bidentate carbonate with low-coordinated
terminating oxygen. The metal-carbonyl bonds were stable
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Figure 26. Comparison of catalytic activities of sol–gel-derived con-
ventional BHA (curve c), reverse microemulsion-derived BHA
(curve b) nanoparticles, and reverse-microemulsion-derived CeO2-BHA
nanocomposite (curve a) [192]. Reprinted with permission from [192],
A. J. Zarur and J. Y. Ying, Nature 403, 65 (2000). © 2000, Macmillan
Magazines Ltd.

only at low temperature, whereas the carbonates were stable
up to 500 �C. On the other hand, the electrons associated
with charged oxygen vacancies in the nonstoichiometric ceria
lattice, CeO2−x, might have enhanced the chemisorption of
oxygen, thereby promoting the oxidation of CO at a much
lower temperature [389].
Klabunde et al. [75], Carnes and Klabunde [392],

Richards et al. [393], and Khaleel et al. [394] have reported
excellent catalytic properties for the high surface area nano-
crystalline oxides such as CaO, ZnO, Al2O3, and MgO.
These oxides are also associated with high surface chemical
reactivity. A recent study from the same group sequenced
a series of nanocrystalline oxides based on their reactivity
towards H2S [299]. They found that at selected elevated tem-
peratures, the order of the reactivity of the oxides towards
H2S was CaO > ZnO > Al2O3 > MgO. At lower tempera-
tures, the reactivity sequence was ZnO > CaO > Al2O3 ≈
MgO. As the reaction enthalpy is the most important factor
that decides the course of the reaction with H2S, an opti-
mum temperature should be selected to achieve a favorable
reaction rate. The Al2O3 and MgO have thermodynamically
less favorable enthalpies of reaction with H2S in this series.
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Therefore, heating to a moderately elevated temperature
would have increased the reaction rate for Al2O3 and MgO,
whereas the reaction rate reached optimum value at lower
temperature for CaO and ZnO. The reaction temperature
should be selected in such way as to compensate for the
unfavorable enthalpy as well as to avoid sintering, which will
lower the surface area for the consolidated sample at ele-
vated temperature [392].

4.7. Thermal Conductivity

Another topic of great industrial interest is the thermal
transport properties exhibited by oxide nanoparticles. As a
part of miniaturization in devices, particularly in the micro-
electronics industry, a comprehensive knowledge of thermal
transport at reduced dimension is essential to minimize pos-
sible device failures due to localized heating. Heat trans-
fer through solids depends on the microstructure such as
particle size, porosity, and type of material. For instance,
heat-transfer fluids that consist of metal-oxide or metal
nanoparticles dispersed in water or ethylene glycol have
improved thermal conductivity [395, 396], whereas nano-
crystalline zirconia coatings with grain sizes on the order
of 40 nm or less have reduced thermal conductivity [397].
According to the kinetic theory of heat transfer, the thermal
conductivity, k, of a material is directly proportional to the
heat capacity Cp, the sound velocity v, and the phonon mean
free path l [398]. The heat capacity measurements indicate
that there is only a slight increase (up to 15%) in the Cp

of the nanocrystalline materials compared to their coarse-
grained counterparts [399, 400]. However, further studies on
the heat capacities of different types of nanocrystalline solids
are required in order to derive a final conclusive picture of
their grain size dependence. Heat conduction is indirectly
related to sound velocity �v� through the Young’s modu-
lus, which has insignificant dependence on grain size, but
depends on the processing-induced porosity [401]. The ther-
mal conductivity �k� value, however, may have a stronger
dependence on the phonon mean free path �l�. For instance,
in defect-free crystals such as diamond, the l value is signif-
icantly reduced by about three orders of magnitude from a
few mm for single crystals to a few �m for polycrystals hav-
ing micrometer-sized grains [402]. In defective crystals such
as yttria-stabilized zirconia (YSZ), the reduction in mean
free path is less pronounced compared to the defect-free
crystals because of the relatively small separation between
the oxygen vacancies in single crystals and polycrystals [403].
Small mean free path implies a lower thermal conductiv-
ity, which can be exploited for thermal barrier applications
[404, 405]. In other words, the interfaces in oxide nano-
particles scatter phonons and resist heat flow, which ulti-
mately results in a temperature discontinuity between the
grains in the presence of a temperature gradient (Kapitza
resistance) [406, 407]. There have been efforts to understand
the thermal transport across interfaces in polycrystalline and
nanocrystalline materials [408–411]. Assuming that the grain
boundaries are associated with identical thermal resistance,
Yang et al. [411] formulated expressions for determining the
Kapitza resistance in nanocrystalline YSZ sample. The heat

flux �q� through a polycrystalline sample in a temperature
gradient �dT /dx� can be represented by

q = −k
(
dT

dx

)
(18)

where k refers to thermal conductivity. For grains of width
d, dT /dx is equivalent to T ∗/d where T ∗ is the temperature
across a single grain consituting two distinct temperature
regions, namely, T0 as the grain interior temperature and
Tgb as the average temperature discontinuity at each grain
boundary. The temperature T ∗ across a single grain can be
written as

T ∗ = T0 + Tgb (19)

By considering the above assumptions, the expression for
effective thermal conductivity (k� of a polycrystalline mate-
rial becomes

k = −qd
T0 + Tgb

(20)

where T0 = −qd
k0

and Tgb = −qRk where k0 is the bulk or
single crystal thermal conductivity and Rk is the Kapitza
resisitance. Substituting the various parameters in Equa-
tion (20), the equation for the thermal conductivity can be
expressed as

k = k0

1+ k0Rk

d

(21)

The Kapitza resistance (Rk� of the 10 nm-sized YSZ has
been found to be relatively low (Rk = 4�5× 10−10 m2 ·K/W)
when compared to identical grain-sized Si0�8Ge0�2 samples
(Rk = 1× 10−8 m2 · K/W) [411]. The grain-size dependence
of thermal conductivity for nanocrystalline YSZ samples
indicates that thermal conductivity gradually increases with
increasing grain size (Fig. 28). The rate of increase is rapid
for crystallites below 40 nm. For grain sizes above 40 nm, the
thermal conductivity registers a lesser rate of increase. The
rapid rise in conductivity for small nanocrystals (<40 nm)
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[411].
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may be attributed to the high rate of reduction in the num-
ber of grain boundary interfaces when subjected to thermal
processing. The important challenge is to understand the
various factors that control the thermal conducivity in oxide
nanoparticles and optimize them in order to implement in
device fabrication.

4.8. Mechanical Properties

Unique and fascinating mechanical properties of nano-
crystalline materials, especially gas-phase deposited
nanoparticles, have motivated detailed theoretical and
experimental studies on characteristics such as elastic
moduli, high hardness and strength, and increased ductility
reaching the superplastic behavior for the nanosized grains,
when compared to their coarse-grained counterparts [412].
The verification of the empirical Hall–Petch equation

[413, 414] helps to draw important conclusions on the
mechanical properties of nanocrystalline materials. The
expression that relates the yield stress �&y� to the average
grain size �d� and can be written as

&y = &0 +
k√
d

(22)

where &0 is a friction stress and k is a constant. As the grain
size decreases to nanometer dimensions, the yield strength
increases. For example, the yield strength increases by a
factor of about 30, as the grain size decreases by about
two orders of magnitude from 10 �m. However, this is an
ideal prediction and in reality the relation is yet to be com-
pletely satisfied for a wide range of nanocrystalline metals
studied. A similar inverse relation holds true for grain size
dependence of hardness [415]. In the case of nanocrystalline
ceramics, mechanical characterization has been reported on
model oxide systems such as TiO2 [72]. The Hall–Petch plot
that relates the hardness �Hv� and the grain size �d� for
the nanocrystalline TiO2 is presented as Figure 29. Although
the reduction in slope of the curves was observed for the
grain sizes smaller than 200 nm, the increase in the hard-
ness of the TiO2 samples with decreasing grain size was
not in accordance with Hall–Petch relation. The break in
the slope of the curve at smaller grain sizes (Fig. 29) indi-
cates a reduction in the rate of increase in hardness values
with decreasing grain sizes for the low temperature crystal-
lized TiO2 samples. This abrupt rate change in the measured
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Figure 29. Hall–Petch plot relating hardness (Hv� and grain size (d�
for nanocrystalline TiO2 [415].

hardness values can be attributed to decreased diffusion
through the grain boundaries for samples crystallized at low
temperature �T ≤ 400 �C). The observations were consistent
with the studies on the nanostructured alloy TiAl [416–418].
Comparable hardness values have been reported for dense
TiO2 nanocrystals by Karch and Birringer [419]. The dense
nanosized TiO2 also had high values of fracture toughness
(∼14 MPa m−1/2�. The verification of the Hall–Petch rela-
tion provided insight into improving the strength and hard-
ness of nanomaterials.
Another important mechanical property is superplasticity,

which refers to the ability of materials to undergo exten-
sive tensile deformation without necking or fracture. Though
the superplastic deformation is a well-established industrial
process in metals [420], in the case of brittle materials, the
phenomenon needs to be explored further for large-scale
industrial use. Among the oxide ceramics, polycrystalline
tetragonal zirconia has been characterized for superplasticity
[421]. The decisive factors for a material to exhibit super-
plasticity are small grain sizes (<5 �m), equiaxed grains,
high energy grain boundaries, and crystallization from a
heterogeneous phase [422]. These features are invariably
present in nanocrystalline materials and hence in princi-
ple should exhibit superplasticity. For instance, enhanced
diffusion along the grain boundaries of a nanomaterial
implies the high energy associated with it as compared to
coarse-grained samples [423]. This can also lead to rapid
grain growth in nanomaterials at moderately elevated tem-
peratures. However, in nanocomposite materials, the addi-
tional phase present in the sample hinders the grain growth,
thereby preserving the essential small grain size feature for
superplasticity [424].
The condition for superplasticity can be derived from the

general expression for diffusional creep mechanism, which
can be represented as

$̇ = ADbGb

kT

(
b

d

)p( &

G

)n

(23)

where A is a constant, G the shear modulus, b the Burger’s
vector, n the stress exponent, p the grain size exponent,
$̇ the diffusional creep rate, and & is the stress [422, 425,
426]. The condition for superplasticity is that the strain
rate sensitivity m must be greater than 1/3, which can be
expressed by the following equation:

m = = ln&/= ln $ > 1/3 (24)

For materials with grain sizes less than 10 �m, the stress
exponent n ≥ 2 �m ≤ 0�5� and the grain size exponent p ≈ 2
[422, 425].
Superplasticity was observed in nearly nanometer-sized

(∼300 nm) yttria-stabilized tetragonal zirconia crystals
(Y-TZP), as the crystals elongated to about 100% under
applied load [421, 427]. Another well-studied example is the
mechanical characterization of composite crystals of 20 wt%
Al2O3 and Y-TZP. The value of the grain size exponent p
was in the range 1.5–1.8 and the stress exponent ∼2 for
the alumina-doped Y-TZP composite [428, 429]. The basic
microstructure for superplasticity was maintained in these
composite crystals by hindering the grain growth. These
studies have derived the grain size and the stress exponents



362 Oxide Nanoparticles

using a diffusion model [Eq. (23)] for nearly nanocrystalline
stabilized zirconia, and hence can be considered as fun-
damental experimental data to understand the superplastic
behavior in fine-grained oxide ceramics.
In one of the earlier studies on model oxides such as

titania (TiO2�, a low temperature deformation bending was
observed at 180 �C for nanocrystals with grain sizes less
than 20 nm [430]. The TiO2 nanocrystals were also found
to exhibit a brittle-to-ductile transition at room tempera-
ture. The strain rate sensitivities [m in Eq. (24)] of nano-
crystalline ZnO and TiO2, obtained by Mayo et al. [431],
were found to decrease from 0.04 to 0.015 during sinter-
ing. The higher values of m in nanocrystalline oxides may
imply the onset of superplasticity in these materials. But the
values are much less than the ideal value of m for super-
plasticity, that is, 1/3. Recently, mechanical characterization
has been reported for a variety of technologically important
ceramics [432–441]. The studies ranged from simple oxide
such as stabilized ZrO2 [433] to complex garnets [436], 1-2-3
YBa2Cu3O7−x superconductor [437], and composites [441].
However, the grain sizes of the oxide ceramics in these stud-
ies were on the order of 0.5 �m or above. A recent study dis-
cusses the superplasticity behavior for the ZrO2-reinforced

Table 3. Summary of some model oxide nanoparticles noted for their unique size-dependent properties.

Particle/Crystallite
Oxide Preparative route size (nm) Size-dependent properties Potential areas of application Ref.

CuO Electrochemical route 4, 6, 25 Electronic band structure Catalysis [279]
ZnO Sol–gel 3�5± 1�5 Optical absorption-emission Optical display devices [300]

SiO2 Thermal oxidation of Si
nanoparticles prepared
through microwave
plasma-gas phase
synthesis

∼8 nm core with
1–1.5 nm oxide
layer

Optical absorption-emission Microelectronic and
optoelectronic devices

[304]

Eu2O3 Laser ablation 4, 6, 12, 18 Optical absorption-emission Optical display devices [312]

Eu:Y2O3 Sol–gel Range: 10–20 Optical absorption-emission Optical display devices [255]

CeO2−� Sol–gel 10, 20, 30, 150 Electrical conductivity Gas sensors, fuel cells, and
ionic membranes

[327]

PbTiO3 Coprecipitation 31, 39, 59, 81 Dielectric constant and phase
transition

Nonvolatile memory devices [339]

�-Fe2O3 Coprecipitation and
laser pyrolysis

Range: 3–14 Magnetization,
superparamagnetism at a
critical size of ∼5 nm

Information storage devices,
medical imaging

[275]

CoFe2O4 Microemulsion Range: 2–5 Comparison of magnetic
susceptibility of as prepared
ferrofluids and samples
annealed at different
temperatures

Magnetic memory, ferrofluids,
medical diagnosis,
bioprocessing

[274]

Ni0�48Zn0�48-
Fe2�04O4

Colloidal precipitation Range: 10–30 Magnetic permeability Low loss soft ferrites in
memory devices

[22]

BaO · 6Al2O3 Microemulsion 30 Enhanced catalytic activity Catalytic combustion of
hydrocarbons

[192]

CeO2−x Inert gas condensation — Catalytic conversion of CO to
CO2 at lower temperatures

Catalytic convertors [389]

(Y2O3�ZrO2 Metal-organic chemical
vapor deposition

Range: 10–100 Thermal conductivity Thermal barrier coating [411]

TiO2 — Range: ∼14–400 Hall–Petch behavior Net shape forming processes,
extrusion, rolling,
fabrication of ductile
composites

[415]

Al2O3 nanocomposite with finer grains of the constituent
phases (∼100–400 nm) [442]. From the technology point of
view, it is important to obtain sufficient data on plasticity
and ductility of nanocrystalline ceramic oxides for various
industrial uses. Superplasticity finds use in net shape form-
ing processes, extrusion or rolling, whereas ductile nature
of a ceramic can be exploited to develop various compos-
ite materials [23]. Table 3 summarizes preparative routes,
particle sizes, size-dependent properties, and potential areas
of application of important oxide nanoparticles, which we
have identified as representative classes of oxides having
unique properties with tremendous application potential in
various fields.

5. APPLICATIONS

5.1. Electronics

The present revolutionary changes in dimensions of func-
tional nanoscale and microscale devices are summarized in
a schematic diagram in Figure 30 [443]. The dimensions of
nanoscale devices range between 0.1 nm to 50 nm. However,
0.1 nm represents only the possible lowest size limit and
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Figure 30. Schematic classification of functional devices on a nano-
meter scale [443].

requires addressing of several issues related to the device
fabrication based on particles of such small dimensions. For
example, complexities associated with the electrical mea-
surements on quantum dots have been a major area of
research [444]. Among various nanodevices, nanoparticle-
based single electron tunneling (SET) devices are of interest
to electronics. The SET devices have been developed based
on the concept of controlling the charge transfer through the
Coulomb gap by applying a suitable potential across a nano-
particle, which when connected in circuit can be described
as an island surrounded by high potential walls [445]. The
island can be considered as electrically neutral initially with
a specified number of electrons present as in any other mate-
rial. In order to add an electron to the island, the electro-
static repulsive forces between the electrons present in the
island and incoming electrons have to be overcome with suf-
ficient electric field potential. The electric field E is inversely
proportional to the island size, implying that charging of
nanoscale islands takes place under strong electric field. The
charging phenomenon is more adequately explained based
on the charging energy Ec, which is given by the expression

Ec = e2/2C (25)

where e is the electronic charge and C is the capacitance
of the island [446]. As the island sizes approach De Broglie
wavelength, discretization or size quantization of the energy
levels set in [447, 448]. The electron addition energy �Ea�
under such conditions can be expressed as a sum of charging
energy [Ec; Eq. (25)] and quantum kinetic energy (Ek� of
the added electron. The expression can be written as

Ea = Ec + Ek (26)

where Ek = 1/g�$F�V in which g($F� is the density of states
and V is the volume of the island. For devices having nano-
scale islands of dimensions ∼100 nm, the electron addition
energy is dominated by the term Ec and is about 1 meV for
temperature corresponding to 10 K. Thermal fluctuations
suppress the single electron charging phenomenon when
Ea < 10kBT . However, for islands of sizes on the order of
∼10 nm, Ea is about 100 meV and single electron charging

may occur at much higher temperatures close to room tem-
perature [445]. In most of the digital single electron devices,
the Ea limit has to be even higher (a few electron volts)
in order to overcome the thermal fluctuations and facilitate
single electron conduction. In other words, the island size
must be scaled down to ∼1 nm so that the two energy terms,
Ek and Ec, in Eq. (26) are comparable. The successful fabri-
cation of devices based on islands of such small dimensions
(quantum dots) is of utmost importance for the purpose of
operating the device at temperatures close to room temper-
ature. However, the device fabrication processes are highly
complicated and require advanced preparative routes, espe-
cially to incorporate nanoparticles in large-scale integrated
circuits.
Single electron conductivity through nanoparticles results

in a characteristic I–V curve, which shows step-like behav-
ior (Coulomb staircase) [444, 449]. This step-like behavior
can be attributed to the increase in the potential energy for
each electron transfer, which arises out of the electrostatic
repulsion between the incoming electron and the additional
electron(s) already present in the nanoparticle. Another fea-
ture of the monoelectron conductivity in nanoparticle sys-
tems is the negative differential resistance (NDR), which
is related to the quantized energy levels due to the zero-
dimensional sizes of the particles [450]. As an important
development in the exploration of the single electron con-
ductivity phenomenon, the use of a scanning tunneling
microscope (STM) for measurements on nanoparticles was
experimentally demonstrated [451]. Some of the important
results on single electronic conductivity through the nano-
particles are the studies on Coulomb gap in single junctions
[452], Coulomb gaps and Coulomb staircases in a single
metal granule [453], the correlation of nonlinear current
characteristics to the particle sizes [454], and the peculiar
effects of energy level quantization [455, 456]. These contri-
butions have initiated urgent research activities for further
exploitation of their use in electronic device fabrication.
The use of single charge trapping in the design of digital

memory was demonstrated as early as in 1986 by Averim and
Likharev [457]. The sustained efforts in subsequent years
have resulted in the fabrication of a number of devices
based on the principle of single electron tunneling. Some
examples are sensitive high-frequency electromagnetic wave
detectors and digital electronic devices [458], high sensitiv-
ity electrometers [459], and quantum dot transistors [460].
Presently, there is increasing interest in the fabrication of
nanoelectronic devices aided by the simulation studies called
quantum computing, which has been developed based on
the laws of quantum mechanics [461]. Apart from the objec-
tive of miniaturization in electronic devices, exploitation of
single electron tunneling may greatly simplify electronic cir-
cuits, as well as improve device performance. In particular,
oxide nanoparticles, which are characterized by a relatively
high chemical and thermal stability, can be incorporated in
the fabrication of various electronic devices. Presently, fine
oxide nanoparticle slurries are being used in the microelec-
tronic industry for the chemical mechanical planarization
(CMP) process [87, 462, 463]. The process enables multi-
level metallization (MLM) on planar wafers. However, the
sizes of the particles used for CMP are very critical and
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have to be in the nanometer range, as larger particles dam-
age the wafer surface, and the effects would be detrimen-
tal to further fabrication process [87]. The potential use
of oxide nanoparticles in the development of information
storage devices will be discussed in the next section. Cur-
rently, researchers are also trying to implement high dielec-
tric constant polymer-ceramic nanocomposite materials in
decoupling capacitor applications [464], which will have a
promising impact on microelectronic device packaging. Fur-
ther development in integrated circuit (IC)-related devices
is the exploitation of ultra-low k nanoporous SiO2 dielectric
for interconnect dielectrics [465].

5.2. Information Storage Devices

The storage of voluminous information or data in a small
chip is a major requirement in academica as well as in
industry. This ever-increasing demand for high information
storage capacity has led to the development of innovative
fabrication of memory devices. In particular, nanocrystal-
based memory devices have attracted great attention in
recent years [466–476]. A typical nanocrystal-based flash
memory device has metal-oxide semiconductor field effect
transistor (MOSFET) configuration in which the conven-
tional gate dielectric is replaced by a gate stack consisting of
a thin tunneling oxide layer, a layer of semiconductor nano-
crystals (crystallite size <10 nm) embedded in SiO2, and a
thicker oxide layer (Fig. 31). The storage process can be
initiated by applying a positive potential to the gate. Con-
sequently, the conduction band of the thin tunneling oxide
layer is lowered. This results in the tunneling of electrons
from the substrates to the nanocrystals. The Coulomb block-
ade effect controls the flow of electrons to the nanocrystals,
thereby making single-electron charging a self-limited pro-
cess. The electrons get trapped inside the nanocrystals, as
the overlying thick oxide layer acts as a barrier and inhibits
further tunneling. The charging potential for nanocrystals
increases in steps (Coulomb staircase), which in this case
is called the MOSFET threshold potential. The step-like
increase in the threshold potential enables the storage of the
multibit information in the device [475]. The information
stored in the device can be read by measuring the satura-
tion current corresponding to a gate potential significantly
less than that required for programming. The application of
a reverse potential leads to erasing of the memory as the
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Nanocrystals

Gate

Figure 31. Schematic diagram of a nanocrystal gate stack used in a
memory device. Reprinted with permission from [473], A. Dutta et al.,
Jpn. J. Appl. Phys. 39, L855 (2000). © 2000, Japan Society of Applied
Physics.

reverse electron flow takes place from the nanocrystals to
the channel.
The thickness of the tunneling oxide layer in a nano-

crystal memory device is on the order of 2 nm, which is
less than the oxide layer thickness (>7 nm) in conventional
electrically erasable programmable read-only memory (EEP-
ROM). EEPROM requires programming voltages larger
than 10 V, whereas nanocrystal memory works at a much
lower operating voltages (3 V). Therefore, the endurance
to write-erase cycles and power consumption are superior
in nanocrystal memories compared to EEPROM [470]. But
the retention time of the nanocrystal memories is poor
compared to commercially available EEPROM (∼10 years).
Barring the poor retention time, the nanocrystal memory
can be considered for applications in quasi-nonvolatile mem-
ory where write-erase cycles and low power consumption
are considered important [475]. King et al. [470] fabri-
cated a quasi-nonvolatile memory cell incorporating nano-
crystalline Si-rich oxide as the charge storage layer, which
was deposited using a low-pressure chemical vapor deposi-
tion process (LPCVD). The refresh time and the endurance
of the device were found to be improved when compared
to the devices incorporating Si or Ge nanocrystals as charge
storage layers [468]. The device performance was assessed
by recording the write/erase time at different operating
voltages (4 to 6 V). The device registered fast write/erase
time approaching that of dynamic random access memory
(DRAM) at a relatively low operating voltage.
On the other hand, we have witnessed outstanding

growth in the fabrication of high-density information storage
devices based on magnetic materials. Remarkable storage
capacity has been achieved in such devices [477–480]. As
the bit density increases, the issues related to the integra-
tion of the device also become complex. Among the vari-
ous challenges, obtaining an acceptable signal-to-noise ratio
in high-density recording media needs considerable atten-
tion. One way to achieve low noise in magnetic record-
ing devices is to incorporate completely decoupled single
domain particles or particles having dimensions comparable
to that of a single magnetic domain in high-density record-
ing bits. The spin reversal in these small particles takes
place at much higher coercive fields �Hc, ∼2000–3000 Oe)
through coherent rotation of magnetization [481]. The mag-
netic recording medium is a continuous multigrain film with
no specific patterning. The decisive parameter in the fabri-
cation of magnetic recording device is the width-to-length
ratio of the rectangular shaped bit. As the bit size is scaled
down, the grain size becomes comaparable to the bit length.
This essentially leads to an increase in noise level, which
can be imaged directly using magnetic force microscopy
(MFM). The MFM image reveals the irregular transition
between bits as the total bit length gets reduced to about
200 nm (longitudinal recording media) [481]. The solution
for smoothing the bit edges, thereby reducing the noise level,
is the incorporation of magnetic nanoparticles in the record-
ing devices. Surface-modified single domain superparamag-
netic oxide nanoparticles [273, 274, 361, 363] are potential
candidates for this purpose. However, the issues related to
the stability of superparamagnetic nanoparticles have to be
addressed in order to implement them successfully in the
fabrication of magnetic recording devices [481].
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5.3. Photonics

In recent years, nanoparticles of sizes in the range 1–10 nm
are being studied as potential optoelectronic materials.
Their unique features, which can be attributed to electron-
hole pair (exciton) quantum confinement, lead to bright
luminescence or appearance of forbidden transitions [482].
The prospective areas of application of these materials
include the development of solid-state lasers for color dis-
plays [483], high-density optical data reading and stor-
age [484, 485], and infrared laser viewers and indicators
[486, 487]. Among oxides, rare-earth ion-doped oxide nano-
crystals have been an important class of materials because
of their interesting luminescence properties, which can be
exploited in various multicolor phosphor applications [488,
489]. The luminescence properties are dependent on the
electronic structure and the concentration of the dopant ion
when confined in a host matrix. The emission characteris-
tics become enhanced when the matrix crystallites are on
the order of a few nanometers, so that the rare earth ions
are quantum confined in crystals of sizes comparable to the
exciton diameter (<10 nm). Under these confined states, the
luminescence efficiency is enhanced due to the hybridiza-
tion of various electronic states of the rare earth ion in a
nanoparticle environment [490].
Fluorescence intermittency has been observed in II-VI

CdSe semiconductor quantum dots on a variable time scale
[491]. Recently, Barnes et al. [488] have demonstrated spec-
tacular “on-off” blinking characteristics on a variable time
scale in Eu3+ ion doped Y2O3 nanocrystals (5–15 nm) on
continuous illumination of the sample with an Ar ion laser.
From the varying intensities of the diffraction limited spots
as a function of time, the “on-off” profiles in the lumines-
cence of the doped nanocrystals were sketched. The duty
factor (“on” time as a percentage of total measurement
time) was found to vary significantly from particle to par-
ticle. The intensity-versus-time spectra indicated an inverse
relation between the two variables, that is, some nano-
particles exhibited a very short “on” time with high intensity,
whereas for some other lower intensity has been recorded
for longer “on” time. The possible reasons for the inter-
mittent fluorescence were attributed to local symmetry fluc-
tuations and resultant excited state partitioning. It is inter-
esting to correlate the effect of local symmetry variations
on the observed intermittent fluorescence. Upon schemati-
cally plotting the electric dipole transition moment against
the local symmetry coordinate, one can derive various logic
states that can be randomly accessed by the dopant ion
in the crystal. Depending on the number of ions in a sin-
gle particle, there would also be multiple bright states due
to transitions between intermediate states [488]. The laser
source provided the required amounts of thermal energy for
dipole transitions among various intermediate states within
the oxide nanocrystal. The distinct “on-off” states in flu-
orescent emission of the doped oxide nanocrystals can be
suitably tuned for the development of relatively faster and
efficient data storage devices. However, for the larger par-
ticles, the fluorescence was no longer discrete due to the
overlap of emissions from various energy levels.
Silicon (Si)-based nanostructures have been the focus of

research in photonics due to their potential use in the fab-
rication of various optical and optoelectronic devices [492].

The quantum confinement mechanism responsible for the
photoluminescence in Si nanocrystals has been well docu-
mented in the literature [100, 493]. Being the luminescent
centers in porous Si, studies on the photoluminescence of
small clusters of Si has been of great interest [494]. Pho-
toluminescence of small clusters of SiOx (1 to 10 nm)
prepared by laser vaporization of c-Si target has been inves-
tigated in-situ during processing and compared with ex-situ
scanning electron microscopy (SEM) analysis by Geohegan
et al. [495]. The study reveals the advantage of probing
the luminescence of individual nanoparticles prior to their
deposition onto a substrate to form a thin film. By carefully
controlling the oxidation, the interfacial oxide thickness and
hence the resultant properties of individual nanoparticles
can be varied.
Nanostructures with three-dimensional periodicity com-

parable to the wavelength of visible light have great sig-
nificance, as they play a major role in the development of
a variety of modern day optoelectronic devices. With such
materials, it is possible to have microscopic light manipula-
tion by tuning the photonic bandgap [496, 497]. The optical
band gap arises in this special class of three-dimensional
photonic crystals due to periodic variations in the dielectric
constant, which essentially prohibits electromagnetic wave
propagation throughout a specified frequency band. Self-
assembly has been developed in recent years as a cost
effective and efficient method for the preparation of such
three-dimensionally ordered structures. Processing of a typ-
ical self-assembled three-dimensionally ordered structure of
colloidal spherical silica have been discussed and illustrated
under Section 2.6 Sol–Gel (Colloidal) Processing (Fig. 8)
[83]. The method can easily replace conventional litho-
graphic techniques because of less complexity associated
with the process. The three-dimensional self-assembled col-
loidal spherical silica (SiO2� particles have characteristic
photoluminescence and are called as opals [498]. However,
the theoretical calculations showed that the opals have a
pseudo-optical band gap [499]. This has further triggered the
quest for finding novel materials with complete optical band
gap. The result was the discovery of “inverse opals,” which
have a characteristic microstructure of air spheres separated
by dielectric medium [500–502]. Blanco et al. [502] used
inverse silica (SiO2� opal as a template and replaced the
SiO2 spheres with Si using a CVD process to prepare a com-
plete three-dimensional optical band gap material. The SEM
pictures of the sample clearly showed the microstructure
comprising air spheres surrounded by Si. The photolumines-
cence study of the three-dimensional inverse opal crystals
indicated that the center and the width of the optical band
gap were sensitive to the degree of Si filling. The study also
illustrated an effective method of tuning the optical band
gap of an inverse opal photonic crystal by appropriate filling.

5.4. Sensors

Detecting the presence of various types of gases so as to
prevent health hazards to people in industry as well as to
reduce pollution in the environment is a major modern day
requirement. As traditional methods such as gas chromatog-
raphy and chemical routes are tedious and time consuming,
the motivation is to find an alternative technique involving
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miniaturized, highly sensitive solid state “electronic noses”
or sensors [503]. Semiconducting metal oxide materials have
been especially attractive for this purpose because of their
easy availability, relatively low cost, and simplicity. An exam-
ple of such a sensor is the semiconductor oxide-based multi-
sensor array fabricated for environmental monitoring, which
is carried out by measuring the change in oxide ion conduc-
tivity due to space charge effect arising out of gas adsorption
or defect formation on the surface [504]. As the critical
parameters that improve the sensitivity and selectivity of
the sensing devices are the contributions from surfaces and
interfaces to the total conductivity, a comprehensive knowl-
edge of atomic level diffusion along surfaces and interfaces
is highly desirable. Because of the higher values of surface
to bulk ratio, the gas sensors based on nanomaterials exhibit
improved performance. Some of the semiconducting oxide
materials that have been used for environmental and air
quality monitoring are listed in Table 4.
Critical parameters such as sensitivity and selectivity can

be improved by suitably doping or tuning the materials’
microstructures. The gas sensitivity implies quantifying the
gas concentration at the ppm level in a gaseous mixture,
whereas the gas selectivity is the detection of specific gases
from the mixture. The gas sensitivities of nanocrystalline
semiconductor oxides have been found to increase with
decreasing particle size. Improved sensitivities have been
reported for oxide particle sizes in the range of 5–50 nm
[514, 517–519]. For instance, the sensitivity of the H2 gas
sensor based on SnO2 has been found to improve dramat-
ically (∼an order of magnitude increase) for particle sizes
smaller than 10 nm (Fig. 32) [503]. However, the critical par-
ticle size for dramatic improvement in sensitivity depends
on the sample history, such as the electronic structure, the
dopant concentration, and the preparative method used.
The particle size effect on the observed improvement in

sensitivity can be explained by relating the depth of the
space charge formation (surface depleted layer) to the par-
ticle size. The depth of the space charge formation can be
represented by Debye length, which can be related to other
experimental parameters such as temperature and carrier
concentration by the expression

LD = (
$0KT /n0e

2)1/2 (27)

where LD is the Debye length, $0 is the static dielectric con-
stant, n0 is the total carrier concentration, e is the carrier
charge, K is the Boltzmann constant, and T is the abso-
lute temperature. When LD is less than or close to particle

Table 4. Nanocrystalline oxide gas sensors [503].

Oxide type Sensitive to Ref.

SnO2 H2, CO, NO2, H2S, CH4 [504–506]

TiO2 H2, C2H5OH, O2 [507, 508]

Fe2O3 CO [509]

Cr1�8Ti0�2O3 NH3 [510, 511]

WO3 NO2, NH3 [512, 513]

In2O3 O3, NO2 [514, 515]

LaFeO3 NO2, NOx [516]
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Figure 32. The particle size effect on the sensing characteristics
of SnO2-based gas sensors. Reprinted with permission from [503],
F. Cosandey et al., JOM-e 52, October (2000). © 2000, The Minerals,
Metals, & Materials Society.

radius, the oxide nanoparticles have maximum sensitivity.
Under these conditions, the sensitivity �S�, which can be
expressed as a ratio of change in the conductivity to the total
conductivity, can be related to the Debye length �LD� by
a proportionality constant �.n/n0� where .n is the charge
carrier concentration. The equation for sensitivity �S� cor-
responds to

S = .&/&0 = �.n/n0�LD (28)

The above expression helps to optimize various parameters
that improve the sensitivity of sensors based on semicon-
ducting oxide nanoparticles [503]. Another parameter, selec-
tivity, of the gas sensor shows marked improvement with
enhanced gas adsorption on nanoparticles with larger sur-
face to volume ratio or chemically modified particles [506,
520]. A recent study illustrates the successful synthesis of
various nanostructured semiconducting oxides (ZnO, SnO2,
In2O3, CdO, and Ga2O3� in a belt-like morphology [521].
The unique features of these oxide nanobelts, such as
well-defined geometry and perfect crystallinity, could be
exploited for the development of novel gas sensors.

5.5. Catalysts and Fuel Cells

We have discussed some of the frontier areas where oxide
nanoparticles have been identified as potential materials for
future developments. Now we will briefly scan other possible
areas wherein these versatile materials can be used. Table 5
presents a summary of emerging applications of oxide nano-
particles in different fields. The second and third columns
list the energy, catalysis, structural, and biological applica-
tions of nanoparticles [522, 523].
Oxide nanoparticles having very high surface area are

attractive in catalytic applications. Recent advances in
sol–gel and aerogel preparative routes have enabled the
preparation of high surface area powders, which when con-
solidated form a porous structure [524]. The consolidated
porous nanostructures have enormous potential in catalytic
applications. Moreover, the surface chemical properties of
consolidated nanocrystalline powders can be exploited to
adsorb toxic chemicals [388]. Recently, inorganic meso-
porous oxides with well-controlled pore sizes in the range
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Table 5. Summary of emerging areas of application of oxide nanoparticles [522, 523].

Electronic, magnetic, and Energy, catalytic, and
optoelectronic applications structural applications Biological applications

Information storage devices Fuel cells Drug delivery
Single electron tunneling (SET) devices Ceramic membranes Biomagnetic separations
Chemical mechanical polishing (CMP) supports Automotive catalysts Biodetection and labeling
Multilayer ceramic capacitors (MLC) Photocatalysts Antimicrobial detoxification of microorganisms
Electroconductive coatings Propellants Magnetic resonance imaging (MRI) contrast agents
Magnetic fluid seals Scratch-resistant coatings Orthopedics
Quantum optical devices Structural ceramics

Thermal spray coatings

1 to 10 nm have been developed [525]. The applications of
these oxides include catalysis, filtration, and separation. The
role of nanostructured metal oxides in catalyzing various
chemical reactions has already been summarized in Table 2.
Many of these reactions have the potential for commercial
production or have already been employed in various indus-
trial processes.
Apart from potential use in catalytic applications, meso-

porous transition metal oxides are also suitable for use
in electrochemical applications as anode materials [526],
as they improve cell performance by increasing storage
capacities, lifetimes, and charge/discharge rates. The use
of nanoporous or mesoporous materials in the develop-
ment of fuel cells results in superior characteristics such as
high storage capacity, higher rates of charge and discharge,
and good control over absorption and charge transfer pro-
cess. For example, materials with high storage capacity for
H2 (or CH4� in small volume are of particular interest
to the fuel cell industry for developing cost effective, effi-
cient, environmentally friendly fuel cell-powered vehicles
or fuel cell power generation units [527–529]. The porous
nanostructured materials can also be used in the effective
removal of H2S, H2O, CO, and/or CO2 from natural gas
wells; therefore the oil transfer process from the well to the
end-user takes place efficiently.

5.6. Structural and Biological Applications

Rapid advancements in nanoscience have led to the dis-
covery of various forms of nanostructured materials having
unique features, which could probably revolutionize diverse
fields ranging from electronics to biology. A recent overview
examines the future potential applications of a variety of
exciting nanomaterials including nanotubes, nanobundles,
nanoparticles, and supramolecular nanostructures [530].
Oxide nanoparticles embedded in a polymer matrix form a
nanocomposite structure, which is of interest in a variety
of industrial applications such as microelectronic packaging
[464]. Composite materials can also be very effective candi-
dates in lightweight replacement for conventional metals in
automobiles in order to improve fuel efficiency and stability
against corrosive environments. However, successful disper-
sion of nanoparticles in polymer matrix and moulding them
to desired shapes require advanced processing routes. The
range of application of nanocomposites is not only restricted
to automobiles but also to manufacturing various compo-
nents for the building and construction industry, and various
home appliances [523].

The beginning of the new century has witnessed ground-
breaking preparations by nations to counter unconventional
warfare against humanity. One of the major threats is the
biological weapon, which becomes operative when small
amounts of deadly disease-causing microorganisms are eas-
ily spread among living beings. It is interesting to note that
the ultrafine powders can play a rescuer’s role in such situa-
tions. For example, airborne heat-resistant anthrax bacteria
are killed at room temperature by the airborne formula-
tion of MgO nanoparticles and other reactive components.
The entire colony forming units (CFU) of the deadly bac-
teria are detoxified within 5–20 minutes when bombarded
with the nanoparticle formulations. Similarly, several nano-
particle formulations are found to be effective in the treat-
ment against E. coli bacteria [523, 531].
Another prospective field for the application of nano-

particles is the pharmaceutical industry, where nanoparticles
act as vehicles for drug delivery. The hydrophobicity of phar-
maceutical drugs often prevents their assimilation in the
body. Suitable nanoparticle formulations allow the drugs to
be assimilated in the body by acting as an effective medium
for the transportation [523]. Mesoporous silica (SiO2� coat-
ings are being investigated as potential materials for medical
applications [532].

6. SUMMARY
In this chapter, we have reviewed various processing routes,
characterization, properties, and potential areas of applica-
tions of oxide nanoparticles. Significant progress has been
made in the development of processing routes for oxide
nanoparticles. These routes range from the simplest possible
solution techniques to sophisticated laser ablation processes.
Over the years, each processing route has been modified to
prepare oxide nanoparticles with desired properties. In par-
ticular, plasma-assisted processing, sonication, hydrother-
mal, and sol–gel (colloidal) processing have been regularly
used for the synthesis of a wide variety of oxide nano-
particles. Being one of the earliest well-established methods,
sol–gel (colloidal) processing has been proven to be very
effective for the synthesis of oxide nanoparticles and their
self-assembly, which is currently being pursued as one of the
frontier areas in the processing of nanostructured materials.
Another major achievement in processing is the successful
synthesis of surface-modified single-domain superparamag-
netic nanoparticles.
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As nanoparticle dimensions are progressively scaled
down, highly accurate spectroscopic measurements are often
required for obtaining crucial information about the struc-
ture of oxide nanoparticles. Frequently used spectroscopic
characterization techniques have been reviewed based on
the developments in oxide nanoparticle characterization.
X-ray diffraction (XRD) continues to be the most common
technique for the determination of grain size, strain, and
phase characterization of oxide nanoparticles. However, for
very small particles of dimensions less than 5 nm, prob-
ing the local structure using extended X-ray absorption fine
structure (EXAFS) spectroscopy is preferred. While tech-
niques such as X-ray photoelectron spectroscopy (XPS) and
secondary ion mass spectra (SIMS) probe the surface struc-
ture and composition, the optical absorption-emission spec-
tra reflect the band gap expansion due to quantum confine-
ment in oxide nanoparticles. As for the characterization of
the vibrational frequencies of various atoms in oxide nano-
particles, Raman and IR spectroscopies have been used.
More specialized technique such as Mössbauer spectroscopy
correlates the local order and magnetic properties of nano-
ferrites.
The unique properties of nanoparticles have always been

subjects of interest since their discovery. We have reviewed
the varied and interesting properties of oxide nanoparticles
(electronic, optical, electrical, ferroelectric and dielectric,
magnetic, catalytic, thermal, and mechanical) based on
selected recent studies from the literature. The objectives of
these studies were to understand the changes in properties
as a function of particle size. An important conclusion from
the extensive review of the properties of the oxide nano-
particles is that there exists a critical size regime below which
the properties are truly unique. The review indicates that the
critical size regimes for various characteristics need further
investigation. Hence, the major future challenge would be
to obtain concrete experimental evidence to prove theoret-
ical predictions in those critical size regimes and delineate
the transition in properties, which would help to unravel
the intricate processing-nanostructure-property relationship
in oxide nanoparticles. Research in this direction will also
be helpful in selecting the critical size and dimension for
the purpose of implementing oxide nanoparticles in various
devices.
Potential areas of application of oxide nanoparticles have

been identified with a major focus in areas such as elec-
tronics, information storage devices, photonics, and sensors.
The applications in other areas such as catalysis and biol-
ogy have significant relevance at present. We have briefly
scanned the catalytic, structural, and biological applications
of oxide nanoparticles. As nanoparticle research spreads its
wings at a rapid pace, a complete review on this subject is an
arduous task. However, we have made a modest attempt to
analyze significant developments in the oxide nanoparticle
research and their possible applications in various industries.

GLOSSARY
Agglomeration The term refers to the formation of
agglomerates (secondary particles) when primary particles
are held together by weak surface forces (soft agglomerates)
such as van der Waals forces or capillary forces or by strong

chemical bonds (hard agglomerates) during the synthesis of
ceramic powders.
Domains Under favorable energetics, certain regions
termed domains are formed in materials within which a
given property is identical with respect to magnitude and
direction. For example, the formation of domains, wherein
each domain has identical electric or magnetic dipole
moments aligned in a particular direction, in ferroelectric or
ferromagnetic samples.
Grains Individual crystals, which combine to form a poly-
crystalline structure. The sizes of the grains in a material
can be estimated from the broadening of the peaks in X-ray
diffraction (XRD) patterns.
Microstructure A term used to describe details such as the
grain size, structure of interfaces, various defects, and pores
present in a synthesized material.
Nanomaterials A broad class of materials that includes
nanometer-sized crystallites, nanometer-sized powders,
macroscopic objects, and films composed of nanometer-
sized particles or any phases combined with a spatial dis-
tribution that involves nanometer length scale of less than
100 nm in at least one dimension.
Nanoparticles The term refers to particles of sizes in the
range of 1–100 nm. Depending on the preparative condi-
tions, nanoparticles may have polycrystalline or single crys-
talline structure. Nanoparticles of sizes less than 5 nm are
termed as quantum dots.
Nanoscale devices Nanostructure-based devices that
exhibit unique characteristics such as multistate switching
phenomena, resonant tunneling, quantum interference, and
single electron effects due to quantum size effect.
Nanostructure Typical structure of a material with
nanometer-sized microstructure.
Quantum size effect The size effects on the properties of
nanoparticles, as the charge carriers in nanoparticles are
quantum confined for particle sizes comparable to the wave-
lengths of the de Broglie electrons or phonons, or the mean-
free-paths or diameters of the excitons.
Self-assembly Spontaneous stepwise assembly of molecules
or nanoparticles onto a substrate.
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1. INTRODUCTION
Oxides possess many important physical properties con-
ducive to a wide range of applications. Examples include
electronic or ionic conductors, semiconductors, dielectrics,
ferroelectrics, piezoelectrics, pyroelectrics, electro-optics,
ferrites, and high Tc superconductors. In addition, they
offer excellent thermal and chemical stabilities. The physical
properties of these materials are sensitively dependent on
the chemical stoichiometry, crystallinity, and microstructure
and thus can be tailored by doping or alloying, or control
of crystal structure and microstructures. There is, there-
fore, no doubt that nanostructured oxides would play a very
important role in nanotechnology. Nanostructured mate-
rials can be generally grouped into (1) zero-dimensional
structures (i.e., quantum dots and core-shell nanostruc-
tures), (2) one-dimensional structures (i.e., nanorods and
nanowires), (3) two-dimensional structures (thin films),
and (4) three-dimensional structures (bulk materials with
nanoscale building blocks).

In this chapter, we discuss the synthesis and fabrication
of one-dimensional structures. Although the focus is on
the oxide nanorods and nanowires, significant attention has
been paid to the review of fundamental concepts, which
determine the synthesis and fabrication of one-dimensional
nanostructures. For the completeness of the discussion,
a large number of nonoxide nanorods and nanowires
have been discussed in detail to illustrate the practical
approaches, when no suitable examples of oxide nanorods
are available. It should be noted that it is not our intention
to exhaust all the work on the synthesis and fabrication
of oxide nanorods and nanowires published in the open

literature, and therefore, many excellent works have not
been included in this chapter. The aim of the chapter is
to provide the reader a systematic and fundamental under-
standing of various methods applied in the fabrication of
one-dimensional nanostructures of all types of materials,
albeit with more emphasis on oxides.

One-dimensional nanostructures have been called a vari-
ety of names including whiskers, fibers or fibrils, nanowires,
and nanorods. In many cases, nanotubules and nanocables
are also considered one-dimensional structures. Although
whiskers and nanorods are in general considered to be
shorter than fibers and nanowires, the definition is often a
little arbitrary. In addition, one-dimensional structures with
diameters ranging from several nanometers to several hun-
dred micrometers were referred to as whiskers and fibers in
early literature, whereas nanowires and nanorods with diam-
eters not exceeding a few hundred nanometers are used pre-
dominantly in recent literature. One will find, from reading
this chapter, the fact that many fundamental understandings
and techniques of growth of one-dimensional nanostructures
are based on the early work on the growth of whiskers and
fibers, albeit with less emphasis on nanometer scale. In this
chapter, various terms of one-dimensional structures will be
used interchangeably, though nanowires in general have a
higher aspect ratio than that of nanorods.

Many techniques have been developed in the synthesis
and formation of one-dimensional nanostructured materi-
als, though some techniques have been explored extensively,
while other techniques attracted far less attention. These
techniques can be generally grouped into three categories:

1. Spontaneous growth

a. evaporation (or dissolution)–condensation
b. vapor (or solution)–liquid–solid (VLS or SLS)

growth
c. stress–induced recrystallization

2. Template-based synthesis

a. electroplating and electrophoretic deposition
b. colloid dispersion, melt, or solution filling
c. conversion with chemical reaction

3. Lithography
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Spontaneous growth and template-based synthesis are con-
sidered bottom-up approaches, whereas lithography is a top-
down technique. Spontaneous growth commonly results in
the formation of single crystal nanowires or nanorods along
a preferential crystal growth direction depending on the
crystal structures and surface properties of the nanowire
materials. Template-based synthesis mostly produces poly-
crystalline or even amorphous products. All the above
techniques for the preparation of one-dimensional nanos-
tructured materials will be discussed in this chapter, follow-
ing the above order just for the sake of clarity. Further,
lithography will be discussed briefly only, considering the
maturity of the technique.

2. SPONTANEOUS GROWTH
Spontaneous growth is a process driven by the reduction of
Gibbs free energy or chemical potential. The reduction of
Gibbs free energy is commonly realized by phase transfor-
mation or chemical reaction or the release of stress. For
the formation of nanowires or nanorods, anisotropic growth
is required (i.e., the crystal grows along a certain orienta-
tion faster than other directions). Uniformly sized nanowires
(i.e., the same diameter along the longitudinal direction of
a given nanowire) can be obtained when crystal growth pro-
ceeds along one direction, whereas there is no growth along
other directions. In spontaneous growth, for given material
and growth conditions, defects and impurities on the growth
surfaces can play a significant role in determining the mor-
phology of the final products.

2.1. Evaporation (Dissolution)–Condensation

The evaporation–condensation process is also referred to
as a vapor–solid (VS) process; however, the discussion
in this section will not only be limited to the sim-
ple evaporation–condensation process. Chemical reactions
among various precursors may be involved to produce
desired materials. Of course, the growth of nanorods from
solution is also included. The driving force for the synthe-
sis of nanorods and nanowires by spontaneous growth is
a decrease in Gibbs free energy, which arises from either
recrystallization or a decrease in supersaturation. Nanowires
and nanorods grown by evaporation–condensation methods
are commonly single crystals with fewer imperfections. The
formation of nanowires, nanorods, or nanotubules through
evaporation (or dissolution)–condensation is due to the
anisotropic growth. Several mechanisms are known to result
in anisotropic growth, for example:

1. Different facets in a crystal with different growth rates.
For example, in silicon with a diamond structure, the
growth rate of {111} facets is smaller than that of
{110}.

2. Presence of imperfections in specific crystal directions
such as screw dislocation.

3. Preferential accumulation of or poisoning by impurities
on specific facets.

Before discussing the growth of various nanowires by the
evaporation–condensation method in detail, let us first
review the fundamentals of crystal growth. Crystal growth

can generally be considered as a heterogeneous reac-
tion, and a typical crystal growth proceeds following the
sequences:

1. Diffusion of growth species from the bulk (such as
vapor or liquid phase) to the growing surface, in gen-
eral, is considered to proceed rapidly enough, and thus
is not a rate-limiting process.

2. The adsorption and desorption of growth species onto
and from the growing surface can be rate limiting, if
the supersaturation or concentration of growth species
is low.

3. During surface diffusion, an adsorbed species may
either be incorporated into a growth site, which con-
tributes to crystal growth, or escape from the surface.

4. Surface growth can occur by irreversibly incorporating
the adsorbed growth species into the crystal structure.
When a sufficient supersaturation or a high concentra-
tion of growth species is present, this step will be the
rate-limiting process and determines the growth rate.

5. If by-product chemicals were generated on the surface
during the growth, by-products would desorb from the
growth surface, so that growth species can adsorb onto
the surface and the growth process can continue.

6. By-product chemicals diffuse away from the surface so
as to vacate the growth sites for continuing growth.

For most crystal growth, the rate-limiting step is either
adsorption–desorption of growth species on the growth sur-
face (step 2) or surface growth (step 4). When step 2 is rate
limiting, the growth rate is determined by condensation rate
J (atoms/cm2 sec), which is dependent on the number of
growth species adsorbed onto the growth surface, which is
directly proportional to the vapor pressure or concentration,
P , of the growth species in the vapor as given by

J = ��P0�2�mkT �−1/2 (1)

where � is the accommodation coefficient, � = �P − P0�/P0
is the supersaturation of the growth species in the vapor in
which P0 is the equilibrium vapor pressure of the crystal at
temperature T , m is the atomic weight of the growth species,
and k is the Boltzmann constant. Here, � is the fraction of
impinging growth species that becomes accommodated on
the growing surface and is a surface specific property. A sur-
face with a high accommodation coefficient will have a high
growth rate as compared with low � surfaces. A significant
difference in accommodation coefficients in different facets
would result in anisotropic growth. When the concentration
of the growth species is very low, the adsorption is more
likely a rate-limiting step. For a given system, the growth
rate increases linearly with the increase in the concentra-
tion of growth species. Further increase in the concentra-
tion of growth species would result in a change from an
adsorption limited to surface growth limited process. When
the surface growth becomes a limiting step, the growth rate
becomes independent of the concentration of growth species
as schematically shown in Figure 1. A high concentration or
vapor pressure of growth species in the vapor phase would
increase the probability of defect formation, such as impurity
inclusion and stacking faults. Further, a high concentration
may result in a secondary nucleation on the growth surface
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Figure 1. A schematic of crystal growth when the surface growth is rate
limiting. At higher concentrations of growth species, the reaction rate
is independent of the concentration.

or even homogeneous nucleation, which would effectively
terminate the epitaxial or single crystal growth.

An impinging growth species onto the growth surface can
be described in terms of the residence time and/or diffu-
sion distance before escaping back to the vapor phase. The
residence time, s , for a growth species on the surface is
described by

s =
1
�

exp
(
Edes

kT

)
(2)

where � is the vibrational frequency of the adatom
(i.e., adsorbed growth species) on the surface (typically
1012 sec−1), and Edes is the desorption energy required for
the growth species escaping back to the vapor. While resid-
ing on the growth surface, a growth species will diffuse along
the surface with the surface diffusion coefficient, Ds , given
by

Ds =
1
2
a0� exp

(−Es

kT

)
(3)

where Es is the activation energy for surface diffusion and
a0 is the size of the growth species. So the mean diffusion
distance, X, for a growth species from the site of incidence
is

X = √
2Dss = a0 exp

(
Edes − Es

kT

)
(4)

It is clear that in a crystal surface, if the mean diffusion dis-
tance is far longer than the distance between two growth
sites such as kinks or ledges, all adsorbed growth species will
be incorporated into the crystal structure and the accommo-
dation coefficient would be unity. If the mean diffusion dis-
tance is far shorter than the distance between growth sites,
all adatoms will escape back to the vapor and the accom-
modation coefficient will be zero. The accommodation coef-
ficient is dependent on desorption energy, activation energy
of surface diffusion, and the density of growth sites.

When step 2 proceeds, sufficiently rapid surface growth
(i.e., step 4) becomes a rate-limiting process. Different facets
in a given crystal have different atomic densities and atoms
on different facets have a different number of unsatisfied
bonds (also referred to as broken or dangling bonds), lead-
ing to different surface energy. Such a difference in surface

energy or number of broken chemical bonds leads to differ-
ent growth mechanisms and varied growth rates. According
to periodic bond chain (PBC) theory developed by Hart-
man and Perdok [1], all crystal facets can be categorized into
three groups based on the number broken periodic bond
chains on a given facet: flat surface, stepped surface, and
kinked surface. The number of broken periodic bond chains
can be understood as the number of broken bonds per atom
on a given facet in a simplified manner. Let us first review
the growth mechanisms on a flat surface.

For a flat surface, the classic step growth theory was devel-
oped by Kossel, Stranski, and Volmer, which is also called
the KSV theory [2]. They recognized that the crystal sur-
face, on the atomic scale, is not smooth, flat, or continu-
ous, and such discontinuities are responsible for the crystal
growth. To illustrate the step growth mechanism, we con-
sider a {100} surface of a simple cubic crystal as an exam-
ple and each atom as a cube with a coordination number
of six (six chemical bonds). When an atom adsorbs onto
the surface, it diffuses randomly on the surface. When it
diffuses to an energetically favorable site, it will be irre-
versibly incorporated into the crystal structure, resulting in
the growth of the surface. However, it may escape from the
surface back to the vapor. On a flat surface, an adsorbed
atom may find different sites with different energy levels. An
atom adsorbed on a terrace would form one chemical bond
between the atom and the surface; such an atom is called an
adatom, which is in a thermodynamically unfavorable state.
If an adatom diffuses to a ledge site, it would form two
chemical bonds and become stable. If an atom were incor-
porated to a ledge–kink site, three chemical bonds would be
formed. An atom incorporated into a kink site would form
four chemical bonds. Ledge, ledge–kink, and kink sites are
all considered as growth sites; incorporation of atoms into
these sites is irreversible and results in growth of the sur-
face. The growth of a flat surface is due to the advancement
of the steps (or ledges). For a given crystal facet and a given
growth condition, the growth rate will be dependent on the
step density. A misorientation would result in an increased
density of steps and consequently lead to a high growth rate.
An increased step density would favor the irreversible incor-
poration of adatoms by reducing the surface diffusion dis-
tance between the impinging site and the growth site, before
adatoms escape back to the vapor phase.

The obvious limitation of this growth mechanism is the
regeneration of growth sites, when all available steps are
consumed. Burton, Cabrera, and Frank [3] proposed that
screw dislocations serve as a continuous source to generate
growth sites so that the stepped growth would continue. The
crystal growth proceeds in a spiral growth, and this crys-
tal growth mechanism is now known as BCF theory. The
presence of screw dislocation will not only ensure the con-
tinuing advancement of the growth surface but also enhance
the growth rate. The growth rate of a given crystal facet
under a given experimental condition would increase with an
increased density of screw dislocations parallel to the growth
direction. It is also known that different facets can have a
significantly different ability to accommodate dislocations.
The presence of dislocations on certain facets can result in
anisotropic growth, leading to the formation of nanowires
or nanorods.
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The PBC theory offers a different perspective in under-
standing the different growth rates and behavior in different
facets. Let us take a simple cubic crystal as an example to
illustrate the PBC theory as shown in Figure 2. According
to the PBC theory, {100} faces are flat surfaces (denoted as
F-faces) with one PBC running through one such surface,
{110} are stepped surfaces (S-faces) that have two PBCs,
and {111} are kinked surfaces (K-faces) that have three
PBCs. For {110} surfaces, each surface site is a step or ledge
site, and thus any impinging atom would be incorporated
wherever it adsorbs. For {111} facets, each surface site is
a kink site and would irreversibly incorporate any incom-
ing atom adsorbed onto the surface. For both {110} and
{111} surfaces, the above growth is referred to as a random
addition mechanism and no adsorbed atoms would escape
back to the vapor phase. It is obvious that both {110} and
{111} faces have a faster growth rate than that of the {100}
surface in a simple cubic crystal. In general terms, S-faces
and K-faces have a higher growth rate than F-faces. For
both S- and K-faces, the growth process is always adsorp-
tion limited, since the accommodation coefficients on these
two type surfaces are unity, that all impinging atoms are
captured and incorporated into the growth surface. For F-
faces, the accommodation coefficient varies between zero
(no growth at all) and unity (adsorption limited), depending
on the availability of kink and ledge sites.

The above theories enable us to understand better why
some facets in a given crystal grow much faster than other
facets. However, facets with fast growth rates tend disappear
(i.e., surfaces with high surface energy will disappear). In
a crystal at thermodynamic equilibrium, only those surfaces
with the lowest total surface energy will survive. Therefore,
the formation of high aspect ratio nanorods or nanowires
entirely based on different growth rates of various facets
is limited to materials with special crystal structures. In
general, other mechanisms are required for the continued
growth along the axis of nanorods or nanowires, such as
defect-induced growth and impurity-inhibited growth.

Figure 2. The types of crystal faces in PBC theory. Reprinted with per-
mission from [1], P. Hartman and W. G. Perdok, Acta Cryst. 8, 49 (1955).
© 1955, International Union of Crystallography.

It should be noted that for an anisotropic growth, a
low supersaturation is required. Ideally, the concentration
is higher than the equilibrium concentration (saturation) of
the growth surface, but equal or lower than that of other
nongrowth surfaces. A low supersaturation is required for
anisotropic growth, whereas a medium supersaturation sup-
ports bulk crystal growth, and a high supersaturation results
in secondary or homogeneous nucleation leading to the for-
mation of polycrystalline or powder samples.

Sears [4] was the first one to explain the growth of
mercury whiskers (or nanowires, with a diameter of ∼200
nm and a length of 1–2 mm) by axial screw-dislocation
induced anisotropic growth in 1955. The mercury whiskers
or nanowires were grown by a simple evaporation–
condensation method, with a condensation temperature of
−50 �C under vacuum, and the estimated axial growth rate
was of approximately 1.5 �m/sec under a supersaturation
of 100, which is defined as a ratio of pressure over equi-
librium pressure. However, it was found that the whiskers
or nanowires remained at constant radius throughout the
axial growth and thus implied that there was no or negli-
gible lateral growth. In a subsequent article, Sears [5] also
demonstrated that fine whiskers of other materials including
zinc, cadmium, silver, and cadmium sulfide could be grown
by the evaporation–condensation method. The experimental
conditions varied with the material in question. The growth
temperature varied from 250 �C for cadmium to 850 �C for
silver whiskers, with a supersaturation ranging from ∼2 for
cadmium sulfide to ∼20 for cadmium.

Subsequently, a lot of research has been devoted to con-
firm the presence of axial screw dislocation for the growth
of nanowires; however, in most cases, various techniques
including electron microscopy and etching all failed to reveal
the presence of axial screw dislocation [6]. Microtwins and
stacking faults are observed in many nanowires or nanorods
grown by the evaporation–condensation method and are
suggested to be responsible for the anisotropic growth [7].
However, many other researchers revealed no axial defects
at all in the grown nanorods and nanowires. Such an
anisotropic growth is also not possible to explain by means
of anisotropic crystal structures. Obviously, more work is
needed to understand the growth of nanowires and nanorods
by the evaporation–condensation method.

Another related issue is the fact that the observed growth
rate of the nanowires exceeds the condensation rate calcu-
lated using the equation for a flat surface [Eq. (1)], assum-
ing the accommodation coefficient is unity. That means the
growth rate of nanowires is faster than all the growth species
arriving at the growth surface. To explain such a signifi-
cantly enhanced growth rate of a whisker or nanowire, a
dislocation–diffusion theory was proposed [8]. In this model,
the fast growth rate was explained as follows: the deposit-
ing materials at the tip originated from two sources: direct
condensation of growth species from the vapor and the
migration of adsorbed growth species on side surfaces to
the growth tip. However, an adatom migrating over an
edge from side surfaces to the growth surface on the tip is
unlikely, since the edge serves as an energy barrier for such
a migration [9–11].

Pan et al. [12, 13] reported the growth of single crys-
tal nanobelts of various semiconducting oxides simply by
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evaporating the desired commercially available metal oxides
at high temperatures under a vacuum of 300 Torr and con-
densing on an alumina substrate, placed inside the same
alumina tube furnace, at relatively lower temperatures. The
oxides include zinc oxide (ZnO) of wurtzite hexagonal crys-
tal structure, tin oxide (SnO2) of rutile structure, indium
oxide (In2O3) with C-rare-earth crystal structure, and cad-
mium oxide (CdO) with NaCl cubic structure. Figure 3
shows the scanning electron microscope (SEM) and trans-
mission electron microscope (TEM) pictures of SnO2
nanobelts. We will just focus on the growth of ZnO
nanobelts to illustrate their findings, since similar phenom-
ena were found in all four oxides. The typical thickness
and width-to-thickness ratios of the ZnO nanobelts are in
the range of 10 to 30 nm and ∼5 to 10, respectively. Two
growth directions were observed: [0001] and [0110]. No
screw dislocation was found throughout the entire length of
the nanobelt, except a single stacking fault parallel to the
growth axis in the nanobelts grown along [0110] direction.
The surfaces of the nanobelts are clean, atomically sharp,
and free of any sheathed amorphous phase. Their further
TEM analysis also revealed the absence of amorphous glob-
ules on the tip of nanobelts. The above observations imply
that the growth of nanobelts is not due to the VLS mech-
anism, which will be discussed later in this chapter. The
growth of nanobelts cannot be attributed to either screw dis-
location induced anisotropic growth, nor impurity inhibited
growth. Furthermore, since four oxides in question all have
different crystal structures, it is not likely that the growth
of nanobelts is directly related to their crystal structures. It
seems worthwhile to note that the shape of nanowires and

Figure 3. SnO2 nanobelts grown by evaporation of powders. Reprinted
with permission from [13], Z. R. Dai et al., Solid State Commun. 118,
351 (2001). © 2001, Elsevier Science.

nanobelts may also depend on growth temperature. Early
work showed that single crystal mercury grown at differ-
ent temperatures would have either a platelet shape or a
whisker form [4, 14]. CdS ribbons were also grown by the
evaporation–condensation method [5].

Liu et al. [15] synthesized SnO2 nanorods by convert-
ing nanoparticles at elevated temperatures. The nanopar-
ticles were chemically synthesized from SnCl4 by inverse
microemulsion using nonionic surfactant, have an average
size of 10 nm, and are highly agglomerated. SnO2 nanopar-
ticles are likely amorphous. When heated to temperatures
ranging from 780 to 820 �C in air, single crystal SnO2
nanorods with rutile structure were formed. These nanorods
are straight and have uniform diameters ranging from 20 to
90 nm and lengths from 5 to 10 �m, depending on anneal-
ing temperature and time. Figure 4 shows SnO2 nanowires
grown by this method.

Silicon nanowires could be synthesized by thermal evap-
oration of silicon monoxide under a reducing environment
[16]. SiO powder was simply heated to a temperature of
1300 �C, and the vapor of silicon monoxide was carried
by a mixture of argon and 5% hydrogen. The (100) silicon

Figure 4. SnO2 nanorods grown by heating of powders nanoparticles.
Reprinted with permission from [15], Y. Liu et al., Adv. Mater. 13, 1883
(2001). © 2001, Wiley-VCH.
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substrate was maintained at 930 �C for the growth. It was
found that the as-grown nanowires of 30 nm in diameter
consist of a silicon core of 20 nm in diameter and a shell
of silicon dioxide of 5 nm in thickness. The silicon core is
believed to form through the reduction of silicon monox-
ide by hydrogen. The silicon dioxide shell may serve as a
stopper for the side growth, resulting in a uniform diameter
throughout a nanowire.

Although it is known that the impurities have differential
adsorption on various crystal facets in a given a crystal and
the adsorption of impurity would retard the growth process,
no nanorods have been grown by vapor condensation meth-
ods based on impurity poisoning by design. However, impu-
rity poisoning has often been cited as one of the reasons
for anisotropic growth during the synthesis of nanowires and
nanorods.

The dissolution–condensation process differs from
evaporation–condensation in growth media. In the
dissolution–condensation process, the growth species first
dissolve into a solvent or a solution and then diffuse through
the solvent or solution and deposit onto the surface resulting
in the growth of nanorods or nanowires.

Gates et al. [17] prepared uniform single crystal nanowires
of selenium by dissolution–condensation methods. In the
first step, spherical colloidal particles of amorphous sele-
nium with sizes of ∼300 nm in aqueous solution were pre-
pared through the reduction of selenious acid with excess
hydrazine at 100 �C. When the solution was cooled to room
temperature, some nanocrystalline selenium with trigonal
structure precipitated. In the second step, when the solu-
tion aged at room temperature in dark, amorphous sele-
nium colloid particles dissolved into the solution, whereas
the selenium crystallites grew. In this solid–solution–solid
transformation, the morphology of the crystalline selenium
products was determined by the anisotropic growth, which
is attributed to the one-dimensional characteristics of the
infinite, helical chains of selenium in the trigonal structure.
Trigonal Se crystals were found to grow predominantly along
the [001] direction [18]. Se nanowires grown by this method
were found free of defects, such as kinks and dislocations.

The chemical solution method was also explored for the
synthesis of nanorods of crystalline SexTey compound [19].
In an aqueous medium (refluxed at ∼100 �C), a mixture of
selenious acid and orthotelluric acid was reduced by excess
hydrazine [20]

xH2SeO3 + yH6TeO6 +
(
x + 3y/2

)
N2H4

→ SexTey�s� +
(
x + 3y/2�N2�g� + �x + 3y/2�H2O (5)

Tellurium could easily precipitate out as crystalline hexago-
nal nanoplatelets under the experimental conditions through
a homogeneous nucleation process [21]. It is postulated that
the selenium and tellurium atoms subsequently produced
by the above reduction reaction would grow into nanorods
on the nanoplatelet tellurium seeds with a growth direction
along [001]. The as-synthesized nanorods typically have a
mean length of <500 nm and a mean diameter of ∼60 nm,
with a stoichiometric chemical composition of SeTe, and
a trigonal crystal structure, similar to that of Se and Te.
Hydrazine can also promote the growth of nanorods directly
from metal powders in solution; for example, single crystal

ZnTe nanorods with diameters of 30–100 nm and lengths
of 500–1200 nm were synthesized using Zn and Te metal
powders as reactants and hydrazine hydrate as solvent by a
solvothermal process [22]. It was postulated that hydrazine
could promote anisotropic growth in addition to its role as
a reduction agent.

Wang et al. have grown single crystal Mn3O4 nanowires of
40–80 nm diameter and lengths up to 150 �m in a molten
NaCl flux [23]. MnCl2 and Na2CO3 were mixed with NaCl
and nonylphenyl ether (NP-9) and heated to 850 �C. After
cooling, the NaCl was removed by washing in distilled water.
NP-9 was used to prevent the formation of small particles
at the expense of nanowires. The nanowires are believed to
grow through Ostwald ripening, with NP-9 acting to reduce
the eutectic temperature of the system, as well as stabiliz-
ing the smaller precursor particles. This technique has been
applied to a wide variety of single crystal oxide nanorods.

Nanowires can grow on alien crystal nanoparticles, which
serve as seeds for heteroepitaxial growth, by solution
processing. Sun et al. [24] synthesized crystalline silver
nanowires of 30–40 nm in diameter and ∼50 �m in length
using platinum nanoparticles as growth seeds. The growth
species of Ag is generated by the reduction of AgNO3
with ethylene glycol, whereas the anisotropic growth was
achieved by introducing surfactants such as polyvinyl pyrroli-
done in the solution. Polymer surfactants adsorbed on
some growth surfaces, kinetically blocking (or poisoning)
the growth, resulting in the formation of uniform crystalline
silver nanowires. TEM analyses further revealed that the
growth directions of face-centered-cubic silver nanowires
were [211] and [011]. Figure 5 shows the silver nanowires
grown in solution using Pt nanoparticles as growth seeds.
Dissolution–condensation can also grow nanowires on a sub-
strate. Govender et al. formed ZnO nanorods on glass sub-
strates from a solution of zinc acetate or zinc formate and
hexamethylenetetramine at room temperature [25]. These
faceted nanorods were preferentially oriented in the [0001]
direction (that is, along the c-axis), with diameters of about
266 nm and a length of ∼3 �m.

Figure 5. Silver nanowires grown from solution. Reprinted with per-
mission from [24], Y. Sun et al., Nano Lett. 2, 165 (2002). © 2002,
American Chemical Society.
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Hydrothermal growth is another method being explored
in the formation of nanorods from inorganic salts. CdWO4,
with a monoclinic crystal structure, nanorods were synthe-
sized directly by the reaction of cadmium chloride (CdCl2)
and sodium tungstate (NaWO4) at 130 �C under pressure at
a pH ranging from 3 to 11 for 5 hours. Such grown cadmium
tungstate nanorods have diameters of 20–40 nm and lengths
ranging from 80 to 280 nm [26]. The growth of nanorods is
attributed to anisotropic growth, though no specific growth
direction was identified. Nanotubes of H2Ti3O7 have been
hydrothermally synthesized from TiO2 powder dissolved in
a NaOH aqueous solution at 130 �C by Chen et al. [27]. The
synthesized products were hollow tubes about 9 nm in diam-
eter, with lengths from 100 to several hundred nanometers.

Nanowires or nanorods by the evaporation (dissolution)–
condensation deposition most likely have faceted morphol-
ogy and are generally short in length with relatively small
aspect ratios, particularly when grown in liquid medium.
However, anisotropic growth induced by axial imperfections,
such as screw dislocation, microtwins, and stacking faults, or
by impurity poisoning, can result in the growth of nanowires
with very large aspect ratios.

2.2. Vapor (or Solution)–Liquid–Solid Growth

In VLS growth, a second phase material, commonly referred
to as either impurity or catalyst, is purposely introduced
to direct and confine the crystal growth on a specific ori-
entation and within a confined area. Catalyst forms a liq-
uid droplet by itself or by alloying with growth material
during the growth, which acts as a trap of growth species.
Enriched growth species in the catalyst droplets subse-
quently precipitates at the growth surface resulting in the
one-directional growth. Wagner et al. [28, 29] first pro-
posed the VLS theory over 40 years ago to explain the
experimental results and observations in the growth of sil-
icon nanowires or whiskers that could not be explained
by the evaporation–condensation theory. These phenomena
include:

1. There are no screw dislocations or other imperfections
along the growth direction.

2. The growth direction �111	 is the slowest as compared
with other low index directions such as �110	 in silicon.

3. Impurities are always required.
4. A liquidlike globule is always found in the tip of

nanowires.

Wagner summarized the experimental details, results, and
the VLS theory in a truly elegant way in a classical paper
[30], and Givargizov [6] further elaborated the experimental
observations, models, and theories developed regarding the
VLS process. The readers who want to learn more about
this subject are strongly recommended to read those liter-
atures. Although extensive research in this field has been
carried out in recent years, fundamentals of the VLS method
have not been changed significantly. Wagner summarized the
requirements for the VLS growth 30 years ago [30], which
are still valid in today’s understanding.

1. The catalyst or impurity must form a liquid solution
with the crystalline material to be grown at the depo-
sition temperature.

2. The distribution coefficient of the catalyst or impurity
must be less than unity at the deposition temperature.

3. The equilibrium vapor pressure of the catalyst or
impurity over the liquid droplet must be very small.
Although the evaporation of the catalyst does not
change the composition of the saturated liquid com-
position, it does reduce the total volume of the liquid
droplet. Unless more catalyst is supplied, the volume
of the liquid droplet reduces. Consequently, the diam-
eter of the nanowire will reduce and the growth will
eventually stop, when all the catalyst is evaporated.

4. The catalyst or impurity must be inert chemically. It
must not react with the chemical species such as by-
products presented in the growth chamber.

5. The interfacial energy plays a very important role. The
wetting characteristics influence the diameter of the
grown nanowire. For a given volume of liquid droplet,
a small wetting angle results in a large growth area,
leading to a large diameter of nanowires.

6. For a compound nanowire growth, one of the con-
stituent can serve as the catalyst.

7. For controlled unidirectional growth, the solid–liquid
interface must be well defined crystallographically. One
of the simplest methods is to choose a single crystal
substrate with desired crystal orientation.

In VLS growth, the growth species is evaporated first and
then diffuses and dissolves into a liquid droplet. The sur-
face of the liquid has a large accommodation coefficient
and is therefore a preferred site for deposition. Saturated
growth species in the liquid droplet will diffuse to and pre-
cipitate at the interface between the substrate and the liquid.
The precipitation will follow first nucleation and then crystal
growth. Continued precipitation or growth will separate the
substrate and the liquid droplet, resulting in the growth of
nanowires.

Let us take the growth of silicon nanowires with gold as a
catalyst as an example to illustrate the experimental process
of the VLS growth. A thin layer of gold is sputtered on a
silicon substrate and annealed at an elevated temperature
(above the eutectic point of ∼360 �C of the silicon–gold sys-
tem), which is typically the same as the growth temperature.
During the annealing, silicon and gold react and form a liq-
uid mixture, which forms a droplet on the silicon substrate
surface. During the growth, an equilibrium composition is
reached at the growth temperature as determined by the
binary phase diagram. When silicon species is evaporated
from the source and preferentially condensed at the surface
of the liquid droplet, the liquid droplet will become supersat-
urated with silicon. Subsequently, the supersaturated silicon
will diffuse from the liquid–vapor interface and precipitate
at the solid–liquid interface resulting in the growth of sil-
icon. The growth will proceed unidirectionally perpendicu-
lar to the solid–liquid interface. Once the growth species
is adsorbed onto the liquid surface, it will dissolve into
the liquid. The material transport in the liquid is diffusion-
controlled and occurs under essentially isothermal condi-
tions. At the interface between the liquid droplet and growth
surface, the crystal growth proceeds essentially the same as
that in the Czochraski crystal growth.
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The catalyst can be introduced in-situ as well. In this case,
the growth precursor is mixed with the catalyst and evap-
orated simultaneously at a higher temperature. Both the
growth precursor or species and the catalyst condense at
the substrate surface when supersaturation is reached at a
temperature lower than the evaporation temperature. The
mixture of the growth species and catalyst reacts either in
the vapor phase or on the substrate surface to form a liquid
droplet. The subsequent nanowire growth would proceed as
discussed before.

Crystalline defects, such as screw dislocations, are not
essential for VLS growth. However, defects present at the
interface may promote the growth and lower the required
supersaturation. From the above discussion, it is clear that
the growth of nanowires by the VLS method is not restricted
by the type of substrate material and the type of catalysts.
The nanowires can be single crystal, polycrystalline, or amor-
phous depending on the substrates and growth conditions.

The preferential adsorption of growth species onto the
liquid droplet surface can be understood. For a perfect or
an imperfect crystal surface, an impinging growth species
diffuses along the surface. During the diffusion, the growth
species may be irreversibly incorporated into the growth site
(ledge, ledge–kink, or kink). If the growth species did not
find a preferential site in a given period of time (the resi-
dence time), the growth species will escape back to the vapor
phase. A liquid surface is distinctly different from a per-
fect or imperfect crystal surface and can be considered as a
“rough” surface. Rough surface is composed of only ledge,
ledge–kink, or kink sites. That is, every site over the entire
surface is to trap the impinging growth species. The accom-
modation coefficient is unit. Consequently, the growth rate
of the nanowires or nanorods by the VLS method is much
higher than that without liquid catalyst. Wagner and Ellis
[31] reported that the growth rate of silicon nanowires using
a liquid Pt–Si alloy is about 60 times higher than directly on
the silicon substrate at 900 �C. It is likely that in addition to
acting as a sink for the growth species in the vapor phase,
the catalyst or impurity forming the liquid with the growth
material can act as a catalyst for the heterogeneous reaction
or deposition.

Bootsma and Gassen compared the axial (VII) and lat-
eral (V⊥) growth rates for Si and Ge nanowires as well
as the substrate (i.e., film) growth rate of these materials,
with SiH4 and GeH4 as precursors and numerous metals
(Au, Ag, Cu, Ni, Pd) as catalysts [32]. They found that the
lateral and the substrate growth rates are essentially the
same, whereas the axial rates by the VLS process for both
Si and Ge nanowires are approximately two orders of mag-
nitude higher than the VS growth rates under the same con-
ditions.

The enhanced growth rate can also be partly due to
the fact that the condensation surface area for the growth
species in the VLS growth is larger than the surface area of
the crystal growth. While the growth surface is the interface
between the liquid droplet and the solid surface, the con-
densation surface is the interface between the liquid droplet
and vapor phase. Depending on the contact angle, the liquid
surface area can be several times the growth surface.

Growth of elementary Si and Ge nanowires has been well
established [33–35]. Although gold was initially used for the

growth of silicon nanowires with the VLS method, other cat-
alysts have been found to be effective in the formation of
nanowires of various materials. For example, Si nanowires
can be synthesized using Fe as a catalyst [36, 37] at a rel-
atively high growth temperature of 1200 �C. A mixture of
silicon powder with 5 wt% Fe was ablated by either laser or
simple heating to 1200 �C, which was also the growth tem-
perature. The nanowires have nominal diameters of ∼15 nm
and a length varying from a few tens to several hundreds
micrometers. An amorphous layer of silicon oxide of ∼2 nm
in thickness overcoated the outside of silicon nanowires. The
amorphous oxide layer was likely formed during the growth
at high temperature, when a small amount of oxygen leaked
into the deposition chamber.

The size of nanowires grown by VLS method is solely
determined by the size of the liquid catalyst droplets. To
grow thinner nanowires, one can simply reduce the size of
the liquid droplets. A typical method used to form small
liquid catalyst droplets is to coat a thin layer of catalyst on
the growth substrate and to anneal at elevated temperatures
[38]. During annealing, catalyst reacts with the substrate to
form a eutectic liquid and further ball up to reduce the over-
all surface energy. Au as a catalyst and silicon as a substrate
is a typical example. The size of the liquid catalyst droplets
can be controlled by the thickness of the catalyst film on the
substrate. In general, a thinner film forms smaller droplets,
giving smaller diameters of nanowires subsequently grown.
For example, 10 nm Au film yields single crystal germanium
nanowires of 150 nm in diameter, while 5 nm Au film results
in the growth of 80 nm sized germanium nanowires [39].
However, further reduction in the catalyst film thickness did
not result in a decreased diameter of germanium nanowires
[39]. No further reduction in diameter of nanowires indi-
cated that there is a minimum size of liquid droplets achiev-
able by applying thin films.

Further reduction of diameters of nanowires could be
achieved by dispersing monosized catalyst colloids on the
substrate surface, instead of a thin film of catalyst [40, 41].
GaP nanowires were grown by a laser catalytic growth syn-
thetic method [35] using gold colloids [41]. Gold colloids or
nanoclusters were supported on a silica substrate and the
reactants Ga and P were generated from a solid target of
GaP by laser ablation. Single crystal GaP nanowires show a
growth direction of [111] and have a stoichiometric composi-
tion of 1:0.94 confirmed by energy dispersive X-ray analysis
(EDAX). The diameters of GaP nanowires were determined
by the size of the catalyst gold nanoclusters. GaP nanowires
grown from 8.4, 18.5, and 28.2 nm diameter gold colloids
were found to be 11.4, 20, and 30.2 nm, respectively. A sim-
ilar technique was applied to the growth of InP nanowires
[40]. The growth substrate temperature was controlled to
be approximately 500–600 �C, and a constant flow of Ar at
100 standard cubic centimeters per minute under a pressure
of 200 Torr was maintained during the growth. The laser
for ablation used was an ArF excimer laser with a wave-
length of 193 nm. InP nanowires were found to be single
crystal and grew along the [111] direction. Figure 6 shows
the general concepts of control of the diameters and length
of nanowires grown by catalyst colloids [40]. Detailed anal-
ysis further revealed an amorphous oxide layer of 2–4 nm
in thickness presented on all nanowires. The existence of an
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Figure 6. Length and diameter control in nanowires grown from col-
loidal catalysts. Reprinted with permission from [40], M. S. Gudiksen
et al., J. Phys. Chem. B 105, 4062 (2001). © 2001, American Chemical
Society.

amorphous oxide layer was explained by the overgrowth of
an amorphous InP on the side faces and subsequent oxida-
tion after the samples were exposed to air. The overgrowth
on side faces is not catalyst activated and implies supersat-
urated vapor concentrations of growth constituents in the
system.

The equilibrium vapor pressure or solubility is dependent
on the surface energy and a radius (or curvature of a sur-
face) at a given condition defined by the Kelvin equation

ln
(

P

P0

)
= −2��

kTr
(6)

where P is the vapor pressure of a curved surface, P0 is the
vapor pressure of a flat surface, � is the surface energy, �
is the atomic volume, r is the surface radius, and k is the
Boltzmann constant. For the growth of nanowires, if facets
are developed during the growth, longitudinal and lateral
growth rates of nanowires or nanorods will be solely deter-
mined by the growth behavior of individual facets. However,
if nanowires were cylindrical in shape, the lateral growth
rate would be significantly smaller than the longitudinal
one, assuming all surfaces have the same surface energy.
Convex surfaces (the side surface) with very small radius
(<100 nm) would have a significantly higher vapor pressure
as compared with that of a flat growing surface. A supersatu-
rated vapor pressure or concentration of the growth species
for the growing surface may be well below the equilibrium
vapor pressure of the convex surface of thin nanowires. For
the growth of uniform high quality crystalline nanowires or
nanorods, in general supersaturation should be kept rela-
tively low, so that there would be no growth on the side sur-
face. A high supersaturation would result in growth of other

facets, just as in the vapor–solid growth discussed before.
Further high supersaturation would lead to secondary nucle-
ation on the growth surface or homogeneous nucleation,
resulting in termination of epitaxial growth.

Since the diameters of nanowires grown by the VLS
method are solely controlled by the size of the liquid cat-
alyst droplets, thinner wires can be grown by using smaller
liquid droplets. However, this approach has its limit. From
Eq. (6), we already know that the equilibrium vapor pres-
sure of a solid surface is dependent on the surface curvature.
The same dependence is found for a solubility of a solute in
a solvent. As the size of the droplets is reduced, the solubil-
ity would increase. For the growth of very thin nanowires,
a very small droplet is required. However, a convex surface
with a very small radius would have a very high solubility. As
a result, a high supersaturation in the vapor phase has to be
generated. A high supersaturation in the vapor phase may
promote the lateral growth on the side surface of nanowires
with the vapor–solid mechanism. Therefore, a conical struc-
ture may be developed instead of uniformly sized nanowires.
Further, a high supersaturation may initiate homogeneous
nucleation in the gas phase or secondary nucleation at the
surface of nanowires.

Another characteristic in the VLS method should be
noted. According to the Kelvin equation, an equilibrium sol-
ubility and supersaturation of growth species in larger liquid
catalyst droplets can be obtained more easily than in smaller
droplets. The growth of nanowires will proceed only when
the concentration of growth species is above the equilib-
rium solubility. When the concentration or supersaturation
in the vapor phase is appropriately controlled, vapor pres-
sure could be kept below the equilibrium solubility in small
liquid droplets, and the growth of nanowires of thinnest
nanowires would terminate. When the growth proceeds at
high temperatures and the grown nanowires are very thin,
radial size instability is often observed as shown in Figure 7.
Such instability is explained by the oscillation of the size of
the liquid droplet on the growth tip and the concentration of

Figure 7. Radial size instability in nanowires grown by VLS. Reprinted
with permission from [6], E. I. Givargizov, “Highly Anisotropic Crys-
tals.” Reidel, Dordrecht, 1986. © 1986, Kluwer Academic Publishers.
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the growth species in the liquid droplet [6]. Alternately, this
instability may be thought of as similar to the necking of thin
streams of liquids [42]. The instability is only observed in
very thin wires, where the surface energy is quite high, and at
high temperatures where roughening may occur. Such insta-
bility could be another barrier for the synthesis of very thin
nanowires, which may require high deposition temperatures.

The diameter of nanowires grown by the VLS method
is determined by the minimum size of the liquid catalyst
droplet under the equilibrium conditions [30]. Methods to
achieve small sizes of liquid catalyst droplets are straight-
forward. For example, laser ablation can be used to deposit
catalytic material on a heated substrate to form nanometer
diameter clusters with controlled pressure and temperature
[43]. In a similar manner, many other evaporation tech-
niques could be used to deposit nanometer catalyst clusters
on substrates for the growth of nanowires. Controlling the
catalyst placement on the substrate can be used to achieve
other novel morphologies. For example, patterned arrays of
ZnO nanorods on a surface have been grown, simply by pat-
terning the Au catalyst film prior to VLS growth [44].

Nanowires or nanorods grown by the VLS method in
general have a cylindrical morphology (i.e., without facets
on the side surface and having a uniform diameter). The
physical conditions of both Czochraski and VLS methods
are very similar; growth proceeds very close to the melt-
ing points or liquid–solid equilibrium temperature. Surfaces
may undergo a transition from faceted (smooth) to “rough”
surface, known as the roughening transition [45]. Below the
roughening temperature, a surface is faceted, and above
this temperature, thermal motion of the surface atoms over-
comes the interfacial energy and causes a faceted crystal to
roughen. From melt, only a restricted group of materials
including silicon and bismuth can grow faceted single crys-
tals [46]. However, facets may develop if there is VS deposi-
tion on the side surface. Although the VS deposition rate is
much smaller than the VLS growth rate for a given temper-
ature, it is still effective in controlling the morphology. Since
the difference in the two deposition rates decreases with
increasing temperature, the VS deposit will greatly influence
the morphology in the high temperature range. It is noted
that the diameter of the nanowire may change if the growth
conditions vary or the catalyst evaporates or is incorporated
into the nanowires.

Numerous precursors have been used for the VLS growth
as evaporation–condensation methods. Gaseous precursors
such as SiCl4 for silicon nanowires [38] are convenient
sources. Evaporation of solids by heating to elevated tem-
peratures is another common practice [47]. Laser ablation
of solid targets is yet another method used in generating
vapor precursors [35, 48]. To promote the evaporation of
solid precursors, formation of intermediate compounds may
be an appropriate approach. For example, Wu et al. [39]
used a mixture of Ge and GeI4 as precursors for the growth
of Ge nanowires. The precursors evaporated through the
formation of volatile compound via the following chemical
reaction

Ge�s� + GeI4�g� → 2GeI2�g� (7)

The GeI2 vapor was transported to the growth chamber,
condensed into the liquid catalyst (here is Au/Si) droplets,
and disproportionated according to

2GeI2�g� → Ge�l� + GeI4�g� (8)

Other precursors have also been explored in the VLS growth
of nanowires including ammonia and gallium acetylaceto-
nate for GaN nanorods [49], closo-1,2-dicarbadodecaborane
(C2B10H12) for B4C nanorods [50], and methyltrichlorosilane
for SiC [51].

Other materials can be used as catalysts as well. For exam-
ple, silicon nanowires were grown using iron as a catalyst
[35]. Any material or mixture can be used as catalyst as long
as they meet the requirements described by Wagner [30]. For
example, a mixture of Au and Si was used for the growth of
germanium nanowires [39].

ZnO nanowires have been grown using the VLS method
[52] on Au-coated (thickness ranging from 2 to 50 nm) sili-
con substrates by heating a 1:1 mixture of ZnO and graphite
powder to 900–925 �C under a constant flow of argon for
5–30 min. The grown ZnO nanowires vary with the thick-
ness of the initial Au coatings. For a 50 nm Au coating,
the diameters of the nanowires normally range from 80 to
120 nm and their lengths are 10–20 �m. Thinner nanowires
of 40–70 nm with lengths of 5–10 �m were grown on 3 nm
Au-coated substrates. The grown ZnO nanowires are single
crystal with a preferential growth direction of �001	. The
growth process of ZnO is believed to be different from that
of elementary nanowires. The process involves the reduc-
tion of ZnO by graphite to form Zn and CO vapor at
high temperatures (above 900 �C). The Zn vapor is trans-
ported to and reacted with the Au catalyst, which would have
already reacted with silicon to form a eutectic Au–Si liquid
on silicon substrates, located downstream at a lower tem-
perature to form Zu–Au–Si alloy droplets. As the droplets
become supersaturated with Zn, crystalline ZnO nanowires
are formed, possibly through the reaction between Zn and
CO at a lower temperature. The above process could be
easily understood by the fact that the reaction

ZnO + C ↔ Zn + CO (9)

is reversible at temperatures around 900 �C [53, 54].
Although the presence of a small amount of CO is not
expected to change the phase diagram significantly, no ZnO
nanowires were grown on substrates in the absence of
graphite.

Single crystal monoclinic gallium oxide (�-Ga2O3)
nanowires were synthesized with a conventional dc arc-
discharge method [55]. GaN powder mixed with 5 wt%
of transition metal powders (Ni/Co = 1:1 and Ni/Co/Y =
4.5:4.5:1) was pressed into a small hole of the graphite anode.
A total pressure of 500 Torr of argon and oxygen gases in
a ratio of 4:1 was maintained during the growth. The typi-
cal diameter of the nanowires is about 33 nm with a growth
direction of [001], and no amorphous layer was founded on
the surface. A possible chemical reaction for the formation
of Ga2O3 is proposed to be

2GaN +
(

3
2
+ x

)
O2�g� → Ga2O3 + 2NOx�g� (10)
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Single crystal GeO2 nanowires were grown by evaporation of
a mixture of Ge powder and 8 wt% Fe at 820 �C under a flow
(130 sccm) of argon gas under a pressure of 200 Torr [56].
The nanowires have diameters ranging from 15 to 80 nm.
Although Fe was added as a catalyst to direct the growth
of nanowires, no globules were found in the tips of grown
nanowires. The authors argued that the GeO2 nanowires
were grown by mechanisms other than the VLS method. It
is also noticed that during the experiment, no oxygen was
intentionally introduced into the system. Oxygen may leak
into the reaction chamber and react with germanium to form
germanium oxide.

Yu et al. [57] reported the synthesis of amorphous silica
nanowires by the VLS method. A mixture of silicon with
20 wt% silica and 8 wt% Fe was ablated using an excimer
laser of 246 nm wavelength under flowing argon at 100 Torr.
Fe was used as a catalyst and the growth temperature was
1200 �C. The nanowires have a chemical composition of
Si:O = 1:2 and a uniform size distribution with a diameter
of 15 nm and a length up to hundreds micrometers.

In general, a high temperature and a vacuum are required
in the growth of nanowires by the VLS method. An alter-
native method called the solution–liquid–solid (SLS) growth
method was developed by Buhro’s research group [58, 59]
and first applied for the synthesis of InP, InAs, and GaAs
nanowires with solution-phase reactions at relatively lower
temperatures (≤203 �C). The SLS method is very similar
to VLS theory [58]. Nanowires were found to be polycrys-
talline or near single crystal with diameters of 10–150 nm
and lengths up to several micrometers. Let us take the
growth of InP nanowires as an example to illustrate the SLS
growth process. Precursors used were typical organometal-
lic compounds: In(t-Bu)3 and PH3, which were dissolved
into hydrocarbon solvent with protic catalyst such as MeOH,
PhSH, Et2NH2, or PhCO2H. In the solution, precursors
reacted to form In and P species for the growth of InP
nanowires with the following organometallic reaction, which
is commonly used in chemical vapor deposition [60]

In�t − Bu�3 + PH3 → InP + 3�t − Bu�H (11)

Indium metal functions as the liquid phase or catalyst for
the growth of InP nanowires. Indium melts at 157 �C and
forms liquid drops. It is postulated that both P and In dis-
solve into the In droplets and precipitate to form nanowires
of InP. The growth direction of InP nanowires was found
to be predominated by �111	, similar to that with the VLS
method.

2.3. Stress-Induced Recrystallization

It is worth noting that nanowires can be synthesized by
stress-induced recrystallization, though it has attracted lit-
tle attention in the nanotechnology community. Application
of pressure on solids at elevated temperatures is known to
result in the growth of whiskers or nanowires with diame-
ters as small as 50 nm [61]. It was demonstrated that the
growth rate of tin whiskers increased proportionally with the
applied pressure [61] and could be four orders of magnitude
when a pressure of 7500 psi was applied [62]. The growth
of such nanowires or whiskers is based on a dislocation at

the base of the whisker [63, 64] and the growth proceeds
from the base and not from the tip [65]. The formation of
metallic nanorods is likely due to the confined growth at the
surface between the metallic film and the grown nanowires,
whereas no growth is possible in other directions (side faces
of nanowires). It should be noted that this technique is
not widely explored in the recent studies on the growth of
nanorods and nanowires (see Table 1).

3. TEMPLATE-BASED SYNTHESIS
Template-based synthesis of nanostructured materials is a
very general method and can be used in fabrication of
nanorods, nanowires, and nanotubules of polymers, metals,
semiconductors, and oxides. Various templates with nano-
size channels have been explored for the template growth
of nanorods and nanotubules. The most commonly used
and commercially available templates are anodized alu-
mina membrane [66] and radiation track-etched polymer
membranes [67]. Other membranes have also been used
as templates such as nanochannel array glass [68], radi-
ation track-etched mica [69], mesoporous materials [70],
porous silicon by electrochemical etching of silicon wafer
[71], zeolites [72], and carbon nanotubes [73, 74]. Alumina
membranes with uniform and parallel porous structure are
made by anodic oxidation of aluminum sheets in solutions of
sulfuric, oxalic, or phosphoric acids [66, 75]. The pores are
arranged in a regular hexagonal array, and densities as high
as 1011 pores/cm2 can be achieved [76]. Pore size ranging
from 10 nm to 100 �m can be achieved [76, 77]. The polycar-
bonate membranes are made by bombarding a nonporous
polycarbonate sheet, with typical thickness ranging from 6
to 20 �m, with nuclear fission fragments to create damage
tracks, and then chemically etching these tracks into pores
[67]. In radiation track-etched membranes, pores have a uni-
form size as small as 10 nm, though randomly distributed.
Pore densities can be as high as 109 pores/cm2.

In addition to the desired pore or channel size, morphol-
ogy, size distribution, and density of pores, template mate-
rials must meet certain requirements. First, the template
materials must be compatible with the processing conditions.
For example, an electrical insulator is required for a tem-
plate to be used in electrochemical deposition. Except for
the template directed synthesis, template materials should
be chemically and thermally inert during the synthesis and
following processing steps. Second, depositing materials or
solution must wet the internal pore walls. Third, for the
synthesis of nanorods or nanowires, the deposition should
start from the bottom or one end of the template channels
and proceed from one side to another. However, for the
growth of nanotubules, the deposition should start from the
pore wall and proceed inwardly. Inward growth may result
in pore blockage, so that should be avoided in the growth of
“solid” nanorods or nanowires. Kinetically, enough surface
relaxation permits maximal packing density, so a diffusion-
limited process is preferred. Other considerations include
the easiness of release of nanowires or nanorods from the
templates and of handling during the experiments.
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Table 1. A summary of the oxide nanorods mentioned in this chapter.

Diameter (or
width for beltlike

Material Form Method structures) Length Ref.

ZnO, SnO2, ln2O3, Nanobelts Evaporation–condensation 30–300 nm Up to a few mm [12, 13]
CdO, Ga2O3

SnO2 Nanorods Evaporation–condensation 70–90 nm 5–10 �m [15]
Mn3O4 Nanowires Dissolution–condensation 40–80 nm Up to 150 �m [23]

(molten salt flux)
ZnO Nanorods Dissolution–condensation ∼200–300 nm ∼3 �m [25]
CdWO4 Nanorods Dissolution–condensation 20–40 nm 80–280 nm [26]

(hydrothermal)
H2Ti3O7 Nanotubes Dissolution–condensation 9 nm 100 to several hundred [27]

(hydrothermal) nanometers
ZnO Nanowires VLS 20–150 nm 2–10 �m [51, 54]
�-Ga2O3 Nanowires VLS 33 nm Up to 100 �m [55]
GeO2 Nanowires VLS or VS 15–80 nm Up to a few tens of �m [56]
Amorphous SiO2 Nanowires VLS ∼15 nm Up to hundreds of �m [57]
TiO2, amorphous Nanorods Template electrophoretic 40–200 nm Up to 10 �m [102, 103]

SiO2, BaTiO3, deposition
Pb(Ti,Zr)O3,
Sr2Nb2O7

ZnO Nanowires and Template electrophoretic ∼200 nm ∼25–55 �m [104]
nanotubes deposition

TiO2 Nanowires Template electrophoretic 10–40 nm 2–10 �m [105]
deposition (electrochemically
induced sol–gel)

TiO2, MnO2, Nanotubes and Template filling with colloidal 22–600 nm Tens of �m [107, 109]
V2O5, Co3O4, nanorods dispersion
ZnO, WO3, SiO2

Bi2O3 Nanowires Oxidation of metal ∼10–100 nm Up to tens of [112]
nanowires (melt filling) �m

ZnO Nanowires Oxidation of metal nanowires 15–90 nm Up to 50 �m [129]
(electrodeposited)

3.1. Electrochemical Deposition

Electrochemical deposition can be understood as a special
electrolysis resulting in the deposition of solid material on
an electrode. This process involves (1) oriented diffusion of
charged growth species (typically positively charged cations)
through a solution when an external electric field is applied,
and (2) reduction of the charged growth species at the
growth or deposition surface, which also serves as an elec-
trode. In general, electrochemical deposition is only applica-
ble to electrically conductive materials such as metals, alloys,
semiconductors, and electrical conductive polymers, since
after the initial deposition, the electrode is separated from
the depositing solution by the deposit and the electrical cur-
rent must go through the deposit to allow the deposition
process to continue. Electrochemical deposition is widely
used in making metallic coatings; the process is also known
as electroplating [78]. When deposition is confined inside
the pores of template membranes, nanocomposites are pro-
duced. If the template membrane is removed, nanorods or
nanowires are prepared.

Electrochemical deposition has been explored in the fab-
rication of nanowires of metals, semiconductors, and con-
ductive polymers and the growth of nanowires of conductive
materials is a self-propagating process [79]. Once a little fluc-
tuation yields the formation of small rods, the growth of rods
or wires will continue, since the electric field and the density

of current lines between the tips of nanowires and the oppos-
ing electrode are greater, due to a shorter distance, than
that between two electrodes. The growth species will more
likely deposit onto the tip of nanowires, resulting in contin-
ued growth. However, this method is hardly used in practice
for the synthesis of nanowires, since it is very difficult, if not
impossible, to control the growth. Possin [69] prepared vari-
ous metallic nanowires by electrochemical deposition inside
pores of radiation track-etched mica. Williams and Giordano
[80] grew silver nanowires with diameters below 10 nm. The
potentiostatic electrochemical template synthesis yielded dif-
ferent metal nanowires, including Ni, Co, Cu, and Au with
nominal pore diameters between 10 and 200 nm, and the
nanowires were found to be true replicas of the pores [81].
Whitney et al. [82] fabricated the arrays of nickel and cobalt
nanowires by electrochemical deposition of the metals into
track-etched templates. Single crystal antimony nanowires
have been grown by Zhang et al. in anodic alumina mem-
branes using a pulsed electrodeposition [83]. Semiconductor
nanorods by electrodeposition include CdSe and CdTe syn-
thesized by Klein et al. in anodic alumina templates [84], and
Schönenberger et al. [85] have made conducting polypyrrole
electrochemically in porous polycarbonate.

Hollow metal tubules can also be prepared using electro-
chemical deposition [86, 87]. For growth of metal tubules, the
pore walls of the template need to be chemically derivatized
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first so that the metal will preferentially deposit onto the pore
walls instead of the bottom electrode. Such surface chemistry
of the pore walls is achieved by anchoring silane molecules.
For example, the pore surface of an anodic alumina template
was covered with cyanosilanes; subsequent electrochemical
deposition resulted in the growth of gold tubules [88].

An electroless electrolysis process has also been applied
in the fabrication of nanowires or nanorods [86, 89–91].
Electroless deposition is actually a chemical deposition and
involves the use of a chemical agent to plate a material from
the surrounding phase onto a template surface [92]. The sig-
nificant difference between electrochemical deposition and
electroless deposition is that in the former, the deposition
begins at the bottom electrode and the deposited materials
must be electrically conductive, whereas the latter method
does not require the deposited materials to be electrically
conductive and the deposition starts from the pore wall
and proceeds inwardly. Therefore, in general, electrochem-
ical deposition results in the formation of “solid” nanorods
or nanowires of conductive materials, whereas the electro-
less deposition often grows hollow fibrils or nanotubules.
For electrochemical deposition, the length of nanowires or
nanorods can be controlled by the deposition time, whereas
the length of the nanotubules is solely dependent on the
length of the deposition channels or pores, which often equal
to the thickness of membranes. Variation of deposition time
would result in a different wall thickness of nanotubules. An
increase in deposition time leads to a thick wall and a pro-
longed deposition may form solid nanorods. However, a pro-
longed deposition time does not guarantee the formation of
solid nanorods. For example, the polyaniline tubules never
closed up, even with prolonged polymerization time [93].

3.2. Electrophoretic Deposition

The electrophoretic deposition technique has been widely
explored, particularly in film deposition of ceramic and
organoceramic materials on cathode from colloidal disper-
sions [94]. Electrophoretic deposition differs from electro-
chemical deposition in several aspects. First, the deposit by
the electrophoretic deposition method need not be electri-
cally conductive. Therefore, this method is particularly use-
ful for oxide systems. Second, nanosized particles in colloidal
dispersions are typically stabilized by electrostatic or elec-
trosteric mechanisms. When dispersed in a polar solvent or
an electrolyte solution, the surface of nanoparticles devel-
ops an electrical charge via one or more of the following
mechanisms: (1) preferential dissolution or (2) deposition
of charges or charged species, (3) preferential reduction or
(4) oxidation, and (5) adsorption of charged species such
as polymers. Charged surfaces will electrostatically attract
oppositely charged species (typically called counterions)
in the solvent or solution. A combination of electrostatic
forces, Brownian motion and osmotic forces would result
in the formation of a so-called double layer structure, as
schematically illustrated in Figure 8A. The figure depicts a
positively charged particle surface, the concentration profiles
of negative ions (counterions), and positive ions (surface-
charge-determining ions), and the electric potential profile.
The concentration of counterions gradually decreases with

Figure 8. (A) A schematic of the electrical double layer surrounding a
particle in a colloidal suspension. (B) Diagram of the features of elec-
trophoretic motion. Reprinted with permission from [98], A. C. Pierre,
“Introduction to Sol–Gel Processing.” Kluwer Academic, Boston, 1998.
© 1998, Kluwer Academic Publishers.

distance from the particle surface, whereas that of charge-
determining ions increases. As a result, the electric potential
decreases with distance. Near to the particle surface, the
electric potential decreases linearly, in the region known as
the Stern layer. Outside of the Stern layer, the decrease fol-
lows an exponential relationship, and the region between
Stern layer and the point where the electric potential equals
zero is called the diffusion layer. Together, the Stern layer
and diffusion layer are called the double layer structure in
the classic theory of electrostatic stabilization.

Upon application of an external electric field to a colloidal
system or a sol, the constituent charged particles are set
in motion in response to the electric field, as schematically
illustrated in Figure 8B. This type of motion is referred to as
electrophoresis. When a charged particle is in motion, some
of the solvent or solution surrounding the particle will move
with it, since part of the solvent or solution is tightly bound
to the particle. The plane that separates the tightly bound
liquid layer from the rest of the liquid is called the slip plane.
The electric potential at the slip plane is known as the zeta
potential. The zeta potential is an important parameter in
determining the stability of a colloidal dispersion or a sol; a
zeta potential larger than about 25 mV is typically required
to stabilize a system [95]. The zeta potential is determined
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by a number of factors, such as the particle surface charge
density, the concentration of counterions in the solution, sol-
vent polarity, and temperature. The zeta potential around a
spherical particle can be described as [96]

 = Q
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where Q is the charge on the particle, a is the radius of the
particle out to the shear plane, "r is the relative dielectric
constant of the medium, and ni and zi are the bulk concen-
tration and valence of the ith ion in the system, respectively.
It is worthwhile to note that a positively charged surface
results in a positive zeta potential in a dilute system. A high
concentration of counterions, however, can result in a zeta
potential of the opposite sign.

The mobility of a nanoparticle in a colloidal dispersion or
a sol is dependent on the dielectric constant of the liquid
medium, the zeta potential of the nanoparticle, and the vis-
cosity of the fluid. Several forms for this relationship have
been proposed, such as the Hückel equation [96]

� = 2"r"0 

3�(
(13)

Double layer stabilization and electrophoresis are exten-
sively studied subjects. Readers may find additional detailed
information in books on sol–gel processing [97–99] and col-
loidal dispersions [96, 100].

Electrophoretic deposition simply uses such an oriented
motion of charged particles to grow films or monoliths by
enriching the solid particles from a colloidal dispersion or
a sol onto the surface of an electrode. If particles are pos-
itively charged (more precisely speaking, having a positive
zeta potential), then the deposition of solid particles will
occur at the cathode. Otherwise, deposition will be at the
anode. At the electrodes, surface electrochemical reactions
proceed to generate or receive electrons. The electrostatic
double layers collapse upon deposition on the growth sur-
face, and the particles coagulate. There is not much infor-
mation on the deposition behavior of particles at the growth
surface. Some surface diffusion and relaxation is expected.
Relatively strong attractive forces, including the formation
of chemical bonds between two particles, develop once the
particles coagulate. The films or monoliths grown by elec-
trophoretic deposition from colloidal dispersions or sols are
essentially a compaction of nanosized particles. Such films
or monoliths are porous (i.e., there are voids inside). Typical
packing densities, defined as the fraction of solid (also called
green density), are less than 74%, which is the highest pack-
ing density for uniformly sized spherical particles [101]. The
green density of films or monoliths by electrophoretic depo-
sition is strongly dependent on the concentration of parti-
cles in sols or colloidal dispersions, zeta potential, externally
applied electric field, and reaction kinetics between parti-
cle surfaces. Slow reaction and slow arrival of nanoparticles
onto the surface would allow sufficient particle relaxation

on the deposition surface, so that a high packing density is
expected.

Many theories have been proposed to explain the pro-
cesses at the deposition surface during electrophoretic depo-
sition. The electrochemical process at the deposition surface
or electrodes is complex and varies from system to sys-
tem. However, in general, a current exists during elec-
trophoretic deposition, indicating reduction and oxidation
reactions occur at electrodes and/or deposition surface. In
many cases, films or monoliths grown by electrophoretic
deposition are electric insulators. However, the films or
monoliths are porous and the surface of the pores would be
electrically charged just like the nanoparticle surfaces, since
surface charge is dependent on the solid material and the
solution. Furthermore, the pores are filled with solvent or
solution that contains counterions and charge-determining
ions. The electrical conduction between the growth surface
and the bottom electrode could proceed via either surface
conduction or solution conduction.

Limmer et al. [102, 103] combined sol–gel preparation and
electrophoretic deposition in the growth of nanorods of var-
ious oxides, including complex oxides such as lead zirconate
titanate and barium titanate. In their approach, conventional
sol–gel processing was applied for the synthesis of various
sols. By appropriate control of the sol preparation, nanome-
ter particles with desired stoichiometric composition were
formed, electrostatically stabilized by adjusting to an appro-
priate pH and uniformly dispersed in the solvent. When
an external electric field is applied, these electrostatically
stabilized nanoparticles will respond and move toward and
deposit on either a cathode or an anode, depending on the
surface charge (more precisely speaking, the zeta potential)
of the nanoparticles. Using radiation-tracked etched poly-
carbonate membranes with an electric field of ∼1.5 V/cm,
they have grown nanowires with diameters ranging from 40
to 200 nm and a length of 10 �m corresponding to the
thickness of the membrane. The materials include anatase
TiO2, amorphous SiO2, perovskite structured BaTiO3 and
Pb(Ti,Zr)O3, and layered structured perovskite Sr2Nb2O7.
Nanorods grown by sol electrophoretic deposition are poly-
crystalline or amorphous. One of the advantages of this
technique is the ability of synthesis of complex oxides and
organic–inorganic hybrids with desired stoichiometric com-
position; Figure 9 shows the nanorods and X-ray diffraction
spectra of Pb(Zr,Ti)O3 nanorods. Another advantage is the
applicability for a variety of materials; Figure 10 shows the
nanorods of SiO2, TiO2, Sr2Nb2O7, and BaTiO3.

Wang et al. used electrophoretic deposition to form
nanorods of ZnO from colloidal sols [104]. ZnO colloidal
sol was prepared by hydrolyzing an alcoholic solution of zinc
acetate with NaOH, with a small amount of zinc nitrate
added to act as a binder. This solution was then deposited
into the pores of anodic alumina membranes at voltages in
the range of 10–400 V. It was found that lower voltages led to
dense, solid nanorods, while higher voltages caused the for-
mation of hollow tubules. The suggested mechanism is that
the higher voltages cause dielectric breakdown of the anodic
alumina, causing it to become charged similarly to the cath-
ode. Electrostatic attraction between the ZnO nanoparticles
and the pore walls then leads to tubule formation.
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Figure 9. Electron micrographs and X-ray diffraction data for Pb (Zr,
Ti)O3 (PZT) nanorods grown by sol–gel electrophoresis. Reprinted with
permission from [102], S. J. Limmer et al., Adv. Mater. 13, 1269 (2001).
© 2001, Wiley-VCH.

Figure 10. Other nanorods grown by sol–gel electrophoresis: (A) SiO2,
(B) TiO2, (C) Sr2Nb2O7, and (D) BaTiO3. Adapted with permission
from [103], S. J. Limmer et al., Adv. Funct. Mater. 12, 59 (2002). © 2002,
Wiley-VCH.

Miao et al. [105] prepared single crystalline TiO2
nanowires by template-based electrochemically induced sol–
gel deposition. Titania electrolyte solution was prepared
using a method developed by Natarajan and Nogami
[106], in which Ti powder was dissolved into a H2O2 and
NH4OH aqueous solution, forming TiO2+ ionic clusters.
When an external electric field was applied, TiO2+ ionic
clusters diffused to cathode and underwent hydrolysis and
condensation reactions, resulting in deposition of nanorods
of amorphous TiO2 gel. After heat treatment at 240 �C for
24 hr in air, nanowires of single crystal TiO2 with anatase
structure and with diameters of 10, 20, and 40 nm and
lengths ranging from 2 to 10 �m were synthesized. How-
ever, no axis crystal orientation was identified. The forma-
tion of single crystal TiO2 nanorods here is different from
that reported by Martin’s group [107]. Here the forma-
tion of single crystal TiO2 is via crystallization of amor-
phous phase at an elevated temperature, whereas nanoscale
crystalline TiO2 particles are believed to assemble epitax-
ially to form single crystal nanorods. Epitaxial agglomera-
tion of two nanoscale crystalline particles has been reported
[108], though no large single crystals have been produced by
assembly of nanocrystalline particles. Figure 11 shows such
single crystal nanorods grown by electrophoretic deposition.

3.3. Template Filling

Direct template filling is the most straightforward and ver-
satile method in preparation of nanorods and nanotubules.
Most commonly, a liquid precursor or precursor mixture is
used to fill the pores. There are several concerns in the tem-
plate filling. First, the wettability of the pore wall should
be good enough to permit the penetration and complete
filling of the liquid precursor or precursor mixture. For fill-
ing at low temperatures, the surface of pore walls can be
easily modified to be either hydrophilic or hydrophobic by
introducing a monolayer of organic molecules. Second, the
template materials should be chemically inert. Third, con-
trol of shrinkage during solidification is required. If adhesion
between the pore walls and the filling material is weak or
solidification starts at the center, or from one end of the
pore, or uniformly, solid nanorods are most likely to form.

Figure 11. Single crystal TiO2 nanorods growth by electrochemically
induced sol–gel processing. Reprinted with permission from [105],
Z. Miao et al., Nano Lett. 2, 717 (2002). © 2002, American Chemical
Society.
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However, if the adhesion is very strong, or the solidifica-
tion starts at the interfaces and proceeds inwardly, it is most
likely to form hollow nanotubules.

3.3.1. Colloidal Dispersion Filling
Martin and co-workers [107, 109] have studied the forma-
tion of various oxide nanorods and nanotubules by simply
filling the templates with colloidal dispersions. Colloidal dis-
persions were prepared using appropriate sol–gel process-
ing. The filling of the template was to place a template in a
stable sol for a various period of time. The capillary force
is believed to drive the sol into the pores, when the surface
chemistry of the template pores was appropriately modified
to have a good wettability for the sol. After the pores were
filled with sol, the template was withdrawn from the sol
and dried prior to firing at elevated temperatures. The fir-
ing at elevated temperatures served two purposes: removal
of template so that freestanding nanorods can be obtained
and densification of the sol–gel-derived green nanorods.
Figure 12 shows some typical examples of oxide nanorods
made by filling the templates.

In previous work, we discussed sol–gel processing and
knew that the typical sol consists of a large volume fraction
of solvent up to 90% or higher [97]. Although the capillary
force may ensure the complete filling of colloidal disper-
sion inside pores of the template, the amount of the solid
filled inside the pores can be very small. Upon drying and
subsequent firing processes, a significant amount of shrink-
age would be expected. However, the results showed that

Figure 12. Oxide nanorods (TiO2 top and ZnO bottom) grown by tem-
plate filling with sol–gel. Adapted with permission from [107], B. B.
Lakshmi et al., Chem. Mater. 9, 857 (1997). © 1997, American Chemical
Society.

most nanorods shrank only a little as compared with the size
of the template pores. For example, Lakshmi et al. found
that TiO2 nanorods synthesized in this manner had the same
diameter as the template pores, even after heating to 400 �C
[107]. The results indicated that there are some unknown
mechanisms which enrich the concentration of solid inside
pores. One possible mechanism could be the diffusion of
solvent through the membrane, leading to the enrichment
of solid along the internal surface of template pores, a pro-
cess used in ceramic slip casting [110]. The observation of
formation of nanotubules (as shown in Fig. 13) by such a sol
filling process may imply such a process is indeed present.
However, considering the fact that the templates typically
were emerged into sol for just a few minutes, the diffu-
sion through membrane and enrichment of solid inside the
pores must be a rather rapid process. It is also possible that
electrostatic attraction between the positive particles and
negative pore walls is responsible for this enrichment. This
is a very versatile method and can be applied for any mate-
rial, which can be made by sol–gel processing. However, the
drawback is that it is difficult to ensure the complete filling
of the template pores. It is also noticed that the nanorods
made by template filling are commonly polycrystalline or
amorphous. An exception was found: when the diameter of
nanorods is smaller than 20 nm, single crystal TiO2 nanorods
were made [107].

3.3.2. Melt and Solution Filling
Metallic nanowires can also be synthesized by filling a tem-
plate with molten metals [111]. One example is the prepa-
ration of bismuth nanowires by pressure injection of molten
bismuth into the nanochannels of an anodic alumina tem-
plate [112]. The anodic alumina template was degassed and
immersed in the liquid bismuth at 325 �C (Tm = 271)5 �C for
Bi), and then high pressure Ar gas of ∼4500 psi was applied
to inject liquid Bi into the nanochannels of the template
for 5 hours. Bi nanowires with diameters of 13–110 nm and
large aspect ratios of several hundred have been obtained.
Individual nanowires are believed to be single crystal. When
exposed to air, bismuth nanowires are readily oxidized. An
amorphous oxide layer of ∼4 nm in thickness was observed
after 48 hours. After 4 weeks, bismuth nanowires of 65 nm in

Figure 13. Hollow nanotubes formed by incomplete filling of the tem-
plate. Reprinted with permission from [107], B. B. Lakshmi et al.,
Chem. Mater. 9, 857 (1997). © 1997, American Chemical Society.
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diameter were found to be completely oxidized. Nanowires
of other metals, In, Sn, and Al, and semiconductors, Se, Te,
GaSb, and Bi2Te3, were prepared by injection of melt liquid
into anodic alumina templates [111].

Polymeric fibrils have been made by filling a monomer
solution, which contains the desired monomer and a poly-
merization reagent, into the template pores and then poly-
merizing the monomer solution [113–116]. The polymer
preferentially nucleates and grows on the pore walls, result-
ing in tubules at short deposition times, as discussed pre-
viously in the growth of conductive polymer nanowires or
nanotubules by electrochemical deposition and fibers at long
times. Cai et al. [117] synthesized polymeric fibrils using this
technique.

Similarly, metal and semiconductor nanowires have been
synthesized through solution techniques. For example, Han
et al. [118] have synthesized Au, Ag, and Pt nanowires
in mesoporous silica templates. The mesoporous templates
were filled with aqueous solutions of the appropriate metal
salts (such as HAuCl4), and after drying and treatment with
CH2Cl2 the samples were reduced under H2 flow to con-
vert the salts to pure metal. Chen et al. filled the pores of
a mesoporous silica template with an aqueous solution of
Cd and Mn salts, dried the sample, and reacted it with H2S
gas to convert to (Cd,Mn)S [119]. Ni(OH)2 nanorods have
been grown in carbon-coated anodic alumina membranes by
Matsui et al. [120], by filling the template with ethanolic
Ni(NO3)2 solutions, drying, and hydrothermally treating the
sample in NaOH solution at 150 �C.

3.3.3. Chemical Vapor Deposition
Some researchers have used chemical vapor deposition as
a means to form nanowires. Ge nanowires were grown
by Leon et al. by diffusing Ge2H6 gas into mesoporous
silica and heating [121]. They believed that the precur-
sor reacted with residual surface hydroxyl groups in the
template, forming Ge and H2. Lee et al. have used a plat-
inum organometallic compound to fill the pores of meso-
porous silica templates, followed by pyrolysis under H2/N2
flow to yield Pt nanowires [122].

3.3.4. Converting through
Chemical Reactions

Nanorods or nanowires can also be synthesized using con-
sumable templates [123]. Nanowires of compounds can be
synthesized or prepared using a template-directed reaction.
First nanowires or nanorods of a constituent element are
prepared and then reacted with chemicals containing the
desired element to form final products. Gates et al. [124]
converted single crystalline trigonal selenium nanowires into
single crystalline nanowires of Ag2Se by reacting with aque-
ous AgNO3 solutions at room temperature. The trigonal
selenium nanowires were prepared first also using a solution
synthesis method [17]. Selenium nanowires were either dis-
persed in water or supported on TEM grids during reaction
with aqueous AgNO3. The following chemical reaction was
suggested:

3Se�s� + 6Ag+�aq� + 3H2O

→ 2Ag2Se�s� + Ag2SeO3�aq� + 6H+
�aq� (14)

Nanorods can also be synthesized by reacting volatile metal
halide or oxide species with formerly obtained carbon
nanotubes to form solid carbide nanorods with diameters
between 2 and 30 nm and lengths up 20 �m [125, 126]. Car-
bon nanotubes were used as removable templates in the
synthesis of silicon and boron nitride nanorods [127]. Sili-
con nitride nanorods of 4–40 nm in diameter were also pre-
pared by reacting carbon nanotubes with a mixture of silicon
monoxide vapor and flowing nitrogen at 1500 �C [128]:

3SiO�g� + 3C�s� + 2N2�g� → Si3N4�s� + 3CO�g� (15)

Silicon monoxide is generated by heating a solid mixture
of silicon and silica in an alumina crucible at 1500 �C. The
total transformation of carbon nanotubes into silicon nitride
nanorods was observed.

ZnO nanowires were prepared by oxidizing metallic
zinc nanowires [129]. In the first step, polycrystalline zinc
nanowires without preferential crystal orientation were pre-
pared by electrodeposition using anodic alumina membrane
as a template, and in the second step, grown zinc nanowires
were oxidized at 300 �C for up to 35 hr in air, yielding poly-
crystalline ZnO nanowires with diameters ranging from 15 to
90 nm and lengths of ∼50 �m. Although ZnO nanowires are
embedded in the anodic alumina membranes, freestanding
nanowires may be obtained by selectively dissolving alumina
templates.

Hollow nanotubules of MoS2 of ∼30 �m long and 50 nm
in external diameter with wall thickness of 10 nm were pre-
pared by filling a solution mixture of molecular precursors,
(NH4)2MoS4 and (NH4)2Mo3S13, into the pores of alumina
membrane templates. Then template filled with the molec-
ular precursors was heated to an elevated temperature and
the molecular precursors thermally decomposed into MoS2
[130].

Certain polymers and proteins were also reported to have
been used to direct the growth of nanowires of metals or
semiconductors. For example, Braun et al. [131] reported
a two-step procedure to use DNA as a template for the
vectorial growth of silver nanorods of 12 �m in length
and 100 nm in diameter. CdS nanowires were prepared by
polymer-controlled growth [132]. For the synthesis of CdS
nanowires, cadmium ions were well distributed in a poly-
acrylamide matrix. The Cd2+ containing polymer was treated
with thiourea (NH2CSNH2) solvothermally in ethylenedi-
amine at 170 �C, resulting in degradation of polyacrylamide.
Single crystal CdS nanowires of 40 nm in diameter and up
to 100 �m in length with a preferential orientation of [001]
were then simply filtered from the solvent.

4. LITHOGRAPHY
Lithography represents another route to the synthesis
of nanowires. Various techniques have been explored
in the fabrication of nanowires, such as electron beam
lithography [133, 134], ion beam lithography, scanning
tunnelling microscope lithography, X-ray lithography,
proximal-probe lithography, and near-field photolithography
[135]. Nanowires with diameters less than 10 nm and an
aspect ratio of 100 can be readily prepared. Here we just
take the fabrication of single crystal silicon nanowires
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reported by Yin et al. [136] as an example to illustrate the
general approach and the products obtained. Figure 14
outlines the schematic procedures used for the preparation
of single crystal silicon nanowires. The nanoscale features
were defined in a thin film of photoresist by exposing it to
an ultraviolet light source through a phase shift mask made
of a transparent elastomer, such as poly(dimethysiloxane)
(PDMS). The light passing through this phase mask was
modulated in the near field such that an array of nulls in
the intensity was formed at the edges of the relief structures
patterned on the PDMS mask. Therefore, nanoscale fea-
tures were generated in a thin film of photoresist and the
patterns were transferred into the underlying substrate
using a reactive ion etching or wet etching process. Silicon
nanostructures were separated from the underlying sub-
strate by slight overetching. Figure 15 shows SEM images
of silicon nanostructures fabricated using such near-field
optical lithography, followed by pattern transfer into silicon
with reactive ion etching, oxidation of silicon at 850 �C in
air for ∼1 hr, and finally lift-off in HF solution.

Figure 14. An outline of the procedure used for the near-field litho-
graphic preparation of single crystal silicon nanowires. Reprinted with
permission from [136], Y. Yin et al., Adv. Mater. 12, 1426 (2000).
© 2000, Wiley-VCH.

Figure 15. SEM images of silicon nanostructures fabricated using near-
field optical lithography. Reprinted with permission from [136], Y. Yin
et al., Adv. Mater. 12, 1426 (2000). © 2000, Wiley-VCH.

5. SUMMARY
This chapter summarizes the fundamentals and general
approaches for the preparation of one-dimensional nanos-
tructures, with emphasis on the synthesis and fabrication
of oxide nanorods and nanowires. For a given fundamen-
tal concept, many different approaches can be taken and
indeed have been developed. However, not all the synthesis
methods have been included in this chapter. The coverage is
limited so that the important fundamentals and concepts are
included. It is certain that many new synthesis techniques
will be developed soon.

GLOSSARY
Electrophoretic deposition The motion of charged parti-
cles in a sol or suspension under an applied electric field.
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Electrostatic stabilization The surface of particles in a sus-
pension becomes charged and counterions in the solvent will
distribute in such a way that an electrical double layer at
the vicinity of each particle will be formed. This layer is due
to a combination of electrostatic force, entropic force, and
Brownian motion. Such an electrical double layer will keep
the nanoclusters from agglomerating, and thus a stable sus-
pension is obtained.
Sol–gel processing A solution chemical route for forming
oxide materials. Metal-organic (or inorganic) precursors
undergo hydrolysis and condensation reactions, forming a
stable suspension of nanoparticles (sol) or a continuous
oxide network (gel).
Template growth The use of a physical template (such as
a porous filtration membrane) to direct the formation of
nanorods.
VLS growth Growth in which a catalyst is purposely intro-
duced to direct and confine the crystal growth on a specific
orientation and within a confined area. The catalyst forms
a liquid droplet by itself or by alloying with growth mate-
rial, trapping growth species. An enriched growth species in
the catalyst droplets subsequently precipitates at the growth
surface resulting in the one-directional growth.
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1. INTRODUCTION
Mono- and bimetallic nanoparticles are of great interest due
to their prominent chemical and physical properties. These
nanoparticles, which are usually defined as isolable particles
between 1 and 50 nm in size, could be newly categorized
as mesoscopic materials [1]. This new category of materi-
als, different from bulk material or atoms, can be defined
as an “atom assembly” or “molecule” rather than the clas-
sical term “colloid.” If the nanoparticles are well controlled
in structure, the term “cluster” is often used [2]. In this
chapter, we focus on the nanocluster of palladium and its
alloy, which shows outstanding performance in a catalyst [3].
Various potential applications are also being explored owing
to its extremely high surface area and different electronic
structure.

Palladium and its bimetallic nanoparticles can be pre-
pared from reduction of the corresponding metal salt encap-
sulated in various stabilizers, such as reversed micelle [4–7],
dendrimer [8–9], and biomolecules [10–11]. In the early
stage of nucleation, the metal salt is reduced to a zero-valent
metallic state. Then, the metal atoms further collide with
other atoms or clusters to form irreversible nuclei in the
solution [1]. These stable nuclei provide (usually well below
1 nm, depending on the metal–metal bonds and the redox
potential) seeds for the subsequent growth of particles. To
prevent further agglomeration, the addition of protective

agents is essential to control the particle in nanosize. These
protective agents can be grouped as electrostatic and steric
effects on the basis of different modes of stabilization [12].
Electrostatic stabilization is based on the coulumbic repul-
sion force between individual nanoparticles, where ligands
(e.g., sodium citrate) are adsorbed on the surface of clusters,
while steric stabilization is accomplished by the coordination
of organic molecules, including polymers, surfactants, thiol
derivatives, and long-chain alcohols, on the particle surfaces.

Now, those electronic, surface-to-volume, and optical
properties are all size dependent for metal colloidal particles.
The technology for the mass production of nanoparticles
with enough uniformity becomes important and essential.
With proper choices of precursor concentration, reductants,
and stabilizers, highly monodispersed nanoparticles can be
achieved, and much effort is being directed to this area.

2. SYNTHESIS OF PALLADIUM AND ITS
ALLOY NANOPARTICLES

Colloidal Pd nanoparticles are, in general, prepared by the
reduction of metal salt in a chemical, sonochemical, or elec-
trochemical system. The system can be confined space or
free space surrounded by appropriate templates, including
surfactants, soluble polymers, and mesoporous materials.

2.1. Confined-Space Reduction Method

2.1.1. Reverse Micelle
Reverse micelle is an isotropic and thermodynamically sta-
ble system consisting of water nanodroplets surrounded by
proper organic surfactants. These well-established nano-
structures make microemulsion an ideal vehicle to syn-
thesize metal nanoparticles by exchanging materials within
hydrophilic nanodroplets. Furthermore, manipulation of the
particle sizes can be achieved by simply altering the micel-
lar radius. This is of great importance to control the parti-
cle dimension since nanomaterials reveal a “size-dependent”
property.
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In a reverse micelle system, exchanging reactants occur
within water droplets by collisions to form dimers, and sub-
sequently to form two separate nanodroplets again. The
material exchange process is governed by: (1) the dimers
formed by contacting micelles, and (2) the exchange pro-
cess between two water pool droplets [13]. The first fac-
tor is related to the attractive interaction and collision of
two micelles. The latter is due to the interface rigidity aris-
ing from the dynamic property of the interface. Controlling
these parameters could affect the reaction rate, and thus
change the particle size [4].

Palladium nanoclusters have been prepared in a water/
sodium bis(2–ethylhexyl) sulfosuccinate (AOT)/n–heptane
microemulsion system [7]. In addition, a systematic study of
the synthesis of Pd nanoparticles, including the kinetics of
particle formation, was reported by Chen et al. [6]. The pal-
ladium particle size is mainly affected by the molar ratio
of water to AOT (�0� and the concentration of palladium
salt. Other factors, such as the AOT concentration, tempera-
ture, and pH of the aqueous phase, are less influential under
the experimental conditions. During the particle formation,
nucleation occurs without the formation of particles in the
fast few minutes. In the following tens of minutes, the parti-
cles form, and gradually reach their final sizes. In addition to
a systematic kinetic study, Chen et al. compare the diameter
differences between reverse micelle and the formed metal-
lic nanoparticles. The hydrodynamic diameters of reverse
micelles, which are characterized by dynamic light scatter-
ing, are smaller than those of palladium nanoparticles. This
phenomenon suggests that micelles might be enlarged by the
growth of particles, although the reverse micelles limit the
growth of particles.

In addition to palladium ultrafine particles, other Pd-
based bimetallic nanoparticles prepared in a water/oil (w/o)
microemulsion system have also been studied [5, 14]. In a
Pd/Pt bimetallic system, the nanoclusters reveal a homo-
geneous alloy structure, and the composition is roughly
identical to that of the feeding solution, while the Pd/Au
alloy appears Pd-rich in the outer part of the nanoparticles.
Thus, the reverse micelle technique, which provides versa-
tile choices of materials, is shown to be a powerful method
to prepare colloidal metal particles.

2.1.2. Dendrimer
Dendrimers are monodisperse, well-structured, and hyper-
branched polymers with a high concentration of functional
groups. They are extensively used as templates for the syn-
thesis of palladium nanoparticles [8–9]. The advantages of
dendrimers can be described as follows. (1) The monodis-
perse nanoparticles can be accomplished due to the highly
uniform and well-defined porosity of the dendrimer tem-
plate. (2) The hyperbranched dendrimers prevent particles
from agglomeration stemming from the steric effect. (3) The
surfaces of nanoparticles are only partially encapsulated by
dendrimers, and therefore leave a substantial portion of the
surface atoms for the following catalytic reactions, whereas
some stabilizers will strongly absorb on the surface, and
thus block the active sites for subsequent catalytic reac-
tions. (4) By adjusting generations of dendrimers, differ-
ent solvents, and functional groups, a dendrimer could act

as a “nanofilter” to control the access of small molecules
(substrates) to the catalytic nanoparticles. (5) The terminal
groups on the dendrimers can be linked to other functional
groups, and therefore change the solubility of the nanocom-
posite between the hydrophilic and hydrophobic phases [15].

Two dendrimers, poly(amidoamine) (PAMAM) and
poly(propylene imine) (PPI), were widely used to synthe-
size colloidal palladium particles [7–8, 15]. The dendrimers
retain a guest molecule by covalent bonding, complex,
electrostatic, or van der Waals force, and so on. Besides
the formation of uniform palladium nanoparticles, the
dendrimer-encapsulated Pd particles undergo phase transfer
by adjusting the pH value, as illustrated in Figure 1 [8]. This
reversible approach, which is driven on the basis of acid base
and ion pairing, can shuttle the guests encapsulated in den-
drimers between the hydrophobic and hydrophilic phases.
This is of great importance, especially in homogeneous and
colloidal catalytic reactions, because the catalyst is diffi-
cult to separate from the organic reaction mixture. So the
recycling of a colloidal catalyst, an important “green chem-
istry” approach, can be accomplished by extracting the cat-
alyst from the organic reaction mixture to the water phase
through adjustment of the pH values.

In addition to Pd nanoparticles, bimetallic ultrafine par-
ticles can also be prepared in a dendrimer. Bimetallic
nanomaterial can be prepared by the partial displacement
reaction, cocomplexation, and sequential loading methods,
as shown in Figure 2. Based on these procedures, a trimetal-
lic or core/shell nanostructure might also be achieved with
the aid of the encapsulation of dendrimers [15].

2.1.3. Hard Template
Many mesoporous materials, such as polycarbonate, alu-
minum oxide, carbon tube, and silica, can be used as hard
templates for the synthesis of nanomaterials in different
shapes, including nanowire, nanoball, and dendritic nano-
structures [16–19]. Metal salts or organometallic precur-
sors are reduced to their corresponding zero-valent state
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Figure 1. Schematic illustration of spontaneous assembly of fatty acid
onto the surface of amine-terminated PAMAM resulting in the extrac-
tion of dendrimer-encapsulated Pd nanopartiacles from aqueous to non-
polar phases. Reprinted with permission from [15], R. M. Crooks et al.,
Acc. Chem. Res. 34, 181 (2001). © 2001, American Chemical Society.
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Figure 2. Three possible routes for the synthesis of bimetallic nano-
particles encapsulated in dendrimer. Reprinted with permission from
[15], R. M. Crooks et al., Acc. Chem. Res. 34, 181 (2001). © 2001,
American Chemical Society.

in the well-defined mesoporous templates. The skeleton of
nanomaterials is therefore identical to the nanosized porous
architecture. Among these hard templates, mesoporous sil-
ica is the most frequently used for preparing Pd nano-
material. In order to fabricate a mesoscopically well-defined
silica template, surfactants and silicate species are used for
the self-assembly process under hydrothermal treatment. On
the basis of the nanostructure, the M41S mesoporous sil-
ica can be categorized into hexagonal (MCM-41), cubic
(MCM-48), and unstable lamellar (MCM-50). Furthermore,
the architecture of mesoporous silica can be manipulated
by adjusting the temperature and the addition of alcohol
[20–21]. Therefore, the resulting structure of the nano-
material can be significantly varied in shape by changing the
template structure.

Porous palladium nanoballs and nanowires, as illustrated
in Figures 3 and 4, can be prepared with the aid of meso-
porous silica [16–17]. In this work, palladium nanostructures
were produced in a silica matrix via chemical vapor infil-
tration (CVI), by which the organometallic precursor is
decomposed under a mild thermal condition without dete-
rioration of the silica template. Characterization by X-ray
diffraction (XRD) reveals that the crystal structure is iden-
tical to that of bulk palladium. Moreover, the melting point
of Pd nanowires is observed around 300 �C, which is signi-
ficantly lower than that of the bulk material (1552 �C). This
phenomenon is due to the high surface-to-volume ratio of
the nanomaterials.

In addition to mesoporous silica, carbon material can
serve as a template for the production of nanomaterials.
Figure 5 shows the growth of hexagonal quasi-2-D palla-
dium nanoparticles with the assistance of a carbon template
[22]. The graphite sheet is used for the monolayer inter-
calation of the palladium precursor. The palladium ion is
reduced to a hexagonal quasi-2-D structure, follow by H2
reduction at a high temperature. Furthermore, the forma-
tion of the hexagonal crystal structure of Pd atoms results

(a)

(b)

Figure 3. TEM images of (a) Pd@MCM-48 and (b) porous Pd super-
lattice nanoballs. Reprinted with permission from [17], H. Kang et al.,
Chem. Mater. 12, 3530 (2000). © 2000, American Chemical Society.

from their interaction and induction with a hexagonal host
lattice. The carbon sheet template controls the formation of
the nanostructure in not only the lateral direction, but also
in a vertical orientation, resulting in hexagonal quasi-2-D
palladium nanoparticles.

(a)

(b)

Figure 4. TEM images of (a) Pd@SBA-15 and (b) Pd nanowires.
Reprinted with permission from [17], H. Kang et al., Chem. Mater. 12,
3530 (2000). © 2000, American Chemical Society.
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(a)
(b)

(c)

Figure 5. (a) TEM photograph of the Pd particle. (b) SAED pattern of
a polycrystalline particle. (c) Graphene lattice (thin lines) with hexago-
nal Pd lattice; the unit cell of graphite and of a hexagonal Pd particle is
indicated by thick bars. Reprinted with permission from [22], J. Walter,
Adv. Mater. 12, 31 (2000). © 2000, Wiley-VCH Verlag GmbH.

Besides lamellar graphite, carbon nanotubes can also
be applied for nanoparticle fabrication. Carbon nanotubes,
which are different in structure from graphite and diamond,
are rolled up cylindrically with a diameter in the nanoscale.
The structure and morphology of the carbon nanotube jus-
tify its use as a template for synthesizing nanoparticles.
Figure 6 shows the transmission electron microscopy (TEM)
images of Pd nanoparticles grown on carbon nanotubes [23].
Most palladium nanoparticles developed on the outer sur-
face of the carbon nanotubes and XRD characterization
reveal well-crystallized Pd with lattice contraction.

Recently, another novel method for the preparation of
palladium dendritic nanostructures was proposed, as shown
in Figure 7 [18]. Raney nickel, which is derived from an
Ni–Al alloy, is composed of a porous pattern, which is suit-

Figure 6. TEM images of Pd samples prepared by solid-state reaction
between HPdCl3 and carbon nanotubes at 873 K under a flow of H2.
Reprinted with permission from [23], B. Xue et al., J. Mater. Chem. 11,
2378 (2001). © 2001, Royal Society of Chemistry.

(b)(a)

Figure 7. (a) TEM images of palladium dendrites. (b) The correspond-
ing SAED pattern using Raney nickel as a template with the assistance
of ultrasonic waves. Reprinted with permission from [18], J. Xiao et al.,
Adv. Mater. 13, 1887 (2001). © 2001, Wiley-VCH Verlag GmbH.

able to be a host material. In addition to the well-established
nanostructure, Raney nickel can be easily removed with
dilute HCl without damage to the dendritic Pd structure.
Figure 8 illustrates a typical process for the fabrication of
palladium dendrites. First, Pd2+ diffuses into the pores of
Raney nickel with the aid of ultrasonic waves. Then, an
interspace in the skeleton of the template is formed, and
Pd2+ is reduced by Raney nickel. This process continues
until the complete reduction of Pd2+. In this case, Raney
nickel works not only as a template, but also as a reductant,
while other templates, such as mesoporous silica and a car-
bon nanotube, only play the role of a template. Moreover,
a presumable mechanism of a diffusion-limited aggregation
(DLA) model is also proposed to account for the dendritic
growth.

2.2. Free-Space Reduction Method

2.2.1. Quasione-Dimensional DNA Template
In a biological system, a metal cluster can be used as an
additional tool for the investigation of micromanipulation.
Among these biological molecules, deoxyribonucleic acid
(DNA) is particularly important since it is 2 nm in diameter
and several micrometers in length with well-ordered sequent
bases. The quasione-dimensional Pd nanostructure can be
accomplished by metallization of DNA, as shown in Figure 9
[10]. The surface of the DNA was first activated with a Pd
ion, and then immersed in a reduction solution consisting
of sodium citrate, lactic acid, and dimethyl amine borane
(DMAB). The separated metal clusters, which were formed
in the beginning, gradually aggregated into a quasi-1-D
metallic structure with a 3–5 nm diameter. In addition to
formation of metallic DNA in solution, they could be immo-
bilized with alignment on the substrate by controlling the
evaporation of the solution. Accordingly, metallic DNA can
be fixed between electrical contacts for further investigation.

Raney nickel
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Figure 8. Schmatic illustration of the growth process of palladium den-
drites. Reprinted with permission from [18], J. Xiao et al., Adv. Mater.
13, 1887 (2001). © 2001, Wiley-VCH Verlag GmbH.
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Figure 9. Detail of a metallized DNA strand illustrating the small-scale
networks of the nanowires (scale bar: 200 nm). Inset: the complete DNA
strand (scale bar: 1 �m). Reprinted with permission from [10], J. Richter
et al., Adv. Mater. 12, 507 (2000). © 2000, Wiley-VCH Verlag GmbH.

2.2.2. Sonochemical Reduction
Sonochemistry relates to chemical reactin under the influ-
ence of acoustic cavitations, which generate extremely high
temperature (thousands of degrees), pressure (megapascal),
as well as a high cooling rate (≈1010 K/s�. It can be applied
for manufacturing Pd nanoparticles [24–25]. The radicals
arising from pyrolysis of the solvent and/or stabilizer can
reduce Pd2+ to Pd0, resulting in the formation of metal-
lic particles. To prevent agglomeration, the addition of a
biotemplate or solid template is essential [24–27]. In the
sonochemical process, there are two different regions where
the reaction might occur, that is, (1) the gas phase within the
cavity, where extremely high temperature and pressure are
generated, and (2) the liquid layer surrounding the collaps-
ing cavity, where the chemical environment is still capable
of conducting the sonochemical reaction even though the
temperature is lower than that of the gas phase. In general,
the liquid phase plays the major part in the sonochemical
decomposition of the precursor since the low vapor pressure
of the precursor in the gas phase eliminates the possibility
of reaction within this zone.

A novel palladium nanostructure, an amorphous and
carbon-activated porous nanoparticle, has been prepared
with the assistance of ultrasound irradiation [26]. The
organometallic precursor, tris–�–[dibenzylideneacetone]di-
palladium [Pd2(DBA)3], is decomposed, and therefore
reduced to nanosize palladium particles with DBA ligands
absorbing on the metal surface. These carbon-rich ligands
may further crack into atomic carbon atoms or other volatile
fragments due to the vigorous chemical environment, which
cannot be obtained by conventional synthetic techniques.
The carbon species so obtained form a protecting shell, and
prevent Pd particles from coalescence, as demonstrated in
Figure 10. Furthermore, the result of differential scanning
calorimetry reveals that carbon-activated Pd particles have a
broad peak with a long tail, while typical amorphous metal
particles exhibit a sharp exothermic characterization. This
interesting phenomenon might result from the presence of
atomic carbons, which inhibit the crystallization process and
influence the surface free energy of Pd particles.

2.2.3. Electrochemical Preparation
An electrochemical technique is commonly employed to
reduce the metal ion to a metallic state on an electrode.
Naturally, it has also been used widely for the size-selective

 

Figure 10. Transmission electron micrographs of initial carbon-
activated Pd; scale bar: 50 nm. Reprinted with permission from [26],
N. A. Dhas et al., J. Phys. Chem. B 101, 6834 (1997). © 1997, American
Chemical Society.

preparation of Pd and its alloy nanomaterial [28–31]. A sac-
rificial anode usually serves as the meal source, while the
surfactants (e.g., R4N+X−� act as an electrolyte and stabi-
lizer in organic solvent, as illustrated in Figure 11. The metal
ions arising from the oxidation of the anode migrate to the
cathode, and are reduced to ad atoms. These metal clusters
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Figure 11. Schematic representation of electrochemical formation of
R4N+X−-stabilized transition metal colloids. Reprinted with permission
from [29], M. T. Reetz et al., Chem. Eur. J. 7, 1084 (2001). © 2001,
Wiley-VCH Verlag GmbH.
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are then trapped by stabilizers, and form colloidal nano-
particles rather than metallic powders.

A systematic investigation of the electrochemical param-
eters on particle size has been carried out by Reetz and
co-workers [29]. The first factor is the solvent effect. With
increasing polarity of the medium (e.g., the addition of ace-
tonitrile), the particle size also increases due to the reduced
electrostatic interaction between the colloids in a polar solu-
tion. The second parameter is the charge flow. The particle
sizes increase with increasing charge flow, and the effect is
especially pronounced in the early stage of electrolysis. This
phenomenon suggests that the diameter of the particle is
largely influenced by the growth mechanism. The third effect
is the current density. A fast nucleation rate, which results
from the high current density, accounts for the formation of
smaller particle sizes. The fourth is the temperature effect.
The particle size increases with elevating temperature. This
consequence arises from the higher diffusion, migration, and
dissociation rate of the palladate intermediate, as well as the
decreasing viscosity of the medium.

A combination of scanning tunneling microscopy (STM)
and transmission electron microscopy is used to examine
the actual structure of surfactant-protected nanomaterials
[11]. The TEM study reveals the diameter of the metal
core, while the STM can probe the outer dimensions of the
nanostructure. The difference between these two diameters
is directly related to the thickness of the stabilizer. On the
basis of these studies, a model of a monolayer-coated palla-
dium nanoparticle is proposed.

In addition to colloidal palladium, the electrochemical
system has been extended to prepare a bimetallic colloid
[30–31]. Reetz has shown that the colloidal alloy structure
can be synthesized simultaneously by using two sacrificial
anodes. Alternatively, one can start with the first colloidal
metal, and subsequently reduce the second metal onto the
formed particles electrochemically. Thus, electrochemical
preparation provides various choices in materials, and the
control of sizes could be easily accomplished by adjustment
of the experimental conditions.

2.2.4. Metal Salt Reduction via
Wet Chemical Method

The basic principle for the wet chemical preparation of
colloidal nanoparticles is the reduction of the metal pre-
cursor with reductants under the protection of stabilizers.
The choices of stabilizers can be versatile, including lig-
ands [32–36] and soluble polymers [37–39]. These stabilizers,
which play an important role in synthesis, can affect the par-
ticle size and the stability of the colloid. Owing to its reason-
able cost and convenience, this approach has become one of
the most common and powerful methods for the preparation
of colloidal particles.

Protection by Ligands A palladium colloid can be pro-
tected by nitrogen-containing ligands such as phenanthro-
line, sodium sulfanilate [32], and water-soluble isocyanide
[33]. A systematic study concerning the control of particles
size has been reported by Quiros et al. [35]. In general, a
long chain of ligands, increasing the amount of the stabi-
lizer, and lengthening the reaction time all favor the diminu-
tion of colloidal particles. It seems that the formation of

self-assembly by a long-chained stabilizer occurs faster than
that of the shorter one, due to the increase in hydropho-
bic interaction. This trend is also consistent with isocyanide-
protected Pd nanoparticles [33].

These common synthetic methods, unfortunately, usually
limit the diameter of palladium particles (<45 nm). In order
to synthesize larger Pd particles (25–100 nm), a seeding
growth method, protected by citric acid, has been proposed
[36]. 12 nm diameter Au nanoparticles, used as “heteroge-
neous seeds” for the subsequent procedure, were prepared
by the reduction of citric acid. The larger Pd particles were
formed, following the reduction of Pd2+ onto the surface
of preformed Au particles. The mean size of the parti-
cles increases from 25 to 100 nm by decreasing the gold
seed concentration. Furthermore, the approach could be
scaled up to produce larger and monodispered palladium
nanoparticles.

Stabilized by Polymer A solvent soluble polymer,
poly(N–vinyl–2–pyrrolidone) (PVP), is widely chosen as a
protective agent for the preparation of Pd ultrafine particles.
PVP prevents the preformed particles from coalescence by
the steric effect stemming from tail or loop segments of the
polymer dispersing in the solvent. The higher the molecular
weight of PVP is, the larger is the particle size [37]. This phe-
nomenon is attributed to the larger fraction of high molec-
ular weight adsorbing on the particle surface compared to
that of low molecular weight. In addition, the thickness of
the adsorbed layer on palladium increases by increasing the
molecular weight on the basis of sedimentation with an
ultracentrifugation study.

Besides the effect of PVP, there are other factors affecting
the particle size [38]. The pH value, reaction temperature,
and the types of reductants all play important roles in con-
trolling the nucleation and crystal growth rate, and therefore
affect the diameter of the size. A series of alcohols, including
methanol, ethanol, propan–1–ol, propan–2–ol, butan–1–ol,
and ethylene glycol, served as reducing agents. In general,
the particle size is inversely proportional to the reducing
power provided by the alcohol. In addition, a higher pH
value and lower reaction temperature both result in the
formation of smaller particle.

Different particle sizes of palladium nanoclusters can be
accomplished by a stepwise procedure without changing
other experimental conditions [39]. The preformed Pd nano-
particles are used as “homogeneous seeds” for the subse-
quent growth of palladium. Furthermore, the XRD patterns
reveal that different sizes of Pd nanoparticles have a face-
center cubic (fcc) structure in spite of the dilation of the
lattice constant with decreasing particle sizes.

2.2.5. Metal Salt Reduction via Reactive
Micelle as Template

When metal nanoparticles are prepared by chemical meth-
ods, the metal ions are often reduced by a reducing agent
that is externally added. A protective agent is also added to
stabilize the nanoparticles produced. Typical reducing agents
are N2H4 [40], NaBH4 [41], H2 [42], and alcohol [38–39].
The choice of reductant and its concentration can drastically
affect the nucleation rate and particle size: this highlights
the complexity and delicacy of this reaction.
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Recently, a method to chemically prepare noble metal
nanoparticles without externally added reductant was devel-
oped [43]. The reductant is in-situ generated through the
gradual decomposition of the surfactant contained in the
solution as a protective agent. The surfactant chosen is an
alcohol-type surfactant, sodium alkyl sulfate, which simulta-
neously acts as both the reductant and protective agent. In
this method, sodium alkyl sulfate can gradually release the
nonpolar alcohol of a long carbon chain in the system during
refluxing [Eq. (1)]. Then, metal ions that had diffused into
the core of the micelle are reduced by the alcohol [Eq. (2)].

O∥∥
R O S O + H2O

Reflux−−−−→ ROH + SO2−
4 + H+∥∥

O

(1)

RnOH + M2+ + H2O → Rn−1COOH + M0 + 2H+� (2)

The typical transmission electron microscopy (TEM)
images of Pd nanoparticles reduced by sodium dodecyl sul-
fate (SDS) are shown in Figure 12. One remarkable finding
is that the size of the nanoparticles can be controlled by
varying the length of the carbon chain of the sodium alkyl
sulfate (Table 1). Obviously, the time needed for the solu-
tion to turn dark brown, which signals the completion of
the reaction, is a function of the length of the carbon chain.
The reaction time increases with an increasing carbon chain
length. The reducing power follows the trend C8 ≥ C10 �
C12 � C14, and the diameter of the particles decreases as the
carbon chain lengthens. This trend is closely related to the
nucleation and growth rate of the nanoparticles. As the rate
increases, the nanoparticles grow in size accordingly. The
alcohol reduces the metal ions to metal particles in the core
of the micelles. The steric effect between the carbon chains
of a micelle and the alcohol becomes more critical when the
chain length of the hydrophobic group is sufficiently long,
for example, SC14S and SC12S (SDS), and results in a slow-
ing down of the growth rate of the Pd nanoparticles. In con-
trast, the effect is less pronounced in the case of SC8S and
SC10S systems.

Auvray et al. [45] reported that a transformation of the
liquid crystal phase of the surfactant could occur under an
elevated temperature and a high surfactant concentration.
Consequently, the following intermediate phases have been

Table 1. Average particle size, reaction time, and reaction conditions for the various Pd/SnS nanoparticles.

Conditions

Average diameter Reaction time: time Concentration Reflux
of the particles taken for the solution of surfactant temperature

Surfactant (nm) to turn dark brown (h) (M) (�C)

Sodium n–octyl sulphate (SC8S) 9�41 ± 1�44 0�5 0.1 70
Sodium decyl sulfate (SC10S) 2�12 ± 0�4 0�5 0.1 70

7�81 ± 1�8
Sodium dedecyl sulfate (SDS) 3�36 ± 0�71 4 0.1 110
Sodium n–teredecyl sulphate (SC14S) 3�25 ± 0�6 5 0.1 110

Source: Reprinted with permission from [43], C. L. Lee et al., Adv. Funct. Mater. 11, 344 (2000). © 2000, Wiley-VCH verlag GmbH.

Figure 12. TEM images of Pd nanoparticles formed via reduction by
sodium octyl sulfate (SC8S) (mean diameter of the particles: 9.41 nm).
Scale bar = 20 nm. Reprinted with permission from [43], C. L. Lee
et al., Adv. Funct. Mater. 11, 344 (2001). © 2001, Wiley-VCH Verlag
GmbH.

identified: disordered micellar phase I� → two-dimensional
hexagonal H� → bicontinuous cubic phase Q� → lamel-
lar phase L�. The synthesis of various mesoporous silica–
based nanostructures can be achieved by controlling the pH,
the amount of alcohol, and the concentration of the surfac-
tant. The micellar phases of the surfactant could be altered
due to various experimental conditions. Consequently, dif-
ferent nanostructures could be obtained by adding inorganic
silica compounds to link onto those soft cages, for exam-
ple, MCM-41 (2-D hexagonal phase, P6m), MCM-48 (cubic
phase, Ia3d), or MCM-50 (lamellar phase) [45]. Moreover,
Hendrikx and Pansu [47] also found that, in H2O, the liquid
crystal phase of the SC10S surfactant could transform into
a ternary structure that contained 2–octanol. In this case,
1–dodecanol was detected by 13C NMR (see Fig. 13), which
demonstrates how the alkyl sulfate surfactant could exhibit
reducing power. Similarly, the Pd nanoparticle/SC10S system
can produce 1–octanol, which then reduces the Pd ions to
Pd, and affects the transformation of the liquid-crystal phase
of the surfactant. This mild reaction of the alkyl sulfate com-
pounds to generate an alcohol provides a self-regulated, sta-
ble supply of reductant to the metal ion, thereby eliminating
the need for any other reducing agent.

Another remarkable finding regarding hydrophilic and
hydrophobic colloids can be obtained by simple adjustment
of the reaction time [48]. This dual hydrophilic–hydrophobic
property involves the production of hydrophobic lipid acid
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Figure 13. 13C NMR spectra of: (A) SDS (not heat treated) in D2O.
(B) The oily phase that forms on top of an aqueous SDS solution after
heating in CDCl3. (c) Pd nanoparticles/SDS in D2O. (D) Pd nano-
particles/SDS in CDCl3. Reprinted with permission from [43], C. L. Lee
et al., Adv. Funct. Mater. 11, 344 (2001). © 2001, Wiley-VCH Verlag
GmbH.

from the oxidation of the self-generated alcohol from
the long carbon chain within the lyophobic micellar core
throughout the reaction. The surface modification can
render the particle from hydrophilic to hydrophobic by
lengthening the synthesis time.

Figure 14 shows pictures of hydrophilic (hy–Pdnm� and
hydrophobic Pd nanoclusters (hp–Pdnm� templated within
two micelle systems, sodium n–dodecyl sulfate (SDS) and
sodium n–tetradecyl sulfate (SC14S). Figure 14(A) and (B)
are, respectively, hydrophilic and hydrophobic Pd nano-
particles, which are prepared from the aqueous solution of
SDS micelles, and then well dipersed in H2O and CHCl3,
whereas Figure 14(C) and (D) are hy–Pdnm and hp–Pdnm,
prepared from the aqueous solution of SC14S micelles, and
then dispersed in H2O and CHCl3, respectively. It is inter-
esting to find that, no matter within which micellar sys-
tem, hy–Pdnm is stably dispersed in H2O indefinitely, and
hp–Pdnm is also well dispersed in CHCl3 for at least several
months. In addition to Pd nanoparticles, this novel method
can be extended to prepare other materials, including Pt,
Ru, Ag [46] as well as an Ag/Pd colloid [49]. Figure 15
illustrates the typical images of these nanoparticles. A fur-
ther study of the synthesis and characterization of an Ag/Pd
bimetallic colloid will be done in due course.

Figure 14. Photoimage of hy–Pdnm and hp–Pdnm within SC12S and
SC14S. (A) Pd nanoparticles/SC12S suspended in the upper aque-
ous solution. (B) Pd nanoparticles/SC12S suspended in the lower CHCl3
solution. (C) Pd nanoparticles/SC14S suspended in the upper aque-
ous solution. (D) Pd nanoparticles/SC14S suspended in the lower CHCl3
solution.
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Figure 15. TEM images and mean diameters of (A) Pt nano-
particles/SDS (d = 2�04 ± 0�42 nm), (B) Ru nanoparticles/SDS (d =
2�04 ± 0�34 nm), (C) Ag nanoparticles/SDS (d = 11�12 ± 3�40 nm),
(D) Ag/Pd (1/1)bimetallic nanoparticles/SDS (d = 3�98 ± 0�75 nm).

3. SPECTROSCOPIC
CHARACTERIZATIONS

3.1. TEM Observation

3.1.1. Transmission Electron Microscopy
Transmission electron microscopy can be best applied to
characterize the shape and sizes of nanoparticles; although
there are still other methods, such as dynamic light scattering
(DSL) and small-angle X-ray scattering (SAXS) [50], which
can be used to measure the particle size, TEM exclusively
provides the real images and shapes of nanostructures.

Owing to the improvement of the high-voltage electron
beam, the high-resolution TEM (HRTEM) is designed to
produce the images of nanoparticles at an angstrom level.
Thus, some defects, like distortion and dislocation, and the
interatomic length of the nanomaterial, can be observed
from HRTEM images [39]. The sample preparation of a
colloidal solution for TEM is rather simple, involving the
evaporation of the colloidal solution on carbon-coated metal
grids. However, there may be some additives, including sta-
bilizers and unreacted reactants, which can dissolve the col-
loid as well. These organic compounds, which may react
under the influence of a high-voltage electron beam, will
affect the resolution of TEM images. In order to obtain clear
images, dilution or filtration may be necessary in some cases
[2]. Besides, some studies [51] also reveal the possibility of
coalescence during TEM observation.

An electron energy loss spectrometer (EELS) and an
energy dispersive spectrometer (EDX), which are usually
coupled with TEM, can provide an elemental analysis of
the nanoparticles being examined. In addition, selected area
diffraction patterns also characterize the crystal structure
for single-crystalline or randomly oriented polycrystalline
nanomaterial.
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3.2. Ultraviolet–Visible Absorption Spectrum

Metal colloids usually exhibit absorption bands in the
ultraviolet–visible (UV–vis) range due to excitation of
the plasma resonance or interband transition. Therefore,
the UV–vis spectrum is a convenient method of character-
ization for colloidal nanoparticles as long as they are syn-
thesized. Some colloidal materials, which are different from
bulk materials, show distinct absorption peaks in the vis-
ible region, and thus can be used for colorants. Bulk sil-
ver is gray, for example, while silver sol shows yellow in
color. Copper, silver, and gold are the typical materials that
show prominent absorption peaks, and thus are frequently
used in colored glasses or decorative glazes. On the other
hand, other colloidal metals, such as palladium and plat-
inum, exhibit only broad absorption throughout the region
of the UV–vis spectrum, and these colloids are brown or
gray in appearance.

Creighton and Eadon [52] systematically computed 52
metallic elements in 10 nm diameters of spherical particles
on the basis of the Mie theory. For the majority of the col-
loidal metallic elements, there is only a continuous absorp-
tion in the visible range. In addition, the size dependence
is more pronounced with decreasing diameter due to the
approximation between the particle diameter and the mean-
free path of the conduction electrons.

Although many studies associated with the optical prop-
erty of nanoparticles have been reported, there are still
some discrepancies in metal sols owing to their complicated
double-layer, metal–water interface. Mulvaney [53] found
that the surface plasmon absorption was directly related
to the electrochemical processes involved, which include
polarization, chemisorption, metal ad atom deposition, and
alloying. When the electrical charge is accumulated on the
particle surface, a blue-shifted absorption peak is usually
observed. Furthermore, dramatic optical shifts are corre-
lated to the electrodeposition of metal atoms onto the
preformed metal clusters to form bilayer colloids. In a core–
shell bimetallic mesostructure, underpotential deposition
(UPD) can be amenable to the blue-shifted spectrum.

In addition to optical properties, the colloidal particles of
certain metals are extensively studied for surface-enhanced
Raman scattering (SERS). There are two mechanisms to
account for this effect [52]. First, the metal surface can
enhance the nearby electromagnetic field when the inci-
dent radiation lies within the absorption band of the
nanoparticles. Second, the scattering close to the metal–
adsorbate charge-transfer transitions can improve the tensor
of Raman scattering. The wavelength of colloidal metals cor-
responding to the most efficient excitation wavelengths for
SERS has also been verified experimentally.

3.3. Fourier Transform Infrared
Absorption Spectrometry

Infrared spectroscopy has been widely used to investigate
the surface structure by adsorption of a small molecule on
the metal surface. Carbon monoxide, which is frequently
used for a surface probe molecule, has distinguishable IR
characteristic absorption due to its strong adsorption abil-
ity to a metal’s surface. In addition, the wavenumber of CO

changes drastically with different surface structures, and thus
is suitable to characterize the surface sites.

Bradley and co-workers studied a series of Pd and its
alloy nanoparticles using CO as the surface probe molecule
[54–56]. A size-dependence effect was observed in the Pd
colloidal solution [54]. The smallest particles show the high-
est ratio of terminal to bridged CO, while the smallest par-
ticles possess only bridged CO. Terminal CO is more stable
on the low coordination number atoms at edges and vertices.
On the contrary, the bridged CO is preferred on atomes
with a higher coordination number at the face terrace. With
decreasing particle size, the relative portion of low coordi-
nation atoms increases, and therefore increases the ratio of
the terminal to bridged CO peaks.

IR spectroscopy of CO adsorption can also provide infor-
mation on the surface structure of bimetallic nanoparticles.
One can evaluate the surface structure by a comparison
of the CO adsorption at various compositions of bimetal-
lic clusters. After subtraction of the adsorptions due to the
colloid solution prior to CO addition, a clean spectrum of
adsorbed CO is obtained to interpret the surface structure.
The segregation of palladium on the surface of Pd/Cu clus-
ters was investigated with an IR spectrum [55]. The for-
mation of a palladium-rich surface was observed, and may
result from the dissolution of surface copper atoms into the
interior palladium. It is clear that, even under a mild depo-
sition condition, copper atoms could readily diffuse into the
palladium in order to form a maximal CuPd bond, which
would decrease the energy of alloy formation.

3.4. X-Ray Methods

3.4.1. X-Ray Diffraction
X-ray diffraction is a powerful method to determine the pal-
ladium crystalline structure. From the characteristic peaks
of diffraction patterns, we can characterize palladium nano-
particles with an fcc crystal structure, which is the same
as bulk material. In addition, the primary particle size can
be calculated from the calculation of the half width of the
corresponding peaks, as illustrated in Eq. (3):

d = ��

� cos 
(3)

where d is the particle’s diameter, � is a geometric fac-
tor, � is the X-ray wavelength, and � is the half width of
the corresponding diffraction peak at angle 2. According
to Eq. (3), a broader peak yields a smaller primary parti-
cle diameter. Therefore, nanoparticles usually show broader
peaks than bulk material.

XRD can also be used to characterize the lattice con-
stant from the diffraction patterns. When the substance is
down to nanoscale, the interatomic length of nanoparticles
may change with the particle size. Most materials, such as
copper and platinum [57], show lattice contraction proper-
ties due to surface stress. In general, the interatomic length
will decrease with decreasing particle size. However, most
studies [51, 58–61] clearly illustrate that palladium nano-
particles possess lattice expansion rather than lattice con-
traction. This unique property can be explained by structure
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change [51, 58], pseudomorphism [59], and the diffusion of
impurities [60–61].

When the palladium nanoclusters are deposited on the
solid supports, the lattice dilation phenomenon might be
explained in terms of two reasons: structure change and
pseudomorphism. Giorgio et al. [51] reported that, when
the nanoparticles were deposited on an MgO substrate, an
isotropic lattice expansion increased from 2 to 8%, while
the particle sizes decreased from 6 to 2 nm. The truncated
octahedral could be observed at the top and at the interface
with the aid of HRTEM, and the structure change could
account for the lattice dilation. Another mechanism, pseu-
domorphism [59], has frequently been mentioned to explain
this special property. Pseudomorphism, which causes lattice
strain due to the mismatch between palladium nanoclusters
and the substrate, is the possible cause for the lattice expan-
sion of palladium nanoparticles. However, for amorphous
substrates such as carbon or SiO2, pseudomorphism does
not exist since the substrate is not single crystal.

It has also been found that the lattice dilation was corre-
lated with the diffusion of hydrogen. Bulk palladium, which
interacts with hydrogen easily, forms metal hydride and
exhibits lattice dilation up to about 3%. Kuhrt and Anton
[60] demonstrated the hydrogen diffusion into palladium
nanoclusters by secondary-ion mass spectroscopy (SIMS)
and X-ray photoelectron spectroscopy (XPS). The incorpo-
ration of hydrogen in the palladium lattice at an interstitial
position leads to an isotropic expansion of the lattice param-
eter. The origin of hydrogen could result from dissociation
of the hydrogen-containing molecules such as H2, H2O, or
CxHy . In addition to Pd nanoparticles, Pd–Au alloy clusters
also possess a nonlinear dependence of lattice expansion due
to the different hydrogen diffusion coefficients in various
alloy compositions.

Although the expansion of the lattice parameter is usu-
ally explained by hydrogen diffusion, an expansion as large
as 6% for Pd [59] cannot be similarly explained since the
maximum of the dilation for Pd–H formation is only 3.6%.
Therefore, Jacobs and Schryvers [61] discussed the palla-
dium lattice parameter dilation in terms of oxygen diffusion.
They suggested that the distorted fcc structure, which was
observed by TEM, represented Pd–O alloys. The dissolution
of oxygen in the Pd nanoparticles might be responsible for
the expansion of the interatomic length.

Most studies so far have focused on the expansion of the
lattice constant for palladium clusters, and there are still
a few works observing the lattice contraction phenomenon
[62–63], which is the same as other materials. The pres-
ence of methyl and vinyl groups, followed by the activated
diffusion of carbon atoms through the metal lattice, can
lead to the formation of a Pd–C phase and the subsequent
expansion of the lattice parameter.

3.4.2. X-Ray Photoelectron Spectroscopy
In contrast to other electron spectroscopies, X-ray photo-
electron spectroscopy provides information regarding not
only the atomic composition, but also the structure and oxi-
dation state of the samples. Before XPS measurement, the
colloidal particles must be precipitated by ultrahigh-speed
centrifuge, and dried in the vacuum. Figure 16 [48] shows a
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Figure 16. XPS spectra of the hy–Pdnm and hp–Pdnm.

typical XPS spectrum of hy–Pdnm and hp–Pdnm powders pro-
tected by sodium dodecyl sulfate. The detailed preparation
method was discussed in Section 2.5.5. For the hy–Pdnm, the
resulting spectrum of the Pd element (Fig. 16) clearly reveals
four bands, 335.6, 337.6, 341, and 343.2 eV, respectively. Two
bands at 335.6 and 341 eV correspond to the 3d5/2 and 3d3/2
of zero-valence palladium, while the other two peaks repre-
sent the precursors (palladium acetate). It clearly indicates
that Pd nanoparticles and precursors (Pd(OAc)2� coexist in
the core of the hydrophilic micelle mesostructure. In con-
trast to the XPS result of the hy–Pdnm, the XPS spectrum of
the hp–Pdnm (Fig. 16) only shows Pd0 (335.6 and 340.8 eV).
It seems that, during the transformation from hy–Pdnm to
hp–Pdnm, the particle growth reaches an end, so there is
no longer a detectable palladium ion inside the hp–Pdnm

structure.
XPS can also be used to investigate the surface com-

position of palladium and its alloy nanoparticles. If the
nanoclusters are synthesized by a chemical method, the
surface of nanoparticles is coated with a thick layer of
organic protecting agents, which influence the detection of
XPS. To overcome this problem, a coordination capture
method is usually employed to remove the protective agents
[2]. The surface composition of nanoclusters can then be
quantitatively determined.

Wu et al. [5] also used the thiophenol-capped Pd–Au
bimetallic nanoparticles to investigate the composition on
the outer surface of the particles. The Pd atoms were
found to concentrate in the outer part of nanoclusters,
which suggests an incomplete Au-core/Pd-shell mesostruc-
ture. Although XPS provides an indispensable method
to investigate the surface composition of nanoparticles,
a problem may arise because the structure might change
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during the coordination capture process, resulting in experi-
mental deviation.

Further, for the determination of the surface composi-
tion of nanoparticles, the concept of coordination capture
can also be employed to immobilize two-dimensional nano-
clusters onto a solid substrate [64–66]. The achievement of
well-ordered metal clusters on the substrate makes the fab-
rication of a nanodevice possible.

4. CATALYTIC PROPERTIES
The high material cost of palladium naturally restricts the
application of palladium nanoparticles. Catalysis is the most
important application for palladium or its alloy clusters, and
has been extensively investigated. Transition metal nano-
particles are known to be effective catalysts owing to their
large surface area arising from the drastic reduction of size
[12]. For the past decades, palladium nanoparticles have
played an important role in organic catalysis. In general, the
catalysis of organic reactions can be grouped as structure-
sensitive, such as Suzuki coupling reactions [67] and Heck
coupling reactions [68], or structure-insensitive, including
hydrogenation reactions [69]. Pd nanoparticles show out-
standing performance in reactivity and selectivity for catalyz-
ing these organic reactions.

Besides catalyzing these organic reactions, pure palladium
clusters can work as activators for electroless copper deposi-
tion [70]. Electroless deposition is an important technology
to prepare circuits for industries, including printed-circuit
boards (PCBs) and semiconductors. It was found that cop-
per could be successfully deposited and filled in 0.25 �m
vias and trenches on a TaN/ SiO2/Si wafer surface [70]. The
effects of particle size and carbon-chain length of surfactants
(sodium akly sulfate) on the deposition kinetics were studied
by electrochemical quartz crystal microgravimetry (EQCM).

4.1. Catalysis for Organic Coupling Reaction

4.1.1. Suzuki Coupling Reaction
The coupling reactions of aryl halides with arylboronic acids,
namely Suzuki coupling reactions [Eq. (4)], provide a versa-
tile route for synthesizing biaryls, which are important pre-
cursors for pharmaceutical, nucleoside analogs, polymers,
and liquid crystals [67].

(4)

Traditionally, these reactions are catalyzed by the
phosphine–ligand palladium complex. In general, homoge-
neous catalysis is preferred because it is often highly selec-
tive toward the formation of a desired product. These
homogeneous catalysts, however, involved problems such as
separation from the reaction mixture and recovery of the
catalyst. Recently, colloidal palladium has shown high reac-
tivity, and the separation of the Pd catalyst can be easily
carried out by using water as the reaction medium [71].
Accordingly, colloidal palladium has become a promising
candidate as a commercial catalyst for the Suzuki coupling
reaction for environmental and economical reasons.

The effects of size on the catalytic activity in Suzuki reac-
tions have been systematically studied by El-Sayed’s group
[67]. They used a stepwise procedure to synthesize PVP-
protected palladium nanoparticles with different particle
sizes of 3.0, 3.9, 5.2, and 6.6 nm, respectively. The Suzuki
reaction between phenylboronic acid and iodobenzene has
been studied to probe the reactivity of Pd clusters. The activ-
ity of Pd nanoparticles is expressed in terms of the initial
turnover frequency (TOF; moles of the product per mole of
total surface Pd atoms per minute). They found the reac-
tivity of the reaction in the order of Pd (3.9 nm) > Pd
(3.0 nm) ≈ Pd (5.2 nm) > Pd (6.6 nm). The TOF changes
significantly with different particles sizes, indicating that the
activity is not the same for all surface atoms, since if all of
the surface atoms were equally active, there would be no
particle size dependence of TOF. In addition, the structure
of the cuboctahedron model, as shown in Figure 17, sug-
gests the different types of surface atoms and coordination
numbers. The relative proportion of edge and vertex sites
increases as the particle decreases. Accordingly, the gen-
eral trend that the reactivity increases as the particle size
decreases suggests that the Suzuki reaction is “structure-
sensitive,” that is, the low-coordination number of vertex
and edge atoms on the particle surface is active for this
coupling reaction. However, the lower catalytic activity for
the smallest Pd (3.0 nm) nanoparticles might be due to
stronger adsorption of the reaction intermediates on the sur-
face, which retard the reaction rate and act as poison to the
reaction by Piccolo and Henry [73]. They also found that the
intrinsic activity depends not only on particle size, but also
on particle shape.

The effect of the stabilizer on the activity and stabil-
ity of a palladium colloid has also been studied El-Sayed
and his co-workers [71]. A series of different stabiliz-
ers, hyroxyl-terminated poly(amido–amine) (PAMAM) den-
drimers (Gn–OH, where Gn represents the nth generation),
block copolymer polystyrene–b–poly (sodium acrylate), and
poly (N–vinyl–2–pyrrolidone) (PVP), were used to investi-
gate the activity and stability in Suzuki coupling reactions
between phenylboronic acid and iodobenzene in an aqueous
medium. The Suzuki reaction being refluxed at about 100 �C
for 24 h is a good “acid test” for examining the stability of
the colloid. It is found that the Pd clusters protected by PVP,

face
(8-coordinate)

vertex
(5-coordinate)

edge (7-coordinate)

face (9-coordinate)

Figure 17. Structure of a three-shell cuboctahedron showing the differ-
ent types of surface atoms and their coordination numbers. Reprinted
with permission from [67], Y. Li et al., Langmuir 18, 4921 (2002).
© 2002, American Chemical Society.
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a block copolymer, and the G3 dendrimer are effective cat-
alysts for the Suzuki reaction, while the palladium colloid
encapsulated by the G4 dendrimer shows good stability, but
results in the loss of activity. We may expect, that the activity
and stability are found to be anticorrelated, that is, the most
stable is the least catalytically active [71].

Recently, the fabrication of hollow palladium spheres
and its application to Suzuki coupling reaction have been
reported [74]. First, uniform silica spheres were synthesized,
and the surfaces of silica spheres were modified with a
thiol group. Then palladium acetylacetonate (Pd(acac)2� was
introduced, and Pd2+ ions were adsorbed onto the thoil-
functionalized surfaces of these silica spheres. The Pd2+

solution was heated at 250 �C for 3 h to form Pd0 metal-
coated silica spheres, as illustrated in Figure 18. The reduc-
tant probably came from the CO generated in-situ from the
thermal decomposition of acetylacetonate. Finally, 10 M HF
was used to removal the silica template, and the hollow Pd
spheres were then produced. Their TEM images, shown in
Figure 19, illustrate that nearly monodispersed 300 nm hol-
low spheres with a uniform shell of 15 nm were obtained.
The BET surface area of the palladium hollow spheres was
measured to be 64 m2·g−1, which is much larger than the
surface of dense spheres. Iodothiophene and phenylboronic
acid were used as test substrates for the Suzuki reaction.
The palladium hollow spheres are shown to be extremely
active for this reaction, and by simply filtrating the reaction
mixture, this catalyst can be easily retrieved without losing
its activity, even after seven recycles.

Besides Pd monometallic catalyst, mixed nanocluster col-
loids, including other metals like copper and platinum, were
used for Suzuki coupling reaction [75]. An experimental
design method was applied to investigate the monometallic
and the combined catalysts, including palladium, ruthenium,
platinum, and copper. A wide range of aromatic com-
pounds were used for test substrates in Suzuki reactions.
The designed mixed nanocluster can effectively catalyze
these organic reactions, and provides an inexpensive and
economic alternative to replacing the noble metal catalyst.

Silicon sphere

Toluene

1) Pd(acac)2 2) ∆

(CH3O)3Si(CH2)3SH

HF

Etching

SH
SH

SH

SHHS

SH
SH

SH

SH

SH

SH

SH

Figure 18. Experimental procedure for production of hollow palladium
spheres. Reprinted with permission from [74], S. W. Kim et al., J. Am.
Chem. Soc. 124, 7642 (2002). © 2002, American Chemical Society.

Figure 19. Transmission electron micrograph and scanning electron
micrograph (inset) of hollow palladium spheres. Reprinted with permis-
sion from [74], S. W. Kim et al., J. Am. Chem. Soc. 124, 7642 (2002).
© 2002, American Chemical Society.

4.1.2. Heck Coupling Reaction
The Heck reaction, including coupling reactions between
aryl halides and olefins [Eq. (5)], provides an important
synthetic method for the production of intermediates of
pharmaceuticals and fine chemicals. In general, coupling
reactions, which occur on the surface defects rather than
terrace sites in a heterogeneous catalyst, can be regarded
as “structure-sensitive,” which is significantly influenced by
the particle size of the catalyst [76]. A conventional hetero-
geneous catalyst differing only in particle size, however, is
technically very difficult to prepare, since different supports
or preparation conditions produce catalysts intrinsically dif-
ferent from one another. Recently, colloidal methods [77],
which can synthesize nanoparticles with constant properties
except varying in particle sizes, provide a possible way to
investigate the structure-sensitive reactions.

(5)

A series of well-defined PVP-stabilized palladium nano-
particles reduced by H2 has been used for the Heck cou-
pling reaction [68]. This systematic study confirms that these
defect sites are responsible for the C–C bond coupling reac-
tion other than terrace sites in Heck reaction. Furthermore,
the activity of colloidal palladium is comparable to that
of the most efficient homogeneous Pd catalyst in a similar
reaction.

Although Pd nanoparticles show high activity toward the
organic coupling reaction, the stability of colloid, which is
especially important for pharmaceutical applications, has
much room for improvement. A well-stabilized palladium
colloid can be accomplished by being prepared in block
copolymer micelles of polystyrene–b–poly–4–vinylpyridine
[78]. The activity of the block-copo1ymer-stablized Pd
colloid ranks about equal to that of conventional palladium
complexes, but the former has higher stability. In addition,
adjustment of the outer block to the environment allows the
Heck reaction to proceed in many “simple” solvents, such
as toluene, instead of amidic solvent.
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In recent years, some homogeneous catalyst systems, such
as Pd(OAc)2 in the presence of nBu4N+Cl− or Pd(OAc)2
in an aqueous medium, have been extensively used in the
Heck reaction and Suzuki reaction. Although the phos-
phane was regarded as an activity agent before, the role
of phosphane-free catalysts in a coupling reaction is uncer-
tain. A mechanistic study, supported by TEM analysis, indi-
cates the involvement of Pd nanoparticles as intermediate
in the reaction [79]. The palladium salt undergoes ther-
molytic decomposition or RCO2−-induced electron transfer
to form a Pd colloid simultaneously in the Heck reaction.
The resulting Pd colloid acts as a catalyst for the C–C
bond-forming process. Thus, the phosphane-free palladium
complex, which is traditionally regarded as a homogeneous
catalyst in the Heck reaction, actually belongs to the area of
a heterogeneous colloidal heterogeneous catalyst system.

4.2. Catalysis for Hydrogenation of Olefins

Polymer-stabilized Pd, Pt, Rh, and Ir nanoparticles have
been used as catalysts for the hydrogenation of many unsatu-
rated olefins [2]. In particular, palladium colloid was used as
an effective catalyst for the partial hydrogenation of dienes
to alkenes due to their high activity and selectivity.

A palladium cluster utilizing water-in-supercritical CO2
has been tried as a catalyst for hydrogenation [80]. The
palladium salt dissoved in the water core was reduced by
the hydrogen gas. Hydrogen gas is a suitable reductant in
supercritical CO2 due to its miscibility and simplicity. Fur-
thermore, the hydrogen gas can also serve as a starting
material for the subsequent hydrogenation process. Besides
the simplicity of the process, the water-in-CO2 microemul-
sion system can dissolve hydrophobic organic compounds in
the supercritical fluid and hydrophilic organic compounds
in the water core. This unique property allows the hydro-
genation of hydrophobic organic compounds, such as 4–
methoxy–cinnamic acid to 4–methoxyhydrocinnamic acid
[Eq. (6)], or the hydrogenation of water-soluble compounds
in CO2 [Eq. (7)]. Moreover, Pd nanoparticles in water-in-
CO2 microemulation can also catalyze other hydrogenation
reactions, including the conversion of the nitro group (NO2�
to amine (NH2�.

(6)

(7)

Another novel method for catalyzing the hydrogenation
of olefins is to utilize dendrimers as stabilizers. Dendrimers
have been proven to be effective for the separation of chem-
ical species due to their crowding structures. Traditionally,
dendrimers can be used as stationary phases in various
liquid separation techniques. These separation processes
involve physical interactions between small molecules and
dendrimers, such as size, shape, and electronic interaction,
including surface charge and polarity. With the progress

of nanotechnology, dendrimers have been used for capping
metal nanoparticles [8, 9].

Crooks and co-workers systematically studied the hydro-
genation of olefins by dendrimer-encapsulated palladium
nanoparticles, and they showed that the selectivity can
be adjusted by the surrounding dendrimer [81–82]. Nearly
monodisperse (1�7 ± 0�2 nm) Pd nanoparticles were pre-
pared within the interior of three different generations
of hydroxyl-terminated poly(amidoamine) (PAMAM) den-
drimers. Importantly, the Pd encapsulated in PAMAM
dendrimers can act as an adjustable-mesh “nanofilter” by
changing the generation of dendrimers; that is, a higher gen-
eration of dendrimer-encapsulated catalysts or larger sub-
strates resulted in a lower hydrogenation reaction rate, as
shown in Figure 20. In addition, the dendrimer-encapsulated
Pd composite shows higher activity and good stability for
months, even after several cycles of hydrogenation reactions.

Dendrimer-encapsulated Pd nanoparticles can also be
synthesized as a fluorous phase-soluble catalyst [9]. This

G4OH/Pd(0)

G6OH/Pd(0)

G8OH/Pd(0)

Substrates

Hydrogenation products

Figure 20. Palladium nanoparticles encapsulated in different den-
drimer generations, which can act as an adjustable-mesh “nanofilter.”
Reprinted with permission from [81], Y. Nui et al., J. Am. Chem. Soc.
123, 6840 (2001). © 2001, American Chemical Society.
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catalyst is selectivily soluble in the fluorous phase, while the
reactants are preferentially soluble in the organic solvent.
Stirring or sonicating the mixture leads to the formation
of fine emulsion and partial homogenization, and the cat-
alytic reaction proceeds at the interface between the two
liquids, as shown in Figure 21. When the reaction is over,
the liquid phases are separated, the product is isolated from
the organic phase, and the catalyst-containing phase layer is
recycled. Such easy separation and recycling are preferred
owing to the economic and environmental concerns.

In addition to dendrimer-protected colloids, qualitative
work concerning polyacid-stabilized palladium nanoclusters
has been conducted to investigate the hydrogenation of
cyclohexene [83]. This type of polymer can significantly influ-
ence the particle sizes, which affect the catalytic property,
and the stability as well. The introduction of functional
groups of the polymer, such as hydrogen transfer units,
can create a certain surrounding environment, which sub-
sequently allows or hinders the pathway of the reactions.
Moreover, additional ions could be used to tune the cat-
alytic reaction rate due to interaction with the surrounding
polymer matrix.

4.3. Activation for Electroless
Metal Deposition

4.3.1. Introduction to Electroless
Metal Deposition

Electroless deposition has been widely used for the met-
allization of a nonconductive substrate. The best known
application is the plating-through-hole (PTH) for a printed-
circuit board and copper interconnection of ultralarge-scale
integration in a semiconductor [84]. So the most common
metal to be plated is copper, although nickel and cobalt are
both electrolessly plated to prepare a device with special
mechanical or magnetic properties [85].

Electroless metal deposition in theory should cover all
chemical processes for metal deposition, except conventional
electrodeposition. In practice, it only refers to the pro-
cess of autocatalytic electroless deposition which involves
metal reduction on a catalytic surface. Two electrochemical
reactions, the reduction of metal ions and the oxidation of a

toluene

FC-75

recycle Catalyst

isolate
productstir settle

H2

Figure 21. Illustration of the approach used to carry out fluorous
biphasic catalysis using dendrimer-encapsulated metal nanoparticles
modified on their exterior with perfluoroether “ponytails.” Here, the
catalyst is a G4–NH2 PAMAM dendrimer electrostatically functional-
ized with a perfluoroether fatty acid. Reprinted with permission from
[15], R. M. Crooks et al., Acc. Chem. Res. 34, 181 (2001). © 2001,
American Chemical Society.

reducing agent, occur at the same place at the electrode–
electrolyte interface. The overall reaction is shown as follows:

MZ+
solution + Redsolution

catalytic
surface−−−−→ Mlattice +Oxsolution

(8)

where MZ+ is a metal salt, Redsolution is a reducing agent in
the electrolyte, Mlattice is solid-state metal, and Ox is the oxi-
dized product of the reducing agent. The catalytic surface
can be the substrate itself or a surface coated with catalytic
colloids. A reducing agent, Red, binds to the catalytic col-
loids on the surface, and is oxidized, providing electrons to
reduce metal ions so that metal is deposited on the sub-
strate. As the reduction continues, the hydrogen generated
due to the reduction provides new catalytic sites promot-
ing the deposition. Hence, the process is called autocatalytic
electroless deposition.

A similar process is called direct metallization. The pro-
cess also needs to activate the surface with a catalyst, yet
the catalyzed surface needs no electroless deposition to
make it conductive, and can accept metal deposition directly
[87]. The catalyst used is also similar to that for electroless
deposition.

4.3.2. Conventional Pd/Sn Colloidal Activator
The Pd/Sn colloid is the most common catalyst for electro-
less metal deposition. In related industries, the catalyst is
specially called an activator, and the process to render the
surface catalytic is called activation. In a common commer-
cial process [88], PdCl2 and SnCl2 were mixed and heated
up to 80 �C for 8 h. The Pd2+ was then reduced by Sn2+ to
form Pd/Sn colloids with stannic ions adsorbed as a stabilizer
[Eq. (9)]:

Sn2+ + Pd2+ → Pd0 + Sn4+� (9)

However, this colloidal solution has limited stability due
to the oxidation of the stannic ion by the air, and usually
can last for at most only a few months; obviously, this is a
costly drawback to users. Recently, a novel method for the
synthesis of noble metal nanoparticles was developed [43],
and the Pd colloid so produced was studied as a possible
new activator for electroless copper deposition.

4.3.3. Evaluation of Pd Colloidal Activator
Nanotechnology has gained increasing importance in many
fields; however, there are a few studies concerning the pos-
sibility of using Pd nanoparticles as a catalyst for activating
electroless copper deposition.

Recently, the kinetics of electroless copper deposition
catalyzed by palladium nanoclusters and the effect of
the surrounding functional group were investigated [53].
Pd nanoparticles were synthesized via reactive micelles
with sulfate-type surfactants with different chain lengths
(the detailed experimental procedure was previously dis-
cussed in Section 2.2.5). In order to test the catalytic
activity of Pd nanoparticles for electroless copper deposi-
tion, a 0.25�m TaN/SiO2/Si wafer pattern was activated by
Pd nanoparticles/SC12S (sodium dodecyl sulfate) (Fig. 22).
Then copper was deposited and filled in the microtrench
by immersing the pattern in an electroless copper bath.



Palladium Nanoparticles 411

500 nmS4700 5.0 kV 14.1mm x 60.0 k SE(M) 8/29/00 09:28

Figure 22. FE–SEM image of 0.25 �m TaN substrate of ULSI after
activation with Pd nanparticles/SC12S (top view; the white spots rep-
resent the Pd nanoparticles). Reprinted with permission from [70],
C. L. Lee et al., J. Electrochem. Soc. (Mar. 2003). © 2003, Electrochem-
ical Society.

Figure 23 shows that electroless copper can be deposited
with this kind of Pd nanoparticle as the activator. A quanti-
tative evaluation of the process was carried out with the aid
of quartz crystal microgravimetry (QCM).

The results are summarized in Table 2. A comparison of
the rate of the electroless copper deposition between sys-
tems with Pd nanoparticles/sodium alkyl sulfate and systems
with a conventional Pd/Sn activator indicates that the newly
developed Pd/alkyl nanoclusters can be effectively used as
an activator for electroless copper deposition. In fact, Pd
nanoparticles protected with SC8S micelles are more cat-
alytically active than the Pd/Sn colloids. Another surprising
finding is that, not only the diameter of Pd nanoparticles,
but also the carbon chain length of the surfactant influ-
ences the electroless rate. Based purely on the surface–
volume area and available site of the catalyst, the rate
of electroless deposition should theoretically increase with
decreasing diameter of the catalytic particle without a protec-
tion agent. However, in our case, the Pd nanoparticle/SC8S

2.00 µmS4700 5.0 kV 10.6 mm x 25.0 k SE(M) 8/29/00 10:24

Figure 23. FE–SEM image of electroless copper deposition on 0.25 �m
TaN/SiO2/Si pattern wafer after activation with Pd nanoparticles/SC12S
(cross section). Reprinted with permission from [70], C. L. Lee et al.,
J. Electrochem. Soc. (Mar. 2003) © 2003, Electrochemical Society.

Table 2. Summary of kinetics of electroless copper deposition and the
induction time which is measured by QCM.

Rate of
Induction Starting electroless

Pd period potential copper
nanoparticle (s) (mV) �F (Hz) (ng/cm2·s)
C8 0 −1200 −751,987 70�69
C10 62 −911 −307,625 28�92
C12 0 −1116 −489,586 46�03
C14 350 −800 −106,552 9�87
Pd/Sn 140 −985 −555,402 52�36

Source: Reprinted with permission from [70], C. L. Lee et al., J. Electrochem.
Soc. (Mar. 2003). © 2003, Electrochemical Society.

system, which has a larger particle diameter than the Pd
nanoparticles/SC10S system, turns out to be more active. Sim-
ilarly, the Pd nanoparticle/SC12S is also more active than the
Pd nanoparticle/SC14S since SC12S has a shorter carbon chain
than SC14S. Other evidence can be found from the FTIR
spectra (2800–3000 cm−1�, as shown in Figure 24. This means
that the alkyl groups of sodium alkyl sulfate strongly adsorb
on the surface of Pd nanoparticles, which may result in a
barrier for adsorption of formaldehyde during the incuba-
tion period. However, a faster deposition rate could also be
attributed to smaller particles when comparing C12 with C10
system, even if lengthening the carbon chain has an influence.
Overall, the activity of these four types of Pd nanoparticles is
in the following order: C8 >C12 >C10 >C14, which shows that
both the carbon chain length of the protection agent and the
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Figure 24. The FT–IR spectra of Pd nanoparticles attached with
sodium alkyl sulfate with various carbon chains: (a) C8, (b) C10, (c) C12,
(d) C14. Reprinted with permission from [70], C. L. Lee et al., J. Elec-
trochem. Soc. (Mar. 2003). © 2003, Electrochemical Society.



412 Palladium Nanoparticles

size of Pd nanoparticles are essential factors in controlling
the catalytic activity.

Thus, electroless copper can be successfully deposited and
filled in microtrenches of a 0.25 �m TaN/SiO2/Si pattern
wafer by using a newly developed Pd nanoparticle protected
by sodium alkyl sulfate. In addition to Pd monometallic
nanoparticles, Ag/Pd bimetallic nanoparticles can also be
synthesized via reactive micelles. The bimetallic colloids are
of great interest due to their tailed structures, resulting in
the improvement of the catalytic properties [49]. Accord-
ingly, the Ag/Pd bimetallic colloid is a promising candidate
as a catalyst since it is significantly less expensive than Pd
nanoparticles based on the material cost.

4.4. Other Catalytic Aspects

In recent years, a nanosized particle has been utilized for the
synthesis of various transition metals in a hydrazine-reduced
water/sodium bis(2–ethylhexyl) sulfosuccinate (AOT)/n–
heptane microemulsion system [90]. However, only a few
reports correlate the kinetic and mechanical study in a
catalytic reaction. Spiro and co-workers [91–92] presented
a qualitatively kinetic study on the reaction between p–
Me2NC6H4NH2(DMPPD) and Co(NH3�5Cl2+ catalyzed by
reversed-micelle Pd nanoparticles [Eq. (10)]. The activation
energy and rotating Pd electrode were also used to investi-
gate the catalytic mechanism. However, one should bear in
mind that the hydrodynamics are quite different between the
actual surface of the nanoparticles and that of the rotating
disk electrode.

DMPPD+Co�NH3�5Cl2+→S++Co2++5NH3+Cl−� (10)

Acetoxylation is a powerful method to functionalize var-
ious kinds of C–H bonds in hydrocarbons [Eq. (11)].
Recently, acetoxylation of toluene in the presence of oxygen
was systematically studied by Kaneda and co-workers [93].

CH2
+AcOH

O
2
, Pd cluster

90 ˚C, 3 h

CH
2
OAc

+

1 2

CH(OAc)
2

(11)

They used a novel method to prepare different palla-
dium particle sizes containing Pd0, Pd2+, and Pd+ species
on the particle surface by simply adjusting the concentra-
tion of palladium nitrate. On the basis of this mechanism,
they found that mixed-valence states, which is similar to sup-
ported metal particles, lead to a powerful colloidal catalyst,
and this finding gives us a clue in understanding the roles of
heterogeneous catalysts on the solid supports.

4.5. Hydrogen Storage

Metals in the form of hydride can exhibit useful properties,
such as hydrogen storage [94] and conductivity [95]. Owing
to the promotion of clean energy, bulk palladium has been
extensively studied in the field of hydrogen storage due to its
extremely high hydrogen storage ability at room temperature
[96]. A cuboctahedral Pd13/H model has been proposed to
interpret the mechanism of phase transition.

With the advance of naonotechnology, the palladium clus-
ter has been studied for its properties as a metal hydride
[94]. Ligand-stabilized Pd nanoparticles of different sizes,
Pd2, Pd5, as well as Pd7, were synthesized to investigate the
size effect on the capacity and kinetics. These clusters show
prominent improvement in the discharge kinetics compared
to the bulk. Pd nanoparticles with a diameter of 1.2 nm show
a reversible hydrogen uptake, which is not observed in bulk
material. Furthermore, X-ray diffraction data reveal that the
crystalline structure of the nanoparticles is not influenced by
adsorption/ adsorption cycles.

GLOSSARY
Colloid Colloid is a substance typically larger than 10 nm
in diameter, with broader dispersion (��15% size disper-
sion), and poorly defined in composition. It is a classical and
traditional term to describe these tiny substances suspended
in the solutions.
Micelle When the concentration of surfactants is above
critical concentration, surfactants will aggregate with their
hydrophobic or hydrophilic groups to form micelles. The
shapes of micelles could be spherical, rod-like, or lamellar.
Micelles are extremely tiny, usually below 10 nm, and trans-
parent to light. They can be used as soft templates to control
the size and shape of nanoparticles.
Nanocluster Nanoclusters are substances about 1–10 nm
in diameter, near monodisperse (≤15% size dispersion), and
well defined in composition.
Nanotechnology Nanotechnology concerns methods to pro-
duceusefulmaterials, devices, and systems through the control
of matter on the nanometer scale (1–100 nm), and the study
of novel properties and phenomena developed at this scale.
Template Templates are host materials where the nano-
particles can nucleate and grow. The geometry and dimen-
sions of the templates can manipulate the shape and size of
the nanoparticles.
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1. INTRODUCTION
Patterned magnetic nanostructures and related magnetic
quantum effects have been studied extensively, not only
from a basic view point of understanding spin-electron quan-
tum phenomena but also for various applications of ultra-
high density magnetic recording [1–18] and new magnetic
devices such as read heads, memory cells, magnetic sen-
sors, magnetic logic elements, magnetic cellular automata,
and so forth [19–32]. However, fabrication of patterned
magnetic nanostructures is still a major challenge. To date,
a lot of top-down methods have been used for produc-
ing patterned magnetic nanostructures with magnetic ele-
ments down to the nanometer scale [33–60]. Of all the
top-down approaches, some of them can produce patterned
magnetic nanostructures by one step, while others do this
by a multistep process of resist coating, energy-beam expo-
sure, etching, magnetic material deposition and liftoff, and
so on. Some bottom-up methods of producing patterned
magnetic nanostructures, including template growth [61–65]
and mononanoparticle self-assembly [66–80], also have been
developed. In this review, we will briefly describe tradi-
tional multistep lithography methods, and the single-step
methods will be introduced in detail. Finally, the potential
applications of patterned magnetic nanostructures for ultra-
high density magnetic recording, new magnetic devices, and
strong permanent magnets are briefly addressed.

2. MAGNETIC NANOPATTERNING—
FABRICATION OF PATTERNED
MAGNETIC NANOSTRUCTURES

Magnetic nanopatterning with the feature size down to
deep submicron is beyond the reach of conventional opti-
cal lithography. Instead, a few multistep nanolithography
techniques, which are combined with magnetic materials
deposition and pattern transfer processes, have been used
to pattern magnetic nanostructures. These methods include
electron-beam lithography, X-ray lithography, nanoimprint
lithography, and laser interference lithography, etc. Several
single-step magnetic nanopatterning approaches also have
been newly developed to simplify the patterning process
and also for time and cost saving. Besides these lithography
methods, bottom-up self-assembly methods also have been
demonstrated by which magnetic particles are synthesized
chemically or by ion-beam bombardment and are assem-
bled as close-packed structures on a surface. Since mag-
netic nanopatterning technology and its application are not
mature, a lot of efforts are still put on how to make pat-
terned magnetic nanostructures efficiently with the smallest
features and long-range order.

2.1. Multistep Magnetic
Nanopatterning Approaches

A typical multistep magnetic nanopatterning process con-
sists of four successive steps: (i) coating a substrate with
an irradiation-sensitive polymer layer (resist); (ii) generat-
ing a desired pattern by exposing the resist layer to a charge
beam (electron or ion) and optical light (laser or X-ray),
followed by developing the resist image with a proper chem-
ical solution, or by nanoimprint; (iii) depositing a magnetic
layer into the template by evaporating, sputtering, or elec-
trodepositing; and (iv) using the liftoff process to remove
the resist from the substrate or by reactive ion etching to
leave the magnetic dot on the substrate. The whole process
is schematically illustrated in Figure 1.
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Figure 1. Schematic fabrication step for making patterned magnetic
nanostructures. The first step is the resist coating on substrate. The sec-
ond step is the pattern generation by optical or charge beam exposure
or by nanoimprint. The third step is the evaporating or sputtering a
magnetic layer on the template. Alternatively, the magnetic layer also
can be electrodeposited into template. The last step is liftoff process to
remove the resist from the substrate or by etching to leave the magnetic
dot on the substrate.

During the process, the pattern generation can be ful-
filled by a few methods, including ion- or electron-beam
lithography [19–22], X-ray or optical lithography [23–24],
nanoimprint lithography [25–26], proximal probe lithog-
raphy assisted by scanning probe microscopes, such as
the scanning tunnel microscope and the atomic force
microscope (AFM), or by the scanning near-field opti-
cal microscope [81–90]. Magnetic nanopatterning then can
be accomplished by additive or subtractive processes [19–
26]. In an additive process, magnetic material is deposited
after patterning, for instance, by sputtering or evaporating
a magnetic film over the pattern or by electrodepositing
through holes in a lithographically prepared template, fol-
lowed by the liftoff process to remove the resist on the sub-
strate (Fig. 1). In a subtractive process, a magnetic layer is
deposited firstly and then is etched. Based on the mask gen-
erated by the lithography process, various desired patterns
can be formed after etching.

Electron-beam or ion-beam lithography has been the
most widely used nanopatterning method for fabricating
small magnetic structures with dimensions of 10 nm and
above. Because the electron-beam writing process is a serial
method, it is unsuitable for making large-area samples but
has been used to pattern relatively small (submillimeter)
areas with fine enough features. Triangle, rectangle, pen-
tagon, ellipsoidal, and circular dot arrays, wires, rings, and
other shapes of nanomagnetic elements have been made
by evaporation or sputtering and liftoff [91, 92]. Ion-beam
or electron-beam lithography is very convenient for making
patterns of arbitrary geometry, but its throughput is very low
so far, and, also, because of the stitching errors between the

different written fields, the long-range coherence of the pat-
tern can be distorted when one wants to make a large-area
pattern. However, recently developed projection electron-
beam or ion-beam lithography may solve the low-throughput
and long-range miscoherence problem.

X-ray lithography, laser interference lithography, and
nanoimprint lithography are the other techniques that can
pattern large-area samples. In X-ray lithography, a thin-
membrane mask is placed in close proximity to a resist-
coated substrate and is illuminated with soft X-rays of
0.5–4 nm wavelength. A typical mask consists of 2-micron-
thick membrane of silicon carbide and absorber features of
heavy metals such as Au, W, or Ta. In nanoimprint lithog-
raphy, a rigid mold is used to physically deform a heated
resist layer coated on a substrate. The mold can be made of
metal or thermal silicon dioxide produced on a silicon sub-
strate. The imprint can be carried out by applying a typical
pressure of about 50 bar in the temperature of 100–200 �C
depending on the resist used. This process has developed
rapidly in the past few years. Features as small as 10-nm
dots on a 40-nm period have been made by using evapora-
tion and liftoff. The mold can be reused many times without
damage. In both X-ray lithography and nanoimprint lithog-
raphy, a mask or master mold must first be produced by
using traditional lithography methods, but the large number
of replications made from each mask or mold would justify
this time-consuming step.

Interference lithography is a maskless method. In interfer-
ence lithography, a resist layer is exposed by an interference
pattern generated by two obliquely incident laser beams.
After the development of the resist, lines are formed. The
period of the pattern is given by �/2 sin �, where � is the
half angle of intersection of the two laser beams, and � is
the laser wavelength exposure. Dot or hole array can simply
be fabricated by a second exposure after rotating the sub-
strate in the plane over ±90 degrees. The minimum period
of the pattern is just over �/2, typically 180–200 nm, by using
an Ar-ion laser. Interference lithography has been used to
make a variety of dot or ellipse arrays from evaporated Ni,
Co, or Co/Pt multilayers, pillar arrays from electroplated Ni
or Co, and dots or ellipses etched from single-layer or mul-
tilayer sputtered films.

A probe tip direct writing also can fulfill magnetic
nanopatterning. For example, material can be evaporated
from a fine tip under pulsed voltage to form sub-100-nm-
diameter pillars. Cobalt and iron particles of heights up to
200 nm and diameters of 10 nm and greater were made by
the decomposition of cobalt and iron pentacarbonyl under a
probe tip in a chemical vapor deposition process. Although
these methods are relatively slow, they allow tall structures
to be made in precise locations on a substrate.

2.2. Single-Step Magnetic
Nanopatterning Approaches

Besides the multistep nanopatterning methods, a few single-
step magnetic nanopatterning approaches, which include
electron-beam radiation induced nanoscale magnetic phase
change [93–97] and direct interferometric laser anneal-
ing [98–104], anisotropy patterning [105–115], magneti-
zation patterning [116–117], laser-assisted direct imprint
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[118, 119], ion-beam-induced chemical vapor deposition
(IBICVD) [120–125], and ion projection direct patterning
[126] also have been newly developed to simplify the pat-
terning process.

2.2.1. Electron-Beam-Radiation-Induced
Nanoscale Magnetic Phase Change

Zhou et al. [93–97] proposed and demonstrated a novel
method of direct magnetically nanopatterning a non- or
weak-magnetic thin film by electron-beam radiation-induced
nanoscale magnetic phase change. This is a simple single-
step magnetic nanopatterning method. Firstly, a non- or
weak-magnetic film (amorphous CoC or CoZr alloy films),
which can be converted into a magnetic state upon anneal-
ing, is deposited. Then, the film is subjected to a focused
electron-beam radiation to locally heat the irradiated region.
The temperature of the irradiated region will rise. Under the
proper condition, the region will undergo magnetic phase
change to a magnetic state, as the whole film does after
annealing. All kinds of nanostructured patterns can be pro-
duced easily by this method. So far, nanoscale dot and line
array have been fabricated by using this method. Exam-
ples of the magnetic dot array and line array are shown in
Figure 2.

With this method, the magnetic dots or lines are produced
through a magnetic phase change. This phase change from
nonmagnetic status to magnetic status is a kinetic process,
which occurs under certain conditions and also takes time.
This is the reason why the shorter dwell time per dot (0.95
and 1.9 sec) could not induce a magnetic phase change in
the irradiated area.

When the as-deposited nonmagnetic films were subjected
to electron-beam radiation, primary electrons penetrate the
films and undergo scattering, and produce secondary elec-
trons. As the primary electrons slow down continuously,
some of their energy transfers into the film. The trans-
ferred energy is absorbed partly by the film. Once the film
absorbs some energy, thermal diffusion occurs within the
film. Because of the thermal diffusion, the phase change
occurs not only in the irradiated area. One can expect that
the phase change takes place within the scale of thermal
diffusion length Lex, which is described by:

Lex ∝
√
kt	

where t is the beam dwell time per dot and k is the ther-
mal conductivity of the film [127–128]. This means that the
thermal diffusion length rather than the electron beam size
determines the magnetic dot size produced by such method.
This is the reason why we observed that the magnetic dot
diameter increases linearly with the square root of dwell
time per dot (Fig. 3). By fitting the experimental data, the
slope of magnetic dot size divided by the square root of
dwell time can be obtained, and the thermal conductivity of
the film can be calculated out.

Presently, the magnetic properties of such fabricated
patterns are somewhat poor. The Hc is only about 75 Oe,
indicating that the dots are magnetically soft. When using a
magnetized MFM (MFM) tip to measure the MFM images,
the field produced by the MFM tip can magnetize regions

that have undergone a phase change, since they are mag-
netically soft, whereas the MFM tip did not interact with
regions that did not undergo a phase change. These give
rise to the MFM contrast, consisting of dark regions (due to

(c)

AFM MFM

(b)

AFM MFM

(a)

AFM MFM

Figure 2. Examples of the magnetic dot (a–c) and line (d–e) array and
line arrays. (a) AFM and MFM images of the fabricated dot array with
dwell time of 15.2 and 7.6 sec per dot for the first five and last two
columns, respectively; (b) AFM and MFM images of the fabricated dot
array with dwell time of 15.2, 7.6, and 3.8 sec per dot for the first two,
second five, and last one columns, respectively; (c) AFM and MFM
images of the fabricated dot array with dwell time of 7.6, 3.8, and 1.9 sec
per dot for the first two, second five, and last one columns, respectively;
(d) AFM and MFM images of the fabricated line array with dwell time
of 1.9 and 0.95 sec per pixel for the first three and last seven columns,
respectively; and (e) AFM and MFM images of the fabricated line array
with dwell time of 4 and 2 sec per pixel for the first six and last five
columns, respectively.
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Figure 2. Continued.

the attractive magnetic force) embedded in a bright matrix
(nonmagnetic).

The present single-step nanolithography eliminates the
cumbersome traditional processes and is potentially a new
and flexible alternative for fabricating patterned magnetic
nanostructures for ultrahigh density magnetic recording and
various magnetic devices.
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Figure 3. Time dependence of AFM (open circle) and magnetic (solid
circle) dot size. Reprinted with permission from [94], T. J. Zhou et al.,
IEEE Trans. Magn. 38, 1970 (2002). © 2002, IEEE.

2.2.2. Direct Interferometric
Laser Annealing

Zheng et al. reported an approach to magnetic nanopattern-
ing by direct laser interference annealing, which can produce
2-dimensional (2D) hexagonal dot arrays with a dot size
around 250 nm [98–102]. This also is a single-step magnetic
nanopatterning method. Firstly, nonmagnetic CoC films with
a thickness of 40 nm were deposited onto a water-cooled
glass substrate. Then the sputtered films were exposed to a
10-ns-pulsed excimer laser having a wavelength of 308 nm
and a flux of 0.17 J/cm2. The laser beam was split into two
beams of an approximately equal intensity, and then were
recombined, generating an interference pattern and a peri-
odic modulation of the light intensity. The interference of
the four beams leads to the formation of 2D arrays of mod-
ified regions, having a minimum lattice periodicity equal to
half of the radiation wavelength. The size and shape of the
regions depend on the incident angles of the beam, on the
pulse duration, and on the flux. Examples of the magnetic
dot array are shown in Figure 4.

With this method, the magnetic nanopatterning is
attributed to the phase separation or precipitation of Co
under local heating at the laser intensity maxima (also
magnetic phase change) [129–131]. The as-deposited Co–C
film actually contains some Co-rich nanoclusters that are
superparamagnetic at room temperature. After laser local
annealing, local atomic rearrangements will occur, and more
strongly interacting magnetic Co or Co-rich clusters are
formed or Co clusters grow bigger, to become a magnetic
state in room temperature and yield the observed magnetic
phase at room temperature. This method holds the promise
to make a big-area pattern quickly and economically but has
the drawback of low resolution and low flexibility, and also
is limited only to patterns with a linear alignment.

20.0 nm

10.0 nm

0.0 nm

1 µm

180°
domain
wall

2 µm

a

b

c e

f
d

Figure 4. Examples of the magnetic dot array. (a) TEM image of peri-
odic arrays of patterned Co–C films, (b) and (c) AFM and (d) and (e)
MFM images of a periodic array of patterned Co–C films after expos-
ing the film to interference laser and a perpendicular field of 1700 Oe
was applied parallel (d) and antiparallel (e) to the film-plane normal
during scan. (f) MFM image of the patterned Co–C film under higher
laser power. Reprinted with permission from [99 and 100], M. Zheng
et al., IEEE Trans. Magn. 37, 2070 (2001) and M. Zheng et al., Appl.
Phys. Lett. 79, 2606 (2001). © 2001, IEEE and AIP respectively.
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2.2.3. Anisotropy Engineering
Ion-beam irradiation has been shown to be an effective way
to alter the magnetic properties of thin multilayer films by
roughening the interface or by mixing. Chappert et al. [105,
107–115] reported an alternative of planar patterning a mag-
netic media by ion-beam-radiation-induced change of mag-
netic anisotropy of (Co/Pt) multilayer film, and this was
further developed by Terris et al. [106] by using a stencil
masks. Figure 5 illustrates the schematic of an ion-beam pat-
terning on a Co/Pt multiplayer film through a silicon stencil
mask.

To pattern the film, a mask is placed on it and then
the mask-covered films are bombarded with an ion beam.
Because of the mask-effect, only those portions through
which the ions pass will undergo anisotropy change (from
out-of-plane to in-plane) by ion-beam induced mixing of
interfaces, but this does not affect the parts of the film that
are hidden from the radiation by the mask shadow. Thus
an array of magnetic elements with a much smaller coer-
cive force and in-plane anisotropy in a magnetic matrix with
perpendicular anisotropy is produced. The size of each soft
magnetic element is dependent on the resolution of the
mask. Examples of the magnetic dot array are shown in
Figure 6.

With this method, the magnetic media is patterned into
areas with vastly different magnetic characteristics by ion-
beam mixing, but the required dose is quite high, and the
mask lifetime also is a concern. Additionally, since the coer-
cive field of irradiated area is very low and are inappropri-
ate for magnetic recording purposes. The magnetic contrast
between irradiated and nonirradiated areas needs to be max-
imized, while the topographic variations caused by the ions
need to be minimized by the judicious choice of substrate,
ions species, and ion energy. However, this technique holds
promise for ultra-high-density magnetic recording applica-
tions if magnetic properties of the irradiated areas can be
improved.

Anisotropy also can be engineered to be out-of-plane
and in-plane alternatively by using selective epitaxial growth.
Li et al. [132, 133] reported an approach to anisotropy pat-
terning by using selective epitaxial growth. In this method,
a modulated single/polycrystalline substrate surface to mod-
ify locally the magnetic anisotropy in subsequently deposited
magnetic films, which induces the desired artificial magnetic

Si

10 µm

1 mm 0.5 mm

ion beam

Si

sample

SiO2

Figure 5. Schematic of ion-beam patterning a Co/Pt multiplayer
through a silicon stencil mask. Reprinted with permission from [106],
B. D. Terris et al., Appl. Phys. Lett. 75, 403 (1999). © 1999, American
Institute of Physics.
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Figure 6. Examples of the magnetic dot array produced by ion-beam
mixing. (a) is SEM image of an area of a mask with 1-�m-dia. holes
at 2-mm pitch. (b) is MFM image showing the magnetic contrast that
arises from the ion-beam patterning. (c), (d), and (e) are MFM images
of Co/Pt multilayers (14 periods of 4 Å Co and 10 Å Pt deposited
on fused silica) of irradiated with 1015, 5×1015, and 1016 ions/cm2 of
700 keV N+ ions, respectively, and the circular regions were formed
by irradiating the sample through a silicon stencil mask with 1-mm-dia.
holes on a 2-mm pitch. Reprinted with permission from [106], B. D.
Terris et al., Appl. Phys. Lett. 75, 403 (1999). © 1999, American Institute
of Physics.

structure. Selective epitaxial growth introduces an alterna-
tion between single-crystal and polycrystalline structures in
the film, according to the substrate patterning (Fig. 7a).
Ni/Cu(001) films with appropriate thickness show perpen-
dicular magnetization, which is due to the magneto-elastic
interaction induced by the Ni/Cu(001) interface [134]. In
contrast, the magnetization of polycrystalline nickel lies in
the film plane because of the dominant demagnetizing field.
This magnetic anisotropy patterning opens up new avenues
for controlling the spin structure of magnetic materials
within the nanometer scale. The simulation results show that
the patterned bit resolution can be smaller than 30 nm. Such
modulated structures can be used as patterned magnetic
media either perpendicularly or longitudinally. Figure 7
shows the pattern produced by using this method.

2.2.4. Magnetization Patterning
Terris et al. reported that magnetic nanopatterning also
could be fulfilled by magnetization patterning in one step
[116–117]. It is found that magnetic properties of CoCrPt
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Figure 7. Selective epitaxy in spin engineering and magnetic characteri-
zation. (a) Selective epitaxial growth of Cu/Ni/Cu/Co structure. Layer 1,
magnetic layer of nickel; symbols: crosses, magnetization in the plane
of the film; arrows: magnetization perpendicular to the film. Layer 2,
Cu/Co underlayer. Ultrathin NiO was used as the embedded template
(layer 3) on a GaAs(001) substrate (layer 4). The wire arrays are 2 �m
wide and separated by 4 �m; the square dots are 7×7 �m2 and are
separated by 3 �m. (b) MFM images of the dot (I) and wire (II) sam-
ples in zero field after perpendicular field saturation. Arrow indicates a
switch of the perpendicular Ni induced by the external stray field of the
MFM tip. (c) Polar magneto-optic Kerr-effect hysteresis loops for the
unpatterned reference sample (left panel) and the wire sample (right
panel). Solid and dotted arrows indicate the magnetization orientation
in the epitaxial and polycrystalline regions, respectively, of the Ni film.
Reprinted with permission from [132], S. P. Li et al., Nature 415, 601
(2002). © 2002, Macmillan Magazines Ltd.

films with perpendicular anisotropy can be changed by ion-
beam irradiation. Figure 8 shows the hysteresis loops of
CoCrPt measured by Kerr rotation as a function of an irra-
diated Ga+ dose. It is clear that the coercivity drops with
the dose, as does the remanent magnetization. Under the
proper dose, the coercivity and remanence will vanish. With
this method, a focused ion beam (FIB) is used to machine
a grid pattern into thin-film CoCrPt media to leave isolated
magnetic islands. The cuts were made by moving the beam
in 5 nm steps to cover the desired grid. To ensure a regu-
lar period, the patterns were cut by repeated sweeps, rather
than by making a single pass. Examples of such a produced
dot array are shown in Figure 8.

Writing and reading on such produced media also were
done with much better recording performance compared
with unpatterned media [135–137].

The chemically ordered CrPt3 with L12 (Cu3Au) phase
(the Cr atoms site at the corners and Pt atoms at the faces of
a unit cell) also can be magnetically patterned by using mag-
netization patterning [138–142]. Neutron diffraction stud-
ies of magnetic measurements have shown that chemically
ordered CrPt3 is ferrimagnetic, with localized moments of
2.33 and −027 m for Cr and Pt, respectively. The chemi-
cally disordered CrPt3, which is nonmagnetic, is structurally
face-centered cubic (fcc) and the sites are randomly substi-
tuted. Hellwig et al. found that ion irradiation can locally

A B

DC

Figure 8. AFM and MFM images of a 2 �m×2 �m patterned region
are shown in (a) and (b), respectively, along with higher magnification
images of small regions in (c) and (d), respectively. The pattern period
is ∼100 nm. This pattern was made with a 60 sec exposure to a 1 pA 30
keV beam. Reprinted with permission from [116], C. T. Rettner et al.
IEEE Trans. Magn. 37, 1649 (2001). © 2001, IEEE.

transform chemically ordered CrPt3 into the chemically dis-
ordered fcc phase. This suppresses the ferrimagnetism and
thus provides a mechanism for patterning magnetic and non-
magnetic regions within a magnetic film.

2.2.5. Laser-Assisted Direct Imprint
Chou et al. [118] reported one ultrafast approach to
nanopatterning by direct imprint of nanostructures. With
this method, a single XeCl excimer laser pulse (308 nm
wavelength and 20 ns pulse duration) passes through a
quartz mold (which does not absorb the laser energy because
it has a bandgap larger than the photon energy) and melts a
thin surface layer of the silicon substrate within picoseconds
[118, 119]. The molten silicon layer (which can be about
300 nm deep and remain molten for hundreds of nanosec-
onds) is then embossed by the quartz mold. After the liquid
silicon solidifies, the mold is separated from the imprinted
silicon for the next imprint. Figure 9 shows the process
schematically. Chou et al. created features of 140-nm dimen-
sion (the limit of their mask). But detail at the level of 10 nm
on these features also was replicated, indicating the extraor-
dinary resolution of the process. This technique also can be
used for patterning polycrystalline films of silicon, one of the
most critical steps in patterning silicon chips. Because there
is no need for expensive focusing optics, the printing equip-
ment is much simpler than a stepper. And the absence of a
resist eliminates the cost. The nanostructures fabricated by
using this method, as an example, are shown in Figure 10.
After direct imprinting, magnetic films can be deposited into
the template to form patterned magnetic nanostructures.
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Figure 9. Schematic of the process. (a) A quartz mold is brought into
contact with the silicon substrate. A force presses the mold against the
substrate. (b) A single XeCl (308 nm wavelength) excimer laser pulse
(20 nm pulse width) melts a thin surface layer of Si. (c) The molten
silicon is embossed, while the silicon is in the liquid phase. (d) The
silicon rapidly solidifies. (e) The mold and silicon substrate are sepa-
rated, leaving a negative profile of the mold patterned in the silicon.
Reprinted with permission from [118], S. Y. Chou et al. Nature, 417,
802 (2002). © 2002, Macmillan Magazines Ltd.

2.2.6. Ion-Beam-Induced Chemical
Vapor Deposition

Fabrication of magnetic dot arrays by IBICVD was proposed
and demonstrated by Lapicki et al. [120, 121, 123]. The prin-
ciple of the method is illustrated in Figure 11 [120]. It is
dependent on the energy and momentum exchange between
incident ions and molecules of a precursor suitable for the
metal of interest (Fe, Co, Ni, etc.). Collisionally induced
decomposition of the precursor occurs near the substrate
surface, and it is followed by dynamic deposition of the
metal into top layers of the substrate. Dot arrays of alloys
and compounds, such as FeNi, FeCo, FePt, CoPt, SmCo5,
which have potential applications in data storage and infor-
mation processing, can be produced by introducing two or

Quartz Silicon
200 nm 200 nm

110 nm

140 nm

10 nm
a b

Figure 10. SEM image of the cross section of samples patterned by
using LADI. (a) A quartz mold. (b) Imprinted patterns in silicon. The
imprinted silicon grating is 140 nm wide, 110 nm deep, and has a
300-nm period, an inverse of the mold. Reprinted with permission from
[118], S. Y. Chou et al. Nature, 417, 802 (2002). © 2002, Macmillan
Magazines Ltd.
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Figure 11. Scheme of IBICVD experiments. Reprinted with permis-
sion from [120], A. Lapicki et al., IEEE. Trans. Magn. 38, 2589 (2002).
© 2002, IEEE.

more precursors. Figure 12 shows the cobalt dot arrays fab-
ricated by IBICVD on a glassy carbon substrate, and this is
an in-situ imaging by secondary electron microscopy of the
FIB system.

Such fabricated dots are rather flat and are partially
embedded in the substrate layer, and post annealing usually
is needed to obtain better magnetic properties. Although
this method is best suitable for the laboratory scale, it has
its analog among projection schemes, which can produce a
large enough area for practical usage.

2.2.7. Ion Projection Direct Patterning
of Magnetic Nanostructures

Ion-beam irradiation has been demonstrated to be an effec-
tive way to modify the magnetic properties of Co–Pt mul-
tilayers with strong perpendicular magnetic anisotropy, and
patterning of magnetic nanostructures can be fulfilled by
local ion-beam exposure-induced mixing. However, focused

1 µm

Figure 12. Cobalt dots fabricated by IBICVD on glassy carbon. In-situ
imaging by secondary electron microscopy of the FIB system. Reprinted
with permission from [120], A. Lapicki et al., IEEE Trans. Magn. 38,
2589 (2002). © 2002, IEEE.
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ion-beam direct writing is too slow to be of practical usage.
Ion-projection direct structuring (IPDS), as sketched in
Figure 13, was proposed and demonstrated by Deitzel et al.
[126]. This method facilitates a large-area patterning pro-
cess, which potentially is of commercial use for manufactur-
ing future magnetic storage media. The structures required
for reading and writing on spinning disks in hard-disk drives
(HDD), including bit cells in a circular arrangement and
servo (head positioning) structures, can be integrated in a
single stencil mask. By IPDS, the stencil mask patterns can
be transferred into the magnetic medium at a given demag-
nification factor, which relaxes the resolution requirements
for the stencil mask process.

By IPDS, at 8.7× demagnification, the smallest mask
openings currently available in the mask test structures could
be successfully transferred into a magnetic pattern, as shown
in Figure 14. The nominal feature size can be deduced from
the dimensions of square mask openings and the projector
demagnification factor as 57 nm × 57 nm. Figure 14(a) con-
firms dot diameters of less than 100 nm. Potential reasons
for the observed widening and rounding in the MFM images
are the following: blur in the ion optics, magnetic-coupling
phenomena, and, to some degree, MFM resolution. A sec-
ond type of deviation from the geometrically projected array
of mask openings is that some of the islands, especially in the
denser pattern, are slightly shifted from their regular posi-
tion. This can be attributed to local charging effects in the
masks as presently used for the experiments. The unmod-
ified surface roughness observed after exposure by means
of AFM (Fig. 14b) confirms that IPDS is compliant with
requirements regarding the surface quality of magnetic stor-
age media.

Ion projection facilitates a direct structuring, which is
an attractive potential manufacturing process for patterned
storage media. In contrast to conventional resist processes or
direct-contact printing techniques, this is a noncontact pro-
cess, and the surface quality of the as-grown storage media
is preserved. Nevertheless, further work, including improve-
ments in mask technology, material development, and adap-
tion of the ion projector to the some specific requirements,

Lens Lens Lens

Ion
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gas inlet

Stencil
Mask

Magnetic
Media
Substrate

Pattern Lock
System

Figure 13. Sketch of the IPDS technique. Ions are generated in a gas-
ion source and a broad ion-beam illuminates the stencil mask. A demag-
nified image of the stencil mask is projected onto the ion-sensitive
magnetic medium. The ion energy at the stencil mask is lower than
the ion energy at the magnetic medium and the medium surface is at
significant distance from the stencil mask. A pattern lock system can
compensate for a drift of the image parameters such as linear drift,
rotational drift, and magnification shift. Reprinted with permission from
[126], A. Dietzel et al., IEEE Trans. Magn. 38, 1952 (2002). © 2002,
IEEE.
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Figure 14. (a) MFM analysis of a Co–Pt ML sample exposed through
a stencil mask with 3×10 Xe/cm. The upper right part corresponds to
a Cartesian configuration of 0.5-�m-wide square mask openings. The
image was taken after fully magnetizing the sample with an external
field of 1.4×106 A/m and subsequently countermagnetizing the irradi-
ated islands by applying a field of 0.4×106A/m in opposite direction.
(B) AFM analysis of the same area. From this scan, a surface roughness
(rms value) of 1.1 nm is determined. Reprinted with permission from
[126], A. Dietzel et al., IEEE Trans. Magn. 38, 1952 (2002). © 2002,
IEEE.

have to be carried out to demonstrate the application of
IPDS for patterned magnetic media with areal densities well
beyond 15 Gbit/cm2 (100 Gbit/in2�.

2.3. Template Growth Approach

There are two main methods that have been developed for
making arrays of magnetic particles with using self-organized
templates. One is the use of anodized alumina films with
ordered and variable-sized holes as templates for electrode-
position [61–65]. The anodized alumina films or foils have
an oxide layer that contains a close-packed arrangement
of fine holes, with the hole spacing and size controlled by
anodization conditions such as voltage, current density, or
pH value, and a subsequent pore-widening process. The
magnetic materials, such as cobalt, nickel, iron, alloys, can
be deposited electrically into the holes to form patterned
magnetic nanostructures. This method is well suited to the
fabrication of arrays of longer nanowires with lengths of
microns or more.

The other is self-assembled block copolymers with various
geometries as a template to grow patterned magnetic nano-
structures [143–158]. A block copolymer consists of chains
of two chemically distinct, immiscible monomers, A and B,
joined together to form a polymer An–Bm. Self-organized
copolymers are spun onto a substrate to form copolymer
films followed by selectively removing one domain to form
a template. The template can be used to grow patterned
magnetic nanostructures as anodized aluminum films do.

The drawback of these template methods is that the struc-
tures typically are lacking long-range order, even though the
short-range order is good. By combination with traditional
lithography, the long-range order could be improved. Alter-
natively, by growth in a field, to align the self-assembled
structure over large distances, the long-range ordering also
can be improved. These combined processes are still in the
early stages of exploration.
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2.4. Self-Assembly Approach

There are various approaches to self-assemble magnetic
nanostructures. The first, which is widely used, is the wet
self-assembly (chemical route) [66–80]. The other, which is
far from mature, is the dry self-assembly by ion-beam bom-
bardment [159, 160], cluster deposition [161–169], and ther-
mal deposition [170–174].

2.4.1. Wet Self-Assembly
For wet self-assembly (chemical route), monodispersed mag-
netic nanoparticles are needed. The monodispersed nano-
particles can be synthesized by a few chemical ways, such
as sol–gel or coprecipitation, and then are assembled on
a surface to form a regular array without the need for
lithography. This has the potential for making very-fine-scale
structures over large areas in a rapid process and thus has
attracted considerable attention. Structures with a period of
less than 10 nm and a particle size around 3 nm can be
made, and so tiny a feature is beyond that of traditional
lithography techniques. An example of such a produced FePt
dot array is shown in Figure 15.

The challenge for this method is that it is not easy to
control the size distribution of the particles to obtain uni-
form properties. The second problem is that the long-range
ordering is poor, although the short-range ordering is quite
good. For this method, the ordering is very good at keeping
within several microns, and in combination with lithography,
this could be a way to overcome the short-range ordering.

Many other methods to grow nanoparticles besides chem-
ical synthesis, have been developed including vapor phase
growth by sputtering, laser ablation, arc discharge, and so
forth. These methods typically produce a distribution of sizes
from which highly monodisperse samples can be made by
size-selective precipitation.

2.4.2. Dry Self-Assembly
Chen et al. [159] demonstrated that patterned magnetic
nanostructures can be fabricated by depositing perpendicu-
lar magnetic films on self-assembled surfaces by ion-beam

FePt Nanoparticle arrays

145000X10 nm

Figure 15. FePt dot array produced by wet self-assembly. Reprinted
with permission from [67], S. H. Sun et al., Science 287, 1989 (2000).
© 2002, American Association for the Advancement of Science.

bombardment. By this method, the magnetic nanopatterning
is realized by two steps. Firstly, by ion-beam bombardment,
a self-assembled surface is formed, and then by depositing
magnetic films on the patterned surface to form patterned
magnetic nanostructures.

Chen et al. used a commercial broad ion-beam source
with good uniformity (beam-current density better than
±5% within the bombarded area) to bombard epiready
GaSb(100) substrate surfaces. Ion-beam bombardment was
carried out with Ar+ (420 eV) ions under normal inci-
dence at a beam current density of ∼0.4 mA/cm2 (i.e.,
a flux of ∼2.5 × 1015 ions/cm2 s) and a dosage of ∼6 ×
1018 ions/cm2. Then perpendicular magnetic Co/Pd multi-
layer films with a ∼2.5 nm NiP seedlayer are deposited on
the bombarded substrate surfaces to form patterned mag-
netic nanostructures. The mechanism of forming a patterned
surface is due to the interplay between roughening due to
the sputtering and smoothing because of a surface diffusion–
viscous flow. Examples of such a patterned surface and mag-
netic nanopatterning are shown in Figure 16.

Further processing steps, such as etching or polishing, are
needed to isolate the magnetic elements from each other to
make ultrahigh-density magnetic storage media.

Two-dimensional superlattice of molecularly linked metal
clusters is another approach to magnetic nanopatterning via
dry self-assembly [161]. Andres et al. reported on a process
that uses molecular self-assembly to fabricate a 2D superlat-
tice of uniform metal nanocrystals linked by organic inter-
connects [161–169, 175, 176].

There are four steps involved in the synthesis of a linked
cluster network (LCN): (i) synthesis of ultrafine metal
crystals with uniform diameters in the nanometer range,
(ii) adsorption of a self-assembled monolayer of organic sur-
factant on the surface of these particles to produce stable
macromolecular entities that can be manipulated, (iii) for-
mation of a close-packed monolayer film of these coated
particles on a solid substrate, and (iv) displacement of
the organic surfactant with a molecular interconnect that
covalently bonds adjacent particles to each other without
destroying the order in the monolayer film. This method is
quite general with respect to the choice of metal, surfac-
tant, and interconnect. If conductive and nonmagnetic met-
als (Au, Cu, etc.) are selected, the fabricated LCN can be
used for nanoscale electronic devices, such as single-electron
transistor. If magnetic metals or alloys are chosen, the pro-
duced LCN can be used for magnetic data storage and infor-
mation processing. For the magnetic nanopatterning, the
fourth step may not be needed as it is not necessary to bond
the adjacent particles to each other covalently.

Figure 17 shows a schematic of the gas-phase cluster
source that was used by Andres et al. in their study (Au
was used in the study as an example). Au clusters with a
controlled mean diameter in the range from 1 to 20 nm
and a size distribution characterized by a full-width at half-
maximum of 0.5 nm at the low end of this range and 5 nm
at the high end have been synthesized in this source at total
production rates of 100 mg per h. In order to assure that all
of the clusters are single crystals, a dilute aerosol stream of
clusters suspended in inert gas is passed through a meter-
long tube in which the clusters are first heated to be crys-
tallized and then cooled to room temperature. Then the
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Figure 16. Examples of ion beam bombarded surface. (a) SEM micro-
graph (inset: 3D AFM topography) for self-assembled nanostructures
on bombarded GaSb(100) surfaces. (b) AFM image (left) and corre-
sponding 2D autocovariance analysis (right) for bombarded substrate
surfaces. (c) AFM (left) and MFM (right) images of a perpendicular
magnetic Co/Pd multilayer film on self-assembled GaSb(100) surface
by in bombardment. Reprinted with permission from [159], Y. J. Chen
et al., J. Appl. Phys. 91, 7323 (2002).©2002,American Institute of Physics.

aerosol-containing Au clusters were passed through a spray
chamber in which the clusters are captured by contact with
a fine spray of organic solvent and surfactant. The spray
droplets subsequently are removed from the gas stream
and collected in a liquid receiver. The key for successful
operation of this collection technique is a surfactant that
rapidly adsorbs onto the surface of the clusters and pre-
vents aggregation. With the proper surfactant, it is possi-
ble to capture nanometer-diameter metal clusters in various
organic solvents without altering the cluster-size distribution
[176]. Figure 18 is a schematic representation of the self-
assembly process involved in the formation of these close-
packed arrays, and Figure 19 is a TEM micrograph of such
an unlinked array. The mean diameter of the clusters in
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Furnace

(1)

(2)
(3)

(4)

HeHe
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Figure 17. Schematic of process for synthesizing a stable colloidal sus-
pension of crystalline gold clusters. Gold atoms evaporated from a car-
bon crucible in a resistively heated carbon tube are entrained in He
and induced to condense into nanoclusters by mixing the hot flow from
the oven with a room temperature stream of He. Controlling conditions
in the oven and the flow downstream from the oven (see 1) controls
the mean cluster size. The clusters are melted (see 2) and recrystallized
(see 3) while still in the gas phase. They are scrubbed from the gas phase
by contact with a mist of organic solvent containing 1-dodecanethiol
and collected as a stable colloidal suspension (see 4). Before each run,
a sample of the cluster aerosol is expanded as a cluster beam into a
vacuum chamber and deposited on a TEM substrate for subsequent
analysis. Reprinted with permission from [161], R. P. Andres et al.,
Science 272, 1323 (1996). © 1996, American Association for the
Advancement of Science.

Figure 19 is 3.7 nm, and the average center-to-center dis-
tance between adjacent clusters is 5.0 nm.

By using Co, Fe, Ni, CoPt, FePt, and so forth, as pre-
cursors, magnetic nanostructures can be easily fabricated by
this approach. The drawback of this method is that the long-
range ordering is poor.

Self-assembly of nanoscale magnetic dots with narrow size
distributions on an insulating substrate also is a way of
magnetic nanopatterning via dry self-assembly. It has been
realized that the strain energy associated with the lattice
mismatch between the dot and the substrate materials can
be exploited to induce a self-assembled formation of quan-
tum dots with narrow size distributions [177–182]. Gai et al.
introduced a growth method of magnetic dot array by strain-
mediated dry self-assembly [170, 174]. They found that the
iron dots could be self-assembled on insulating NaCl sub-
strate by thermal deposition. It is shown that, by properly
choosing the growth conditions, nanometer-scale magnetic
iron dots with remarkably narrow size distributions can be
achieved in the absence of a wetting layer. Furthermore, by
changing the dosage of iron, both the vertical and lateral
sizes of the dots can be tuned without introducing apparent
size broadening, even though the clustering is already in the
strong coarsening regime, signified by the decrease in dot
density as a function of the iron dosage. The self-assembly is
mediated by the strain between the iron dots and substrate.
Figure 20 give an example of the fabricated iron dot array.
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Figure 18. Self-assembly of a LCN. (A) A drop of organic solvent con-
taining dodecanethiol-encapsulated gold clusters is cast on a smooth
substrate. On evaporation of the solvent the long-range dispersion
forces between clusters cause them to coalesce into a close-packed
monolayer. A TEM micrograph of such an unlinked array is shown
in Figure 19A. (B) The substrate with its unlinked cluster array is
immersed in an acetonitrile solution containing aryl dithiol or di-
isonitrile molecules. The molecular interconnects displace the dode-
canethiol molecules from the clusters and form rigid molecular linkages
between adjacent clusters. A TEM micrograph of such a linked network
is shown in Figure 19B. Reprinted with permission from [161], R. P.
Andres et al., Science 272, 1323 (1996). © 1996, American Association
for the Advancement of Science.

3. APPLICATIONS OF PATTERNED
MAGNETIC NANOSTRUCTURES

The applications of patterned magnetic nanostructures are
quite broad (biology, drug delivery, spintronics, data stor-
age, information processing, magnetic sensors, etc.) and
this review cannot cover all these aspects. Instead, this
review will briefly describe their important applications for
ultrahigh-density magnetic recording as a medium, with
information processing, with magnetic sensors, and with
strong permanent magnets.

3.1. Ultrahigh-Density Magnetic
Recording Medium

The increase in areal density of magnetic storage devices of
>100% annually has been accomplished over the past few
years by reducing the physical dimensions while maintaining
the principle of storing information on a continuous, granu-
lar magnetic medium with in-plane magnetization. However,
increases of areal density of hard-disk drives will be limited

10 nm

10 nm

A

B

Figure 19. Bright-field TEM micrographs of monolayer films of 3.7-nm
gold clusters supported on a thin flake of MoS2. (A) Unlinked array
encapsulated by dodecanethiol. (B) Cluster network linked by 20 ADT.
Reprinted with permission from [161], R. P. Andres et al., Science 272,
1323 (1996). © 1996, American Association for the Advancement of
Science.

by thermal instability of the thin-film medium because of
the superparamagnetism effect. Perpendicular recording was
suggested to push the recording density higher, but it still
is ultimately limited by the same effect. Patterned media, in
which data are stored in an array of single-domain magnetic
particles, have been proposed as an approach to overcome
the limitation of superparamagnetism and to enable record-
ing densities of over 1 Tbit/in2 to be achievable.

A patterned recording medium, shown schematically in
Figure 21, consists of an array of magnetic nanoelements,
each of which has uniaxial magnetic anisotropy. The easy
axis can be oriented parallel or perpendicular to the sub-
strate. Each element stores one bit, depending on its mag-
netization direction; for instance, magnetization up could
represent 1, and down could represent 0. Each element is
a single crystalline particle or consists of some grains that
are strongly coupled so that the entire element behaves as a
single magnetic domain. The medium is incorporated into a
system capable of reading and writing data, for example, a
spinning-disk system with an ultra-narrow recording head or
a system with an array of scanning probes that address the
elements.

For a patterned media recording system, it must offer sig-
nificantly higher data densities than can be achieved in a
conventional hard drive. There is confidence that hard drives
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Figure 20. Nanometer-scale iron dots grown on NaCl(001) with a nom-
inal Fe dose of 1.7 ML. (a) A typical NC–AFM image. Scan area
500 nm × 500 nm. (b) Close-up and line profile (150 nm long) of
the dots. Scan area 200 nm × 200 nm. The unit in the line profile
is nm. (c) (d) Diameter and height distributions of the dots shown in
(a) and the corresponding Gaussian fits. The center and dispersion for
the diameter distribution are 13.5 and 1.1 nm, respectively; and for the
height distribution they are 3.76 and 0.36 nm, respectively. Reprinted
with permission from [170], Z. Gal et al., Phys. Rev. Lett. 89, 235502
(2002). © 2002, American Physical Society.

that use longitudinal media will be able to reach 300 Gbit/in2

or higher, so, patterned media designs must be capable of
reaching densities of 500 Gbit/in2 and beyond. This implies a
periodicity of less than 40 nm, for instance, 20-nm elements
with 15-nm separation. A 35-nm period corresponds to a
density of 522 Gbit/in2. However, fabrication of sub-20-nm
features over large areas is somewhat beyond the traditional
lithography techniques. The combination of lithography with
self-assembly is a possible way to fabricate such required tiny
features over large area. This combination is schematically
shown in Figure 22. Firstly, using the lithography method,
micron-sized features over a large area are fabricated and
then self-assemble the nanoparticles onto the micron-sized
features to solve the problem of long-range ordering. Nowa-
days, monodisperse particles with a size of 3 nm can be
synthesized. The ultimate patterned medium may consist of
an array of magnetic particles with a size down to a few
nanometers, self-assembled on a substrate with the aid of
lithography to produce an array with long-range ordering.

Substrate

(a)

Substrate

(b)

Figure 21. Schematic of longitudinal (a) and perpendicular patterned
media (b).
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Figure 22. Schematic of combination of traditional lithography with
nanoparticle self-assembly.

Recently, circumferential magnetic patterned media were
prepared on a 2.5-inch-diameter glass plate and on a 3-in-
diameter silicon plate by combination of traditional lithog-
raphy with self-assembly [183]. Figure 23 shows a schematic
explanation of the preparation method by Naito et al. A
Ni master disk with spiral patterns with 60-, 100-, 150-,
200-, and 250-nm-width lands and a 400-nm-width groove
(110-nm depth) was purchased from the Nikon Corpora-
tion. The master disk was pressed onto a resist-covered mag-
netic film of either a CoPt or CoCrPt at room temperature
and a pressure of 1000 bar. The magnetic film was pre-
pared by sputtering CoPt or CoCrPt onto the disk substrate
with a 40-nm Ti underlayer. A diblock copolymer solution
[polymethylmethacrylate (PMMA) (Mw41500)–polystyrene
(Mw172 000)] was cast into the obtained grooves, and
then annealed to prepare self-assembling dot structures
aligned along the grooves. The PMMA dots were selec-
tively removed by the oxygen plasma treatment [184].
The resulting holes were filled by spin-on-glass (SOG).
The underlying magnetic films were patterned by ion milling
by using the SOG dots as a mask. As an example, Figure 24
shows the dot structures of the diblock copolymer in the
grooves with different widths. One to four dot lines could
be obtained by changing the groove width [185]. Another
example, Figure 25(a) shows the SEM image of the pat-
terned magnetic dots with about a 40 nm diameter. The
image of the whole patterned media disk prepared on a

Ni master

Resist film

Magnetic film

Diblock copolymer

Spin on glass

Patterned medium

Figure 23. Scheme of the preparation method of patterned medium.
Reprinted with permission from [183], K. Naito et al., IEEE Trans.
Magn. 38, 1949 (2002). © 2002, IEEE.
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(a) (b)

(d)(c)

Figure 24. Phase-separation dot patterns of the diblock copolymers in
grooves with different widths: (a) 60, (b) 150, (c) 200, and (d) 250 nm.
The scale bar indicates 300 nm. Reprinted with permission from [183],
K. Naito et al., IEEE Trans. Magn. 38, 1949 (2002). © 2002, IEEE.

2.5-inch-diameter HDD glass plate is shown in Figure 25b.
This is the first report on disk-level magnetic nanopatterning
for patterned magnetic recording.

3.2. Magnetic Sensors

Cowburn et al. [27] has proposed a new approach to high-
sensitivity magnetic field sensing, based on an array of dots
that are superparamagnetic. A particle that shows super-
paramagnetic behavior is because its anisotropy energy KuV
becomes smaller than or comparable to the thermal fluc-
tuation energy kBT . The M∼H loops of superparamag-
netic particles lose all hysteresis and have a shape that is
determined by the Langevin function. The lack of hystere-
sis makes superparamagnetic particles interesting candidates
for field sensors.

For magnetically hard materials, as their Ku is high, the
superparamagnetic behavior normally is observed in parti-
cles with size of ∼10 nm, in which case, the thermal fluctua-
tion field, kBT /m (m is the moment carried by the particle),
is large due to the small value of m. Consequently, the sen-
sitivity of such sensors would be very low because the sat-
uration field of the particles is typically thousands of Oe.
Cowburn et al. found that the offset in the linear depen-
dence of configurational anisotropy on size results in thin
planar permalloy nanomagnets losing all anisotropy at rel-
atively large sizes, typically 100 nm. This means that mag-
netically soft permalloy magnets become superparamagnetic

(a) (b)

Figure 25. (a) SEM image of the patterned magnetic medium (Co Cr
Pt) with a 40 nm diameter. The scale bar indicates 100 nm. (b) Whole
image of the patterned media disk prepared on a 2.5-inch HDD glass
plate. Reprinted with permission from [183], K. Naito et al., IEEE
Trans. Magn. 38, 1949 (2002). © 2002, IEEE.

at a large size with large moment on the particles. Conse-
quently, the fluctuation field (and hence saturation field) is
very low. The magnetic response is, therefore, guaranteed
to be ahysteretic while retaining high sensitivity. Figure 26
shows a hysteresis loop of such dot array. One observes a
completely hysteresis-free response combined with very high
sensitivity.

3.3. Information Processing—Magnetic
Logical Elements

Devices for information processing have been dominated by
electronics. However, the emerging of spintronic technolo-
gies, which are based on electron spin, as well as charge,
may offer new types of devices that outstrip the perfor-
mance of traditional electronic devices. Spintronic devices
use magnetic moment to carry information. To date, two
classes of spintronics device have been proposed: semicon-
ductor and metallic. Semiconductor devices will use spin-
population imbalances between electrons or nuclei. Metallic
devices, including magnetic read heads in hard drive and
MRAM (MRAM), represent the information by magneti-
zation direction in a ferromagnetic metal. However, the
extent to which information can be manipulated in the mag-
netic form has, to date, been very limited; MRAM cells, for
instance, can only store information. The scope of spintron-
ics could be greatly expanded if, in addition to data storage,
magnetic data bits could interact to perform some computa-
tion between being written and detected. In the future, one
can dream of programmable magnetic logic elements con-
figured to form magnetic central processor units, the brain
of the computer. So far, a few magnetic logic elements, such
as magnetic quantum molecular automata [30] and magnetic
NOT (NOT) gate and shift register [28, 29] have been pro-
posed and demonstrated.

Cowburn et al. proposed magnetic quantum molecular
automata. In their proposal, the networks of interacting sub-
micrometer magnetic dots are used to perform logic opera-
tions and propagate information at room temperature. The
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Figure 26. A hysteresis loops measured from 3-nm-thick square nano-
structures of lateral size 150 nm. The magnetization of the entire struc-
ture can be reversed with ∼2Oe of applied field and has zero hysteresis.
Reprinted with permission from [27], R. P. Cowburn, J. Magn. Magn.
Mater. 242–245, 505 (2002). © 2002, JMMM.
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logic states are signaled by the magnetization direction of
the single-domain magnetic dots; the dots couple to their
nearest neighbors through magnetostatic interactions. Mag-
netic solitons carry information through the networks, and
an applied oscillating magnetic field feeds energy into the
system and serves as a clock. Figure 27 shows the networks
of quantum molecular automata.

Figure 28 shows the calculated evolution of a soliton prop-
agating along a chain of coupled nanomagnets under the
action of a 30 Oe field applied from left to right (x direc-
tion). The propagation speed of the soliton is dependent on
the applied field. These networks offer a several-thousands-
fold increase in integration density and a hundredfold
reduction in power dissipation over current microelectronic
technology.

Cowburn et al. also proposed magnetic NOT gate and
shift register. They use a trick of geometry to manipulate
magnetization as conventional devices manipulate an elec-
tric charge. The NOT gate consists of a simple track of natu-
rally magnetic nickel–iron wire, shaped like an upside-down
Y (shown in Fig. 29). The magnetism of the alloy naturally
runs parallel to the track, but it can be made to flip direc-
tion within a short length of the wire. In that case, the two
opposing magnetizations meet at a region called a “domain
wall.” There they either both point toward the domain wall
(head to head) or both point away from it (toe to toe). Those
two magnetic configurations can be used to encode 0 and 1
values for bits of information. Up to 11 of these junctions
are then directly linked together to create a magnetic shift
register as shown in Figure 30.

This tiny device that answers “no” when it is told “yes”
and vice versa could mark the first step toward microchips
that calculate magnetically.

3.4. Strong Permanent Magnets

Exchange-spring magnets are nanocomposites that consist
of magnetically hard and soft phases that interact through
magnetic exchange coupling [186–191]. Such systems are

0.25 µm 0.25 µm

0.25 µm

A B

C

Figure 27. Scanning electron micrographs of the left (A), center (B),
and right (C) regions of two of the room temperature MQCA net-
works. Reprinted with permission from [30], R. P. Cowburn and M. E.
Welland, Science 287, 1466 (2000). © 2000, American Association for
the Advancement of Science.
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Figure 28. The calculated evolution of a soliton propagating along a
chain of coupled nanomagnets under the action of a 30 Oe field applied
from left to right (x direction). Reprinted with permission from [27],
R. P. Cowburn, J. Magn. Magn. Mater. 242–245, 505 (2002). © 2002,
JMMM.

Figure 29. Magnetic NOT gate. In this NOT gate, a rotating magnetic
field (gray arrows) changes the value of a bit by moving and then flip-
ping the boundary between regions of magnetized wire. Reprinted with
permission from [28], D. A. Allwood et al., Science 296, 2003 (2002).
© 2002, American Association for the Advancement of Science.
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Figure 30. (A) FIB image of a magnetic ring, including 11 NOT junc-
tions, with the asterisk indicating the position of subsequent MOKE
analysis. The directions of elliptical magnetic field components, Hx and
Hy, are also indicated. (B) MOKE analysis of an identical structure
within a clockwise-rotating magnetic field (Hx = 15 Oe and Hy =
50 Oe). Reprinted with permission from [28], D. A. Allwood et al., Sci-
ence 296, 2003 (2002). © 2002, American Association for the Advance-
ment of Science.
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promising for advanced permanent magnetic applications,
as they have a large energy product—the combination
of large coercivity field of permanent magnet and high
magnetization of soft magnet—compared to traditional,
single-phase materials [192–194]. Conventional techniques,
including sputtering [195–197], mechanical milling [198–
200], and melt-spinning [201–203], have been used to pro-
duce exchange-coupled magnets. However, it is still a big
challenge to structurally control the hard and soft phases
at the nanometer scale to fulfill exchange coupling effi-
ciently. The recent and timely introduction of a fabrica-
tion method of exchange-coupled nanocomposites by using
nanoparticle self-assembly by Zeng et al. [204] has opened
a new window to structurally control the hard and soft
phases at the nanometer scale. In their approach, both FePt
and Fe3O4 particles are incorporated as nanometer-scale
building blocks into binary assemblies. Subsequent anneal-
ing converts the assembly into FePt–Fe3Pt nanocomposites,
where FePt is a magnetically hard phase and Fe3Pt, a soft
phase. An optimum exchange coupling and, therefore, an
optimum energy product, can be obtained by independently
tuning the size and composition of the individual build-
ing blocks. They have produced exchange-coupled isotropic
FePt–Fe3Pt nanocomposites with an energy product of 20.1
MGOe, which exceeds the theoretical limit of 13 MGOe
for nonexchange-coupled isotropic FePt by over 50 per cent.
Figure 31 exemplifies the TEM images of Fe3O4:Fe58Pt42
binary assemblies with different sizes and a fixed mass ratio
of 1:10. Figure 32 shows a typical high-resolution TEM
image of a sintered sample obtained from a 4 nm:4 nm
assembly.

20 nm

20 nm20 nm

a b

c

Figure 31. TEM images showing binary nanoparticle assemblies.
(a) Fe3O4 (4 nm):Fe58Pt42 (4 nm) assembly; (b) Fe3O4 (8 nm):Fe58Pt42
(4 nm) assembly; and (c) Fe3O4 (12 nm):Fe58Pt42 (4 nm) assembly. The
assembly contained Fe3O4 and FePt binary nanoparticles with a mass
ratio of Fe3O4:FePt = 1/10 and was formed by solvent vaporation of
the mixed nanoparticle dispersions on amorphous carbon-coated TEM
grids. All images were acquired using a Philips CM12 microscope at
120 kV. Reprinted with permission from [204], H. Zeng et al., Nature
420, 395 (2002). © 2002, Macmillan Magazines Ltd.
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Figure 32. Structural analyses of the FePt–Fe3Pt nanocomposite
obtained from the annealed Fe3O4 (4 nm):Fe58Pt42 (4 nm) assembly.
(a) A typical HRTEM image for a sintered FePt–Fe3Pt particle. The
FePt and Fe3Pt phases are in coexistence as different domains within
the particle, with each domain having a dimension of about 5 nm,
showing a modulated FePt–Fe3Pt spatial distribution. Here, the FePt
(ordered f.c.t structure) and Fe3Pt (ordered fcc structure) phases were
identified by their different [001] projected potential, owing to their dif-
ferent composition modulation periodicities. The image was acquired by
using a Jeol 4000EX HRTEM at 400 kV. To prepare the TEM samples,
the composite was deposited on a solid NaCl substrate. The substrate
was then removed in water, and the composite was thinned by using
ion milling for TEM observation. (b) A typical SAD pattern of the
FePt–Fe3Pt nanocomposite. The f.c.t.-structured FePt was indexed in
the ring pattern. The diffraction rings of the fcc-structured Fe3Pt can-
not be resolved from those of the FePt phase. The ring pattern of the
diffraction demonstrates that the nanocrystallites in the nanocomposite
are three-dimensionally randomly oriented. Reprinted with permission
from [204], H. Zeng et al., Nature 420, 395 (2002). © 2002, Macmillan
Magazines Ltd.

Although progress has been made by using a self-
assembled composite of nanoparticles, there are still many
practical challenges to be faced if energy products approach-
ing the magic number of 144 MGOe are to be achieved. For
instance, ways of compressing the two-phase material into a
high-density compact must be explored, as well as improved
alignment of the axes of the hard grains to exploit the full
magnetic potential of the nanocomposite system.

4. CONCLUSION
We have attempted to review some of the current topics
for magnetic nanopatterning methods and their applications.
The starting point was the magnetic nanopatterning technol-
ogy, including the most expensive and traditional approaches
and some newly developed nontraditional methods. It is
appears that all lithography methods presented are useful in
enabling certain applications. As the feature size scales down
further to sub 10 nm, which is aiming for, but not only lim-
ited to, advanced information technologies such as molec-
ular electronics (moletronic), data storage (nanoBIT), and
quantum information processing, it is necessary to develop
new nanofabrication technologies with the help of molecular
self-assembling and self-organization to produce tiny enough
feature size with long-range ordering and large area.

Data storage, magnetic memory and sensors, magnetic
information processing, and even biological microsystems
are the well-identified application areas of patterned mag-
netic nanostructures. Due to the too many aspects of mag-
netic nanopatterning and too rapid development of their
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applications today, it was not possible to cover the topic in
an exhaustive manner, and a selection of the most impor-
tant issues was thus chosen by the authors. However, we
hope that the stimulating conjunctures in this chapter will
encourage new exploration of this exciting area.

GLOSSARY
Anisotropy patterning A method to pattern magnetic film
by engineering the anisotropy of the magnetic film to be out-
of-plane and in-plane alternatively via ion beam radiation or
selective epitaxial growth.
Anodized alumina template A film or foil having alumina
layer which contains a close packed arrangement of fine
holes, with the hole spacing and size controlled by anodiza-
tion conditions such as voltage, current density, or pH value.
Block copolymers A polymer mixture consisting of chains
of two chemically distinct, immiscible monomers A and B.
Electron beam lithography A lithography approach with
which an electron beam is used to write pattern into resist
layer.
Exchange-spring magnet Magnetic nanocomposites con-
sisting of magnetically hard and soft phases that interact
through magnetic exchange coup.
Ferromagnetism A term used to characterize strongly
magnetic behavior with spontaneous magnetization.
Laser-assisted direct imprint (LADI) An ultrafast
approach to nanopatterning by direct imprint of nano-
structures on laser-melted surface.
Laser interference lithography A lithography approach
using laser interference to write pattern into resist layer.
Lithography The art or process of putting writings or
designs on stone with a greasy material and producing
printed impressions therefrom; also, any process based on
the same principle, as one using zinc, aluminium, or some
other substance instead of tone.
Longitudinal medium A recording medium with which the
magnetization of the recorded bit lies in the plane of the
disk.
Magnetic NOT gate A magnetic logical element consist-
ing of a simple track of naturally magnetic nickel-iron wire,
shaped like an upside-down Y, which answers “no” when it’s
told “yes” and vice versa.
Magnetic quantum molecular automata (MQCA) A mag-
netic logical element using the networks of interacting sub-
micrometer magnetic dots to perform logic operations and
propagate information.
Magnetic random access memory (MRAM) Information
is carried by magnetic moment.
Magnetization patterning A method to pattern magnetic
film by selectively altering the magnetization of magnetic
films via laser and ion beam radiation.
Paramagnetism A term describing a feeble magnetism,
which exhibits positive susceptibility of the order of 10−5 to
10−2.
Patterned magnetic nanostructure A 1- or 2-dimensional
magnetic nanoelement array or 3 dimensional superlattice.

Patterned medium A recording medium consisting of an
array of magnetic nanoelements with uniaxial magnetic
anisotropy.
Perpendicular medium A recording medium with which
the magnetization of the recorded bit is perpendicular to the
plane of the disk.
Resist A polymer or polymer mixture used as a thin coat-
ing over some base and subsequently exposed in an image-
wise fashion for micron or nano patterning.
Superparamagnetism A magnetic particle or particle
assembly which exhibits paramagnetic behavior due to its
anisotropy energy KuV becoming smaller than or compara-
ble to the thermal fluctuation energy kBT .
Thermal diffusion length A length, described by Lex ∝√
kt, referring to the thermal conducting distance in a mate-

rial with thermal conductivity k within time t.
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1. INTRODUCTION
There has been significant interest in the ferroelectric and
antiferroelectric perovskite thin films such as Pb(Mg1/3·
Nb2/3�O3 (PMN), Pb(Zr,Ti)O3 (PZT), (Ba,Sr) TiO3 (BST),
and Pb(Zr,Sn,Ti,Nb)O3 (PZSTN) because of their potential
advantages for electro-optic and microelectronic applica-
tions including capacitors, pyroelectric detectors, ultra-high-
density data storage systems, nonvolatile semiconductor
memories, piezoelectric sensors and devices [1–9]. Recently,
with miniaturization and integration of electronic circuits,
the electronic devices with high performance in their small
size up to nano scale are increasingly required. Current
microelectromechanical systems (MEMS) technology, which
is typically constructed on the micrometer scale, is being
pushed into the nanometer range as well, leading to the
nanoelectrochemical system (NEMS) [10–13]. It is well
known that such a regime will be attainable by not only
nanomachining technique such as lithography and print-
ing but also proper thin-film techniques with homogeneous
and fine grains under 100 nm in size. However, in the
early stage, the interest in this nanotechnology has been
mainly focused on the ceramic powders, which increased
enormously with the availability and the possibility of con-
solidation into dense nanostructured ceramics. The most

important factors limiting this goal are powder agglomer-
ation, contamination during processing, and the residual
pores on various length scales in the bodies [14–16]. Nowa-
days, the nanocrystalline structure has been obtained more
frequently and actually through the thin-film process rather
than through the powder process. For such submicron-scale
applications very fine-grained thin films with highly uniform
and highly textured microstructures are preferable. Thus
intensive and extensive studies have been attempted to pre-
pare the applicable thin films with nanocrystalline structures
by using various fabrication methods, such as wet-chemical
processes, physical and chemical vapor depositions [17–31].
In the case of solution-based (wet)-chemical method, it
has been known to offer numerous advantages, includ-
ing excellent compositional control, uniform homogeneity,
ease of fabrication over large area, and especially low cost.
And so several wet-chemical methods utilizing metallor-
ganic compounds and sol–gel processing have been exten-
sively employed to prepare thin films of the lead-based
ferroelectric materials [32, 33]. The methoxyethanol route
in which 2-methoxyethanol was conventionally used as a sol-
vent has been applied to the alkoxide-based sol–gel pro-
cess for the film preparation because 2-methoxyethanol can
act as a bridging ligand and has a sufficient solubility for
alkoxides and salts [34, 35]. However, lead-based thin films
deposited on the Pt or oxide electrode by conventional
methoxyethanol sol–gel process suffer from the presence of
irregular microstructures which are detrimental to submi-
cron device performance. Modified processes using differ-
ent solvents and/or chelating agents are often applied to
overcome some problems of solution and film such as the
instability against moisture and difficulty of multicomponent
synthesis [36–38].

In this study we introduced the solution-derived
lead-based perovskite thin films with different chemical
compositions and electric phases such as ferroelectric
Pb(Mg1/3Nb2/3�O3 (PMN), ferroelectric PbTiO3 (PT), anti-
ferroelectric PbZrO3 (PZ), ferroelectric/antiferroelectric
Pb(Zr1−xTix�O3 (PZT), and ferroelectric/antiferroelectric
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Pb0�99[(Zr0�6Sn0�4�1−XTiX]0�98Nb0�02O3 (PZSTN) by using the
modified and conventional methoxyethanol routes [39–41].
Their microstructures could be controlled in the respect
of solution chemistry, phase transformation kinetics, and
composition control, respectively. The solution process-
ing, film heat-treatment condition, film composition, and
deposition sequence are widely discussed in terms of the
nanocrystallization of the thin film. Considering the fact
that in case of chemical solution-derived thin films, most
of fabrication processes were limited to the hydrothermal
and spray pyrolysis methods [19–27], this study seems to
be meaningful. Furthermore, the recent approaches have
been to acquire a long-term reliability of the ferroelectric
thin films including resistance to electric fatigue, imprint,
and leakage. It has been suggested that the fatigue in the
antiferroelectric ceramics and thin films is much less severe
than that in the ferroelectric counterparts [42, 43]. Also, the
modification of nanocrystalline size is thought to be related
closely with electrical fatigue. So the novel method has been
introduced to modify nanocrystalline microstructure and to
study its effect on electrical fatigue in PZT and PZSTN with
the Pt electrode system. Therefore, the main topics of this
chapter are to explain and analyze the effects of the mod-
ified solution chemistry, crystallization, and compositional
variation on the nano-scale microstructure and related
characteristics of the ferroelectric and antiferroelectric
lead-based thin films.

2. SYNTHESIS OF LEAD-BASED
FERROELECTRIC THIN FILMS

2.1. Solution Preparation

The Pb-based complex perovskite films were prepared by a
conventional methoxyethanol chemical solution deposition
[44] and a modified version of the route described by Yi
et al. [35] and Park et al. [39, 45]. The starting materials were
lead acetate (Pb(CH3COO�23H2O), zirconium n-propoxide
(Zr(O-nC3H7�4�, magnesium ethoxide (Mg(OC2H5�2�,
tin acetate (Sn(CH3COO)4�, titanium isopropoxide
(Ti(O-iC3H7�4�, and niobium ethoxide (Nb(OC2H5�2�.
Propylenglycol, deionized water, and 2-methoxyethanol
(CH3OC2H4OH) were used as a solvent. For the PMN
and PZT precursors prepared by modified process, tri-
ethanolamine (TEA) and acetylacetone (AcAc) were used
as a complexing agent to control hydrolysis reaction with
metal alkoxides, respectively. In the case of PMN solution,
the A-site and B-site precursors of ABO3 perovskite struc-
ture were prepared separately. The appropriate amounts
of the B-site precursors, such as magnesium ethoxide and
niobium ethoxide, were mixed in 2-methoxyethanol and
heated to ∼110 �C for 24 h in a dry atmosphere. The solu-
tions were then cooled to room temperature and then TEA
(R = 1; where R = mole of TEA/mole of metal alkoxides)
was added to create the B-site complex compound. In a
separate vessel, to make the A-site precursor, lead acetate
trihydrate was mixed with propyleneglycol and water in a
1:12:44 molar ratio. The solution was then heated to ∼70 �C
for dissolution of lead acetate trihydrate. This method was
used to prepare all of Pb precursors. Finally, the A-site and

B-site precursors were mixed and allowed to react at room
temperature for 3 h to form the PMN solution.

For the preparation of PT and PZ solutions, titanium iso-
propoxide and AcAc (R = 1; where R = mole of AcAc/mole
of metal alkoxides) were added in 2-methoxyethanol. The
refluxing and distillation of this mixture resulted in gold-
colored solutions with a concentration of about 0.5 M.
After refluxing for 3 h in air, the solution was cooled to
room temperature. Finally, the PT chemical solution was
prepared by mixing of the Pb and Ti solutions and dilut-
ing with 2-methoxyethanol. Similarly, PZ solution was pre-
pared by the same solution processing method mentioned
above. Pb(Zr0�5Ti0�5�O3 (PZT) solution was obtained by mix-
ing and reacting equal amounts of PT and PZ precursors.
For (x)PMN-(1 − x)PZT and (x)PMN-(1 − x)PT solutions,
the corresponding amounts of PZT, PT, and PMN precur-
sors were mixed and allowed to react for 3 h to obtain a
desired composition.

In the conventional process, all starting sources of lead for
A-site cation and others such as Zr, Nb, Sn, Ti for B-site
cation were refluxed and distilled in 2-methoxyethanol as
describedelsewhere[42,43]. Then each solution was admixed
to the corresponding Pb0�99[(Zr0�6Sn0�4�1−XTiX]0�98Nb0�02O3
(PZSTN), PZ, and PZT compositions. Various PZSTN com-
positions with different electric phases were obtained by
changing x; as x = 0�03 for antiferroelectrics (40/3/2) and
x = 0�15 for ferroelectrics (40/15/2). All mixed-precursor
solutions prepared by the modified and conventional pro-
cesses were partially hydrolyzed to give a 0.3 M stable sol
by diluting them with 2-methoxyethanol. After refluxing at
room temperature for 24 h in air, they were aged for 24 h
for the film coating process.

2.2. Thin-Film Fabrication

Film deposition was carried out on the Pt (111)-coated
{100} silicon substrates (Si/10,000Å-SiO2/200Å-Ti/1500Å-
Pt) by spin-coating at 2800 rpm for 30 s. Following pyrolysis
at 350–380 �C for 3 min, additional layers were spin-coated
to build up the desired thickness. The films were crystal-
lized by the rapid insertion heating process at 700–750 �C for
10 min. The final film thicknesses were about 330–350 nm. In
order to investigate the effect of heat-treatment procedure
on microstructure and related characteristics, three different
conditions (F I, F II, F III) for the ferroelectric PMN-PT
thin-film series and two different conditions (AF I, AF II)
for the antiferroelectric/ferroelectric PZSTN thin-film series
were selected, respectively. For the F I process, the film was
singly crystallized at 730 �C for 5 min after deposition of
multilayer amorphous film. For the F II, the film was crys-
tallized at 730 �C for 5 min after heating the first layer at
the same condition, while layer-by-layer heating at 730 �C
for 5 min was done in sequence for the F III process [39].

The antiferroelectric/ferroelectric PZSTN thin films were
formed by crystallizing at 700 �C for 10 min after heating
each layer at 350 �C (AF I) and after crystallizing each layer
at 700 �C for 5 min without pyrolysis at 350 �C (AF II),
respectively. In case of the thin films having the buffered
structure, a total of seven layers was deposited with varying
stacking sequences such as AFE layer/FE layer/AFE layer
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(AFE buffered FE), and FE layer/AFE layer/FE layer (FE
buffered AFE), where PZT(50/50) and PZNST (40/15/2)
thin films, and PZ and PZNST (40/3/2) thin films were
applied as ferroelectric and antiferroelectric layers, respec-
tively. The total thickness of the annealed films was about
330 nm.

2.3. Measurements and Characterization

2.3.1. Spectroscopic Characterization
The structure and crystallinity of the films were character-
ized by an X-ray diffraction (XRD; Rigaku Co., Japan) using
CuK� radiation. Typically step scans from 20� to 60�, at 0.04
increments and 4 s count time, were used. A differential
thermal analysis (DTA) and thermogravimetry (TG) were
performed on dried gel powders which were prepared by
heating to 150 �C for 24 h. DTA diagrams were obtained at a
heating rate of 10 �C/min and an airflow rate of 40 cm3/min.
Also organic residue of the film after coating each layer was
analyzed by using FT-IR (1600, Perkin Elmer, USA), where
the film was deposited on MgO(100) single crystal. The film
morphology was observed by a scanning electron microscope
(SEM; S4200, Hitachi, Japan).

2.3.2. Electrical Measurements
Electrical measurements were made through the film thick-
ness using Pt top electrode 0.5 mm in diameter prepared
by sputtering through a shadow mask. Electrical contact
was made to the bottom electrode with a probe wire,
whereas the top contact was made with a microprobe tip.
Low field dielectric properties were determined by an
impedance/gain phase analyzer (4194A, Hewlett-Packard,
USA) with an oscillation of 10 mV and frequencies of 0.1
kHz to 100 kHz. The hysteresis loop of polarization (P) ver-
sus electric field (E) and the fatigue characteristics of each
film were obtained with a modified computer-controlled
Sawyer–Tower circuit using an RT66A ferroelectric tester
(Radiant Tech., USA) in conjunction with an external func-
tion generator (19, Wavetek, USA) and digitizing oscillo-
scope (VC6025, Hitachi, Japan).

3. PHYSICAL PROPERTIES OF PMN
AND PZT THIN FILMS

3.1. Solution Chemistry

Since Budd et al. [34] first demonstrated the methoxyethanol
route, the modification of this route has been done in many
ways. Especially to control the hydrolysis and condensation
reaction of parent alkoxides during solution preparation, a
number of related sol–gel methods using several alkoxides
stabilized by chelating agents, or using other alcohol solvent,
have been proposed. Alkoxides of some metals, such as Zr,
Ti, and Nb, react with 	-dikonates, diethanolamine, or tri-
ethanolamine to form chelate complexes [35, 39, 46]. These
chelated complexes are less sensitive to moisture and result
in stability to hydrolysis and precipitation during the solution
preparation. Generally, thin films prepared by using solu-
tion stabilized by chelating agent show relatively high crys-
tallization temperature and small grain size but little porous

microstructure because they contain more carboxyl ligand
and require high thermodynamic driving force to decompose
the organic compound. A good understanding of organic
decomposition behavior of solution precursor and/or gel
in chemical solution processing is essential to obtain more
dense microstructure in chemical solution-derived thin films.

DTA/TG diagrams of PMN, PZT, and 0.5PMN-0.5PZT
are represented in Figure 1a, b, and c. The main exother-
mic peaks at 300–400 �C are due to the combustion of the
carboxylate compounds bound to the alkoxy groups in the
precursors. This is also confirmed by a distinct weight loss
in the TG data of Figure 1 [47]. It is noted that the tem-
perature at which organic pyrolysis occurred is slightly dif-
ferent for the different compositions. In case of PMN gel
powder, a large exothermic peak due to organic combustion
appears at around 400 �C, while for the PZT and 0.5PMN-
0.5PZT gel powders, it appeared at about 288 �C and 360 �C,
respectively. The difference of organic pyrolysis temperature
is mainly attributed to different chelating agents used in the
preparation of each chemical solution as explained in the
previous experimental section. This suggests that the pyroly-
sis behavior is related to the character of carboxylate groups
in the PMN and PZT solution because different complex-
ing agent was used to stabilize each solution. Tahan et al.
[48] reported that DTA diagrams of dried gels were depen-
dent on the mixed ratio of acetic acid to ethyleneglycol in
(Ba, Sr)TiO3 solution processing. Thus, this difference is
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Figure 1. (a) DTA/TG curves of PMN solution-derived gel powder,
(b) PZT solution-derived gel powder, and (c) 0.5PMN-0.5PZT solution-
derived gel powder. Reprinted with permission from [47], J. H. Park
et al., Ferroelectrics 260, 75 (2001). © 2001, Gordon and Breach.
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also explained by comparison of physical properties of the
constituents used in this study. Table 1 represents the physi-
cal constants of typical solvent and various chelating agents
[49]. As shown in Table 1, TEA has higher molecular weight
and boiling point than those of acetylacetone or acetic acid.
This reason is why organic pyrolysis temperature of the
PMN solution is higher than that of the PZT solution. Two
exothermic peaks of the Figure 1c solution also indicate the
behavior of different chelating agents in 0.5PMN-0.5PZT
solution, where peak temperatures were slightly different.
In case of the modified chemical solution process, it may
be more worthwhile to consider appropriate heat-treatment
condition to eliminate organic content in the amorphous
films and minimize the film cracking during the crystalliza-
tion. Organic pyrolysis behavior was also investigated by FT-
IR spectroscopy analysis. The typical FT-IR transmittance
spectra shown in Figure 2 ascertain that in case of 0.5PMN-
0.5PZT thin films, most organic groups were burned out in
the temperature ranges of 350–380 �C. Therefore, an inter-
mediate pyrolysis at 380 �C was performed in case of PMN-
containing thin films, while PZSTN thin films prepared by
the conventional process based on 2-methoxyethanol were
pyrolyzed at 350 �C as explained in the experimental sec-
tion. Figure 3 shows XRD patterns of the PMN, PZT, and
0.5PMN-0.5PZT thin films crystallized at optimum temper-
ature that was experimentally determined in the range of
700–750 �C. It can be found that all the films prepared by
chemical solution have a single-phase perovskite structure
within X-ray detection limit. In analyzing the lattice spacing
of the materials, the thin-film spacings were slightly larger
than in the bulk material. It may be due to the mechani-
cal stress present in thin films caused by lattice or thermal
expansion mismatch between the film and substrate, result-
ing in differences in lattice constant of bulk and correspond-
ing thin-film materials. SEM photographs of the thin films
corresponding to above compositions are shown in Figure 4.
The PMN and PZT films showed uniform grain structures
with an average grain size of about 400 nm and 150 nm,
respectively. The 0.5PMN-0.5PZT films also showed uni-
form and dense microstructure with an average grain size

Table 1. Physical properties of typical solvents and chelating agents.

Chemical name
Formula Mw bp 
 nD

2-methoxyethanol 76�10 124�43 0�9663 1�4028
C3H8O2

Propylenglycol 76�10 188�2 1�036 1�4324
C3H8O2

Acetic acid 60�05 118 1�053 1�049
C2H4O2

Acetylacetone 100�12 140�05 0�976 1�4512
C5H8O2

Water 18�01 100�00 1�000 1�333
H2O

Triethanolamine 149�19 335�4 1�1242 1�4852
C6H15NO3

Note: Mw: molecular weight (g), bp: boiling point (�C) at 1 atm., 
: density
(g/cm3� at 20� C, nD: refractive index at R.T.
Source: Reprinted with permission from [49], C. R. Hammond, in “CRC Hand-

book of Chemistry and Physics” (D. R. Lide, Ed.). CRC Press, Boca Raton, FL,
1995. © 1995, Chemical Rubber Company Press.
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Figure 2. FT-IR transmittance spectra collected from thin layers by
heating at different temperatures, (a) as deposited, (b) 200 �C for 3 min,
(c) 300 �C for 3 min, (d) 350 �C for 3 min, and (e) 380 �C for 3 min.

around 200 nm. For the precursor modified with complexing
agent or specific catalyst, it requires relatively higher tem-
perature to decompose the organic compound and resulted
in smaller grain size distribution or higher crystallization
temperature. Similarly, Francis and Payne [50] reported that
more uniform and small-grain-sized PMNT thin films were
developed by adding benzoic acid as a catalyst.

Figure 5 shows the frequency dependency of the dielec-
tric constant and loss for various films by chemical solu-
tion. The room-temperature dielectric constants, measured
at 1 kHz, of the PMN, PZT, 0.5PMN-0.5PZT, 0.9PMN-
0.1PZT, and 0.9PMN-0.1PT films, are summarized in Table 2
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Figure 3. XRD patterns of solution-derived ferroelectric thin films.
(a) PMN, (b) PZT, and (c) 0.5PMN-0.5PZT thin film. Reprinted with
permission from [47], J. H. Park et al., Ferroelectrics 260, 75 (2001).
© 2001, Gordon and Breach.
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(a) (b)

(c)

Figure 4. SEM photographs of chemical solution-derived ferroelectric
thin films. (a) PMN, (b) PZT, and (c) 0.5PMN-0.5PZT thin film.
Reprinted with permission from [47], J. H. Park et al., Ferroelectrics 260,
75 (2001). © 2001, Gordon and Breach.

[47, 51, 52]. The dielectric properties of the Pb-based thin
films were comparable or superior to those of the films with
same composition prepared by conventional sol–gel process
as reported previously [50, 53, 54]. This confirms that the
chemical solution method modified by the chelating agent
used in this study can be applied to prepare a reliable ferro-
electric thin film with a variety of lead-based compositions.
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Figure 5. Frequency dependencies of dielectric constant and tan � for
the various ferroelectric thin films by chemical solution deposition.

Table 2. Summary of the dielectric and hysteresis properties of
solution-derived Pb-based ferroelectric thin films by chemical solution
deposition.

Pr Ec

Thin films �r1 kHz � (%)a tan � (�C/cm2) (kV/cm)

PMN 2600 13�1 0�03 1�3 4�5
0.5PMN-0.5PZT 1994 13�5 0�03 14�3 34�8
0.1PMN-0.9PZT 1420 7�1 0�03 18 40
PZT 926 6�8 0�027 11�3 48�5
0.9PMN-0.1PT 2750 12�7 0�031 5�8 11

aDegree of dispersion for the dielectric constant with frequency (�) was cal-
culated from the equation ��r1 kHz − �r100 kHz�/�r1 kHz × 100 �%�.
Source: Reprinted with permission from [47], J. H. Park et al., Ferroelectrics

260, 75 (2001). © 2001, Gordon and Breach.

3.2. Nucleation and Grain Growth

Figure 6 shows typical XRD patterns for 0.5PMN-
0.5PT(50PMNT) thin films prepared according to the mul-
tilayer film formation and heating process as explained in
experimental part. These diffraction patterns showed that
they were developed highly (100)-oriented ones (F I film)
(Fig. 3a) while the highly (111)-oriented films were obtained
for F I and F II films (Fig. 3b and c). In regard to both
(111)- and (100)-oriented thin films, Liu and Phule [55]
reported that the (111) nuclei grew and a strong (111) tex-
ture developed in sol–gel-derived PZT film, when the film
that had a perovskite seed layer formed in-situ was subjected
to a higher-temperature heat treatment. Tani et al. [56] sug-
gested that (100) PLZT texture was developed, when the
film was deposited onto platinized Si substrate which was
free of any intermetallic phase between Pt and Ti. Further,
they also concluded that this (100) texture represented min-
imum surface energy. Figure 7 shows the SEM photographs
of the 50PMNT films with different multilayer film forma-
tion conditions. The thin film deposited by F I process con-
sisted of small and large grains with grain size distribution of
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Figure 6. XRD patterns of solution-derived 0.5PMN-0.5PT thin films
deposited on Pt-passivated Si by (a) F I, (b) F II, and (c) F III processes.
Reprinted with permission from [41], J. H. Park et al., J. Am. Ceram.
Soc. 82, 2116 (1999). © 1999, American Ceramic Society.
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(d)(c)

0.5 µm
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0.5 µm

Figure 7. SEM photographs of the 0.5PMN-0.5PT thin films by (a)
F I, (b) F II, (c) F III processes, and (d) cross-sectional view of (b).
Reprinted with permission from [41], J. H. Park et al., J. Am. Ceram.
Soc. 82, 2116 (1999). © 1999, American Ceramic Society.

about 50 to 200 nm. On the other hand, the grain size of the
film by F II process became smaller. For the film by the F III
process shown in Figure 4c, its grain size reduced effectively
up to average grain size under 20 nm. It means that intro-
duction of a perovskite seed layer before a crystallization
of amorphous thin film could facilitate the microstructural
change of the films into more small and uniform grain size
distribution. It is possibly ascribed to the presence of more
nucleation sites between Pt substrate and the film or in the
film, resulting in smaller grain size distribution [40, 57, 58].
The dielectric and ferroelectric properties of the films with
different multilayer film formation conditions are summa-
rized in Table 3. The dielectric constant of the F I film
was slightly larger compared to that of F II or F III films
heat-treated at 730 �C. These results imply that the degree
of orientation and microstructure with different grain sizes
have effects on the weak-field dielectric properties. A similar
correlation between the orientation and grain size distribu-
tion has been also noticed by Aoki et al. [59] on sol–gel-
derived PZT films, even when no pure perovskite phase was
observed. Figure 8 indicates that the microstructure of PZT
thin film effectively changed through the addition of relaxor
compound and an increase of zirconium to titanium ratio,
confirming that nanocrystallization of thin film can be con-
trolled by compositional modification as well as crystalliza-
tion condition.

Table 3. Comparison of dielectric properties of the 0.5PMN-0.5PT thin
films deposited with various annealing conditions.

Annealing Dielectric constant tan � Preferential
condition (at 1 kHz) (at 1 kHz) orientation

F I 1690 0.02 �100�
F II 1378 0.03 �111�
F III 1413 0.03 �111�
Source: Reprinted with permission from [41], J. H. Park et al., J. Am. Ceram.

Soc. 82, 2116 (1999). © 1999, American Ceramic Society.

(a) (b)

0.5 µm 0.5 µm

Figure 8. SEM photographs of the (a) 10 mol% PMN modified
PZT(50/50) and (b) Zr/Ti modified PZT (80/20).

4. ELECTRICAL FATIGUE
OF PZSTN THIN FILMS

4.1. Grain Size Effect

PZSTN compositions are also known to be attractive mate-
rial for actuator and transducer applications due to relatively
easier introduction of antiferroelectric and ferroelectric
phase, leading to large displacement [60–63].

The antiferroelectric (40/3/2) and ferroelectric (40/15/2)
PZSTN thin films were prepared by different heat treat-
ments (AF I, AF II, AF III) and their SEM photographs
are shown in Figure 9. The films prepared by the AF I pro-
cess consisted of the large grains for both films (Fig. 9a, b),
while, in the films prepared by the AF II, the nano-
crystalline microstructure of very fine grains under 100 nm
was obtained, where the 40/15/2 film showed a little larger
grains than 40/15/2 possibly due to the higher content of
ferroelectric (PZT) phase.

The antiferroelectric film (40/3/2) has small values of
switchable polarization compared to those of the ferro-
electric film (40/15/2). The saturated polarization (Ps),
corresponding to the difference between switched polar-
ization (P*) and the half value of switchable polarization
((P∗r-P∧r)/2), has been introduced [32, 40]. The change
of normalized Ps in the PZSTN thin films is shown in
Figure 10. The degradation of polarization in the ferro-
electric composition (40/15/2) was steeper than that in the

(b)

(d)(c)

(a)

Figure 9. SEM photographs of the PZSTN thin films with antiferro-
electric (40/3/2) composition (a) by the AF I and (c) by the AF II
process; and ferroelectric (40/15/2) composition (b) by the AF I process
and (d) by the AF II process.
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Figure 10. Comparison of the fatigue curves between the films pre-
pared by the AF I process and the AF II process for (a) antiferroelectric
(40/3/2) and (b) antiferroelectric (40/15/2) compositions.

antiferroelectric composition (40/3/2). It was considered that
the antiferroelectrics contained mainly 180� domains which
had smaller internal stress during switching cycles compared
to 90� domains as reported elsewhere [64].

The following things seem to be more interesting. The
PZSTN thin films prepared by the AF I process (the large
and irregular grain size) showed more degradation of polar-
ization than the films prepared by the AF II process show-
ing nanocrystalline structure with regular grain size for both
compositions. The steeper degradation of polarization in
the films prepared by the AF I process could be mainly
attributed to the larger grains and irregular microstructure.
The different distributions of the applied electric field and
internal stress between the large perovskite grains and the
grain boundaries (or the different phases between grains)
during repetitive switching should generate the electrical
and mechanical defects especially at the interfaces of the
two different phases. The uniformly distributed nanocrys-
talline structure could release the stress coming from the
above reason more than the microstructure consisting of the
large grains. Similar phenomena will be found in the results
shown in the next section.

The phase images of electrostatic charge were taken using
a commercial scanning force microscope. Initially, a dc
voltage of −10 V was applied while a conductive tip scanned
over the desired area. Subsequently, the phase images were
obtained under applying an ac voltage of 1 V and a fre-
quency of 17 kHz. Details of instrumentation and mech-
anisms for the imaging have already been published [65].
Figure 11 shows phase images of electrostatic charge of the
40/3/2 and 40/15/2 compositions. After being scanned with a
conductive tip held under an applied dc voltage of −10 V,
the thin film having 40/3/2 composition showed a quite dif-
ferent phase image compared with the film having 40/15/2
composition. In the 40/3/2 film [Fig. 11a], the bright regions
of the phase image result from the polarization directions
toward the bottom electrode while the dark regions result
from the polarization directions toward the top electrode.
The bright and dark regions seemed to consist of several
nanocrystalline grains. This behavior implies that the very
small nano-sized domains have their antiferroelectric prop-
erties. It was confirmed that the antiferroelectric 40/3/2 com-
position was switched by 180�. On the other hand, the phase
image of the 40/15/2 film [Fig. 11b] showed no contrast in
the whole area. This configuration also means that the full

4 µm

(a) (b)

Figure 11. Phase images of electrostatic charge of the PZSTN thin films
with (a) antiferroelectric (40/3/2) and (b) ferroelectric (40/15/2) com-
positions after applying −10 V. Reprinted with permission from [68],
J. H. Jang et al., Appl. Phys. Lett. 73, 1823 (1998). © 1998, American
Institute of Physics.

nano domains of the 40/15/2 have switched to the unipolar
direction and switched by 90�.

4.2. Buffer-Layer Effect

In addition to the effect of the overall grain size of the
PZSTN thin films on the electrical properties, we have mod-
ified the grain size of very thin buffer layers existing on the
interface between the electrode and the main body. The
buffer layers have the PZT and PZSTN system but utilized
different compositions to the main dielectric films. The PZ
buffer layer on PZT body has grain size less than 20 nm as
shown in Figure 12a. The PZT buffer layer on PZ body has
two different grain sizes of about 20 nm, same as PZ buffer,
and 60–70 nm as shown in Figure 12b.

The change of P*r-P∧r as a function of switching cycles
of PZT, PZ buffered PZT, and PZT buffered PZ is shown
in Figure 13 [64]. P*r is the switched remanent polarization
between two opposite polarity pulses, and P∧r is the non-
switched remanent polarization between two same polar-
ity pulses. The difference between P*r and P∧r denotes
the switchable remanent polarization, an important vari-
able for nonvolatile memory application. The PZT films
showed a significant drop in polarization after 105 cycles.
The PZ buffered PZT did not show any drop of polariza-
tion up to 109 cycles with sufficient remanent polarization of
about 5 �C/cm2. The virgin state of the PZ buffered PZT
has smaller remanent polarization than that of the PZT.
However, the relative values were reversed after 2 × 106

cycles. This implies that the nanocrystalline antiferroelectric

(a) (b)

Figure 12. SEM photographs of (a) AFE-PZ buffer on FE-PZT and
(b) FE-PZT buffer on AFE-PZ thin films.
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Figure 13. Switchable polarization (P*r-P∧r) based on ferroelectric
PZT(FE) and antiferroelectric PZ(AFE) thin films. Reprinted with per-
mission from [64], J. H. Jang and K. H. Yoon, Appl. Phys. Lett. 75, 130
(1999). © 1999, American Institute of Physics.

layer should act as a barrier to degradation of polarization.
Reduced stress related to 180� domains during switching
would suppress the formation of electrical and mechanical
defects, which cause the generation of the oxygen vacan-
cies [42, 43]. The near zero fatigue in the PZ buffered PZT
compared with that of the PZT films was attributed to the
relatively low stress and the resulting low number of oxy-
gen vacancies induced at the ferroelectric or antiferroelec-
tric-Pt electrode interface [66, 67]. With the antiferroelectric
phase, the nanocrystalline microstructure played an impor-
tant role to reduce the internal stress. It was confirmed
by the fact that PZT buffered PZ also showed very good
fatigue endurance as shown in Figure 13, although it had
an insufficient remanent polarization value for FRAM appli-
cation. The saturated polarization (Ps) of AF, AF buffered
FE, FE buffered AF, and FE is shown in Figure 14 [67]. All
films except FE showed near zero fatigue after 109 cycles.
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Figure 14. Switchable polarization based on ferroelectric PZSTN(FE)
and antiferroelectric PZSTN(AFE) thin films. Reprinted with permis-
sion from [67], J. H. Jang and K. H. Yoon, Thin Solid Films 401, 67
(2001). © 2001, Elsevier Science.

The FE and AF buffered FE showed sufficient remanent
polarization, while FE buffered AF and AF showed insuf-
ficient remanent polarization. The AF buffered FE showed
excellent fatigue properties maintaining more than 90% of
initial polarization values after 109 cycles. FE showed the
stiffest degradation of polarization. FE buffered AF showed
better fatigue endurance than FE. The near zero fatigue
in the AF buffered FE was attributed to the fact that the
nanocrystalline microstructure having antiferroelectric phase
should act as a barrier to degradation of polarization. The
relatively lower stress and the resulting smaller number of
oxygen vacancies should be induced at the nanocrystalline
buffer-Pt electrode interface than at the large grains-Pt elec-
trode interface.

Figure 15 shows the hysteresis loops and the leakage
current component of the PZ buffered PZT film with dif-
ferent switching cycles [64, 67]. The hysteresis loops and
leakage current component of the corresponding hysteresis
loop were measured using the same sample, using “Analysis”
software in RT66A ferroelectric tester. During the voltage
step, the change in charge (dQ) due to the leakage cur-
rent can be estimated from the measured resistance by the
following equation:

dQ = �V ×A× �T �/R (1)

where V is the voltage applied across the film, A is the
capacitor area, �T is the time increment, and R is the
resistance for polarity of the applied voltage. In the hystere-
sis loop after 105 cycles, the remanent polarization increased
compared with the initial state, and such behavior agreed
with the P*r-P∧r data in Figure 13. The increase of rema-
nent polarization near 105 cycles should be related to the
release of the suppressed polarization originating from the
difference in lattice parameters between PZT and PZ. The
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American Institute of Physics; and from [67], J. H. Jang and K. H.
Yoon, Thin Solid Films 401, 67 (2001). © 2001, Elsevier Science.



Pb-Based Ferroelectric Nanomaterials 443

release of polarization occurred asymmetrically. This behav-
ior was attributed to the different natures of crystalliza-
tion between the two PZ layers, because one PZ layer was
crystallized on the Pt bottom electrode and the other PZ
layer was crystallized on PZT layers during the deposition
process of the films. As well as near 105 cycles, the leak-
age current component of the corresponding hysteresis loop
(Fig. 15a) increased negligibly after 109 cycles. This result
supports the release of the suppressed polarization. The
resistivity measurement also indicated that the resistivity of
the PZ1/PZT5/PZ1 film did not change after 109 cycles.
In the hysteresis loop of FE (Fig. 15b), the increase of
remanent polarization in hysteresis loop of FE was found
after 107 cycles. The increase in FE should come from the
leakage current component of the corresponding hysteresis
loop increased after 107 cycles. The reason for leakage in
fatigued FE could be explained by the large displacement of
the grains under the applied field and the large stress dur-
ing the 90� domain switching. The AF buffered FE showed
nearly no increase of remanent polarization and leakage cur-
rent component after 109 cycles as shown in Figure 15c.
There should be a small amount of defect dipoles due to
nanocrystalline antiferroelectric buffer. The negligible leak-
age current component could be explained by the reason
that the antiferroelectric buffer has very small grain size
and internal stress during 180� switching acts as a barrier to
fatigue between the electrode and the ferroelectric layers.
Therefore, the antiferroelectric buffer could be resistant to
mechanical stress and resulting microcracking or production
of electrical defects. The AF buffered FE showed some-
what different fatigue properties from the PZ buffered PZT.
In the PZ buffered PZT, there was the release of the sup-
pressed polarization originating from the mismatches in lat-
tice parameters and microstructures between PZT and PZ,
while there was no significant change in AF buffered FE
during 109 cycles of ±10 V due to the similar lattice param-
eters and microstructures [64].

5. CONCLUSIONS
We have outlined the chemical synthesis of Pb-based
nanocrystalline perovskite thin films and their effects on the
electrical properties such as dielectric constant, hysteresis
loop, and especially fatigue character. For Pb-based per-
ovskites, the modification of metal alkoxide by a chemical
solution processing gave rise to the formation of a stable
complex against hydrolysis, and eventually enhanced reliabil-
ity and uniformity of the films. Surface microstructural char-
acteristics resulting from the crystallization of as-prepared
thin films were found to depend strongly on the various mul-
tilayer film formations as well as solution chemistry. More-
over, with proper control of multilayer thin-film formation
procedure, it may be possible to control its related dielectric
properties as well as preferred orientation of the ferroelec-
tric thin films.

For antiferroelectric and ferroelectric PZSTN thin films,
nanocrystalline microstructure was obtained with various
heat treatments and compositional change, and the mod-
ified multilayer processes improved the electric fatigue

endurance. From the scanning force microscopy, it was con-
firmed that the very small nano domains have their ferro-
electric and antiferroelectric properties.

The nanocrystalline antiferroelectric buffer has improved
the electric fatigue endurance of the PZT-based ferroelec-
tric thin films prominently. The P*r-P∧r of the PZ buffered
PZT films and AF buffered FE (PZSTN) showed near
zero degradation of polarization after 109 cycles on the
Pt electrode. The nanocrystalline antiferroelectric PZ and
AF buffers acted as barriers to fatigue due to their 180�

domain switching and stress release in the nanocrystalline
microstructure. It is expected to be applied to other popu-
lar thin-film processes for nonvolatile memory applications
and other fields, such as the actuator which needs long-term
reliability.

GLOSSARY
Antiferroelectric (AFE) There is no net polarization of a
cell in the absence of an electric field, but the cell is polar-
ized when a field is applied. An antiferroelectric material
will be strongly repelled by an electric field. The dipole
moments in an antiferroelectric are arranged with an equal
number pointing in each direction.
Electric fatigue The loss in switchable polarization at a
fixed drive voltage as a function of the continuous switching
of a ferroelectric capacitor.
Ferroelectric (FE) A kind of electric phase in crystal where
the centers of the positive and negative charges do not coin-
cide even without the application of external electric field.
In this case, spontaneous polarization exists in the crystal.
And the polarization of the dielectric can be reversed by an
electric field.
Microelectromechanical system (MEMS) Devices that
have a characteristic length of less than 1 mm but more than
1 �m, that combine electrical and mechanical components
that are fabricated using integrated circuit batch-processing
technologies.
Nanoelectromechanical system (NEMS) The NEMS devi-
ces that have the dimension of nanometer range.
Sol–gel process Colloidal route used to synthesize chemi-
cals with an intermediate stage including a sol/or a gel state.
(Sol–gel is restricted to the gels synthesized from alkoxides).
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1. INTRODUCTION
Recently, there has been enormous interest in nanomate-
rials such as nanotubes and nanowires which show supe-
rior electronic, magnetic, and mechanical properties that
may not be obtained in the bulk states [1–5]. Therefore,
it is natural for material scientists to use such excellent
nanometer-sized materials as building blocks to build var-
ious miniaturized devices. One of the interesting applica-
tions is to build these nanotube-based devices in solution
[6–11]. If nanotubes are soluble in aqueous solution (i.e.,
nanotubes are not aggregated in solution), they will be
very practical in use for biological and medical applica-
tions. The water-soluble nanotubes are also advantageous to
organize nanotubes in solution by using self-assembly and
supramolecular processes.

Among various nanotubes, peptide molecule-assembled
nanotubes satisfy those features. Peptide nanotubes are
water-soluble and functional groups of peptides such
as amide and carboxylic acid can highly enhance their
self-assemblies via hydrogen bonding in solution. Pep-
tide nanotubes usually possess high affinity to biologi-
cal molecules via hydrogen bonding with their amide and
carboxylic acid groups and this feature enables peptide
nanotubes to decorate with various molecules or to sense
biological molecules. This versatile functionalization capa-
bility makes peptide nanotubes flexible templates to create
various exotic nanotubes. Addition of functionality to pep-
tide nanotubes can also be achieved by incorporating the
functional groups into peptide monomers [12] via organic
synthesis. Once this modified peptide monomer is assembled

into nanotubes, the functional groups are also incorporated
in the nanotubes. However, one needs to be careful because
addition of functional groups to peptide monomers may
affect their assembled nanotube structures. In other words,
the certain additions may totally prevent nanotube forma-
tion because molecular self-assembly is very sensitive to the
chemical structures of monomers [13]. Therefore, optimiza-
tion of growth conditions for peptide nanotubes may be nec-
essary when peptide monomers are modified to add new
functionalities.

Another advantage of peptide nanotubes is that the
nanotube structure and size can be controlled by exter-
nal environments such as surfactant, solvent, temperature,
and pH. One of the important factors to determine assem-
bled nanotube structures is the degree of protonation in
amide and carboxylic acid groups under these environmen-
tal changes. The protonation states of those groups have
a significant effect on intermolecular hydrogen bonding
and hydrophobicity of peptide monomers, which are driv-
ing forces of the peptide nanotube formation. Therefore,
the strengths of hydrogen bonding and hydrophobicity of
peptide monomers, controlled by the environments, deter-
mine the assembled nanotube structure. This feature allows
us to synthesize peptide nanotubes in certain dimensions
with high reproducibility by controlling experimental condi-
tions. Once peptide monomers are assembled into peptide
nanotubes, they are quite stable and can be used as build-
ing blocks for device fabrication in relatively harsh environ-
ments. Peptide assemblies may seem unstable; however, the
peptide monomers are assembled into crystalline nanotubes
via three-dimensional hydrogen bonds, which makes peptide
nanotubes fairly rigid (See Fig. 4 later in this chapter). For
example, the melting point for one of the peptide nanotubes
is 235 �C which is high enough for various device fabrica-
tion conditions [14]. In neutral solution, peptide nanotubes
are stable for more than a year, although the solution
must be microorganism free because it can consume peptide
nanotubes.

The third advantage of peptide nanotubes is that the
nanotube structure can be well defined in the molecu-
lar level [15]. Since the locations and the orientations
of specific functional groups of peptide monomers in the
peptide nanotubes are understood, modification of peptide

ISBN: 1-58883-064-0/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 8: Pages (445–455)



446 Peptide Nanotubes

monomers can design chemical properties of inner and outer
walls of peptide nanotubes respectively. Of course, peptide
monomers have to be functionalized through appropriate
chemical structures to be assembled as the nanotube form.
For example, cyclic d,l,-peptide nanotubes were designed
to have hydrophobic outer walls and hydrophilic inner walls,
which were suitable to fabricate artificial ion channels [16].

For some peptide nanotubes, the nanotube structures and
the sizes are not consistent with the ones expected from
the peptide monomer structures. It seems that the assem-
bled structure of peptide nanotubes should be predictable
from the monomer structure since charge distribution and
strength of intermolecular hydrogen bonding of peptide
monomers at various pHs are well understood. However, the
peptide monomer could undergo conformation changes via
pH change and the structure of peptide nanotubes is very
sensitive to the peptide monomer conformation. As a result,
it is not always straightforward to predict the structure and
the size of peptide nanotube from the chemical structure of
the peptide monomer.

It should be noted that the use of peptide nanotubes
is not limited to biological applications. Biological recog-
nitions of peptide nanotubes can be used to guide the
nanotubes to desired locations in solution for nonbiologi-
cal devices such as electronics and sensors. In this concept,
device designs can be developed by biological interactions
between the nanotubes and biological surfaces instead of
patterning the designs with photolithography. This method
may simplify nanometer-scale device fabrication procedures
and reduce fabrication costs because synthesis of most of
peptides described here is fairly inexpensive.

This chapter consists of three major sections; “Develop-
ment of Peptide Nanotubes,” “Characterization of Peptide
Nanotubes,” and “Peptide Nanotube Applications.” Since
this field is extremely young, there are more reports about
peptide nanotube synthesis than their applications. How-
ever, recently several promising reports about their applica-
tions began to appear and they are summarized in Section 4.

2. DEVELOPMENT OF PEPTIDE
NANOTUBES

2.1. From Linear Peptides to Nanotubes

Self-assemblies of linear amphiphiles (i.e., molecules with
charged head groups and nonpolar tail groups) have
been studied to mimic biological membrane structures
for decades. Those simple linear amphiphiles were self-
assembled by hydrophilic/hydrophobic interactions between
the amphiphiles and surfactants. Phase diagrams of those
assemblies have been well established as functions of
temperature and pressure [17]. Then it was natural to
evolve from the simple amphiphile self-assembly to peptide-
derivatized amphiphile assembly to introduce a new param-
eter to control self-assemblies, hydrogen bonding [18–20].
Self-assembled peptide amphiphile structures are sensitive
to pH that changes the strength of intermolecular hydrogen
bonding between amide and carboxylic acid groups. When
the peptide nanotube are self-assembled in aqueous solu-
tion, the hydrophobicity of peptide monomers also becomes

an important factor to determine the dimension of peptide
nanotubes [21].

Figure 1 is an example illustrating how linear peptide
monomers self-assemble into nanotubes [22]. The peptide
amphiphile monomers in Figure 1a are assembled to ori-
ent the hydrophobic alkyl chain to the core and the amide
group to the outer surface. While this assembled structure
seems to have the same structure as micelles, protonation
states of amides still play an important role to organize this
structure, which is supported by the observation that the
appearance of nanotube depended on pH of solution [23].
Since the nanotube structure from this type of linear peptide
monomer is well defined (i.e., tail group inside and polar
head group outside), functionalization of peptide nanotubes
can be obtained by introducing the functional groups into
the peptide monomer via chemical synthesis. If some func-
tional groups are incorporated into the head groups, those
groups appear on the outer surfaces of nanotubes, which
determines the surface properties of nanotubes. For exam-
ple, a certain peptide sequence for cell adhesion was incor-
porated into the head group of peptide to anchor cells onto
the peptide nanotubes [22]. Figure 2 shows that nanotube
structures are sensitive to chemical structures of peptide

Figure 1. (A) Chemical structure of the peptide amphiphiles, highlight-
ing five key structural features by 1 through 5. (B) Molecular model of
the peptide amphiphiles. C: black, H: white, O: red, N: blue, P: cyan,
S: yellow. (C) Schematic showing the self-assembly of the peptide
amphiphile molecules into nanotubes. Reprinted with permission from
[22], J. D. Hartgerink et al., Science 294, 1684 (2001). © 2001, American
Association for the Advancement of Science.
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Figure 2. TEM images of peptide nanotubes from peptide amphiphiles
with (a) 10 carbons in the hydrophobic chain and (b) 16 carbons in the
hydrophobic chain. Reprinted with permission from [23], J. D. Hart-
gerink et al., Proc. Natl. Acad. Sci. USA 99, 5133 (2002). © 2002,
National Academy of Science.

monomers. The transmission electron microscope (TEM)
image in Figure 2a shows that the peptide nanotubes,
formed from peptide amphiphiles with 10 hydrocarbons in
the hydrophobic chain, aligned in parallel, while the peptide
nanotubes from peptide amphiphiles with 16 hydrocarbons
in the hydrophobic chain were grown shorter and aggre-
gated in random orientation as seen in Figure 2b [23]. The
comparison of those TEM images indicates that the chem-
ical structure of peptide monomers is very sensitive to the
nanotube structure.

There is another type of linear peptide monomer with
two amide head groups connected by a hydrocarbon tail
group (called bolaamphiphile), which showed pH depen-
dence in the assembled structures. This peptide bolaam-
phiphile monomer assembled into the helical form at pH 8
(Fig. 3a) and the nanotube form at pH 5 (Fig. 3b) [24].
This peptide monomer is assembled into the nanotube and
the helical form via three-dimensional hydrogen between
amide and carboxylic acid groups (Fig. 4a, c). X-ray diffrac-
tion and Raman microscopy indicate that lower pH induces
stronger protonation to amide and carboxylic acid groups
that results in stronger intermolecular hydrogen bonds
[24–26]. This change increases the tilting angle of the pep-
tide monomer alignment and more surface curvature of the

Figure 3. Visible microscopic images of self-assembled structures from
the peptide bolaamphiphiles. (a) In a pH = 8 solution, the peptide
bolaamphiphile assembled into helical ribbons. The width of the helices
is about 2 �m and the length varies from 10 to 40 �m. The heli-
cal structures appeared after one week. (b) In a pH = 5 solution, the
peptide bolaamphiphile monomers assembled into nanotube structures.
The diameter of the nanotube is 10–1000 nm. The peptide nanotubes
appeared after two weeks [24].

Figure 4. (a) Chemical structure of peptide bolaamphiphile monomer.
(b) Chemical structure of peptide nanotube from the peptide monomer.
The nanotube surface has free amide groups (shown by arrows and
yellow squares) to immobilize biological molecules and ions to func-
tionalize the peptide nanotubes [28–30, 62].

peptide assembly results in the nanotube formation as if a
sheet of paper is rolled up to a cigar [24]. The observation of
stripes in zigzags on the nanotubes in Figure 4b supports this
nanotube-assembly mechanism. The monomer conforma-
tion of the peptide bolaamphiphile also shows a significant
effect on the self-assembled form. The helix-to-nanotube
transformation was observed in the peptide bolaamphiphile
with the seven-hydrocarbon chain (Fig. 4a). However, the
same peptide monomer with a six-hydrocarbon chain only
forms nanotubes in pH 5 and the helical form did not appear
at higher pH in solution. Spectroscopic studies indicate that
the peptide nanotubes from the six-hydrocarbon chain pep-
tide monomer are assembled via stronger hydrogen bond-
ing than the peptide monomer with the seven-hydrocarbon
chain [27]. It seems that the stronger intermolecular hydro-
gen bonding between peptide monomers with the six-
hydrocarbon chain prevents the structural transformation
between the helix and the nanotube. For this type of peptide
nanotube, functionalization can be obtained by anchoring
molecules onto the nanotube surfaces. While the peptide
nanotube is assembled via intermolecular hydrogen bonds
between amide groups and carboxylic acid groups, an inter-
esting characteristic of the peptide nanotubes is that their
free amide groups can capture and incorporate biologi-
cal molecules such as DNAs, proteins, and porphyrins via
hydrogen bonding (Fig. 4c) [28, 29]. This free amide group
also captures metal ions such as Pt, Pd, Cu, Co, and Ni to
form square planar complexes and the further electroless
plating results in stable metallic coatings [30]. Therefore,
instead of chemically modifying peptide monomer structure,
this type of peptide nanotube can be used as an efficient
template to produce various exotic nanotubes.

Another scheme to produce peptide nanotubes is to
fold linear peptide monomers to the helical structure
(i.e., a shape like a rattled snake). Oligophenylacetylenes
were folded into helical forms as shown in Figure 5 [31].
This structural transformation is induced by solvophobical
interaction between backbone phenyl rings. The peptide
nanotube from the oligophenylacetylenes preserves a hol-
low coil structure because the turning angle of the heli-
cal conformation is wide enough to prevent a close-packed
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Figure 5. Oligophenylacetylene folding equilibrium between the open
state and the helical folded structure [31]. Reprinted with permission
from [39], D. T. Bong et al., Angew Chem. Int. Ed. Engl. 40, 988 (2001).
© 2001, Wiley–VCH.

core. The folded peptide monomers produce nanotubes of
4 Å in diameter. The ease to add additional derivatives into
oligophenylacetylenes is advantageous for this type of fold-
ing peptide nanotubes [32]; however, the dimensions of the
nanotubes in both diameter and length may be limited by the
size of the monomer unless these nanotubes are integrated
by noncovalent interactions to form longer tubes [33].

Peptide nanotubes have been produced from various lin-
ear peptide monomers [34]. Whereas the peptide nanotube
dimension via changes of peptide chain length, functional
groups in the chain, and pH of solution has been studied sys-
tematically [14, 35, 36], the complexity is that those factors
cannot be treated separately. For example, the pH change
will alter charge distributions and intermolecular hydrogen
bonds between peptide monomers. However, it will also
change the peptide monomer conformation via intramolec-
ular charge interactions and/or intramolecular hydrogen
bonds [23]. Since self-assembled nanotube dimension is also
very sensitive to the peptide monomer conformation, some-
times it is difficult to predict the formation of peptide
nanotubes from peptide monomer conformations. However,
it is advantageous that the formation of peptide nanotubes
via molecular self-assembly is very reproducible and the
size of peptide nanotubes is quite monodisperse under the
proper nanotube growth conditions. This feature is strength
for the use of self-assembly in the nanotube formation [37].
In fact, the sensitivity of the assembled structure changes
with experimental conditions may turn to an advantage
when the exotic combined structures are aimed to be fabri-
cated by controlling the growth conditions. For example, the
monomer in Figure 6, which self-assembled into a micro-
sphere at pH 8 and a nanotube at pH 7, can be formed
as the combined structure between the microsphere and
the nanotube (i.e., dumbbell) by switching pHs between
the spherical growth and the tubular growth conditions
[38]. The monomers in Figure 6 were first assembled into
microspheres in a pH 8 solution. Once the microspheres
were grown in diameter of 1 �m, the self-assembly con-
dition was switched to the nanotube formation by tun-
ing pH to 7. After 12 hours, the nanotubes (50 nm in

Figure 6. Strategy to produce nanotube-bridge geometry by control-
ling the molecular self-assembly mechanisms between microspheres
and nanotubes. (a) First, the monomers are self-assembled in a pH 8
solution. (b) Then the nanotubes are assembled on the microspheres
by changing pH to 7. The nanotubes grow to connect with other
microspheres. (c) TEM image of the nanotube bridge between the
microspheres [38].

diameter) were observed between the microspheres. There-
fore, the adjustment of experimental conditions during
self-assembling peptide monomers alters the growth pro-
cesses in the intermediate time and it will produce exotic
nanotube-based structures such as bridges, dumbbells, and
multibranches.

2.2. From Cyclic Peptides to Nanotubes

Peptide nanotubes can also be self-assembled by stack-
ing cyclic peptide monomers [39–41]. A typical assembling
mechanism of a cyclic d,l-peptide monomer is shown in
Figure 7 [42]. Those peptide rings were stacked through the
backbone–backbone hydrogen bonding between neighboring
amide groups. The sequence of octapeptide cyclo[-(l-Gln-
d-Ala-l-Glu-l-Ala)2-] was used to prevent subunit associa-
tion through Columbic repulsion in basic aqueous solution.
A cyclic d,l-octapeptide containing bis-aspartic acid was
also self-assembled into nanotubes via pH control of solu-
tion [43]. One of the simplest cyclic monomers, benzene,
can also be stacked to grow as nanotubes if benzene is
derivatized with right functional groups at the right posi-
tions. When benzene rings were derivatized with secondary

Figure 7. Schematic diagram of peptide nanotube assembly from cyclic
d,l-�-peptides. Reprinted with permission from [39], D. T. Bong et al.,
Angew Chem. Int. Ed. Engl. 40, 988 (2001). © 2001, Wiley–VCH.
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amides at the 1,3,5-positions, those monomers stack with
amide–amide intermolecular hydrogen bonding and � over-
lap (Fig. 8) [44]. At higher concentration of the peptide
monomer, these stacks self-organized into spherical arrays
[45]. This two-dimensional hexagonal array (Fig. 8c) can be
directed with external electric fields because the stacked col-
umn has a macroscopic dipole moment parallel to the stack-
ing direction. The stacked column can be self-organized into
hexagonally arranged fibers or liquid crystalline phases by
controlling chirality of the peptide monomer via chemical
synthesis. Those types of cyclic peptide nanotubes may have
limitations in the nanotube dimensional control over wide
ranges. For example, the cyclic d,l-peptide monomer was
sequenced between 9 and 13 Å in diameter and nanotubes
needed to be bundled as arrays to obtain larger nanotube
diameters [39].

To produce a larger diameter of peptide nanotubes from
cyclic peptide monomers, the ring diameter of the cyclic
peptide monomers needs to be larger. Whereas peptide
sequencing may have limitations in the ring size of pep-
tide monomers, combination of peptide molecules into an
integrated cyclic structure via hydrogen bonding is possi-
ble. These integrated rings can be stacked in the length
direction to form nanotubes. For example, a heteroaromatic
bicyclic base G∧C, possessing the Watson–Crick donor–
donor–acceptor of guanine and acceptor–acceptor–donor of
cytosine, was self-assembled into nanotubes (Fig. 9a) [46].
This monomer formed a six-membered supermacrocycle
held by 18 hydrogen bonds. Then this substantially more
hydrophobic supermarcocycle self-assembled as a stack to
produce nanotubes. The diameter of the nanotubes is 4 nm
and the hydrodynamic radius is between 10 and 100 nm,
depending on the monomer concentration. The inner space
of the nanotube is determined by the distance separat-
ing the hydrogen bonding arrays within G∧C. The periph-
eral diameter and its chemistry depend on the choice of
functional groups conjugated to this motif. Crown ether
(Fig. 9a) was conjugated with the motif because of its broad

Figure 8. (a) Chemical structure of the monomer. (b) The intermolec-
ular hydrogen bond conformation between monomers in the stacking
direction. (c) The hexagonal arrays. (d) Model of a tetramer showing
three helices of hydrogen bonds surrounding the exterior of the col-
umn. Reprinted with permission from [45], M. L. Bushey et al., Angew
Chem. Int. Ed. Engl. 41, 2828 (2002). © 2002, Wiley–VCH.

Figure 9. Hierarchical self-assembly of heteroaromatic bicyclic base
G∧C into a six-membered supermacrocycle and resulting nanotube.
Each crown ether site within the assembled structure provides 328 Å3

of open space for binding of a molecular guest. Reprinted with permis-
sion from [49], H. Fenniri et al., J. Am. Chem. Soc. 124, 11064 (2002).
© 2002, American Chemical Society.

solvent compatibility, synthetic accessibility, and function-
ality as versatile receptors [47]. The crown ether plays an
important role in controling chiroptical properties by using
chiral-promoting molecules, which induce a rapid transition
from racemic to chiral nanotubes via electrostatic interac-
tions between the crown ether moiety and the promoter [48].
The promoter molecules could even induce self-assembly of
the monomer in the low concentration that the nanotubes
were not assembled spontaneously [49]. The degree of chi-
ral induction was sensitive to the chemical structure of the
promoter. Similar cyclic peptide nanotube assemblies from
noncyclic peptide monomers were reported with series of
small dipeptides, l-Leu-l-Leu, l-Leu-l-Phe, l-Phe-l-Leu,
and l-Phe-l-Phe [50].

One of characteristic features of the cyclic peptide
nanotubes is the precise diameter control of the nanotubes,
determined by the chain length, the size of side chains,
and the bond angles of the peptide monomer. Proper side
chain functionalization also enables those peptide nanotubes
to possess distinct surface properties on the inner surfaces
and the outer surfaces respectively. As pointed out in Sec-
tion 1, hydrogen bond-driven self-assemblies are very naive
against the environment. However, the peptide nanotubes
from cyclic peptide monomers may be less sensitive to the
external conditions such as pH and solvent because hydro-
gen bonds in only one direction need to stack the pep-
tide monomers to produce the nanotubes. Therefore, the
optimization of experimental conditions to grow nanotubes
from the cyclic peptide monomers may be much more
straightforward than the one from linear peptide monomers.
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The cyclic peptide nanotubes from linear peptide monomers
may require more delicate experimental optimization than
sequenced cyclic peptide monomers because this system
must first form peptide rings from hydrogen-bonding lin-
ear peptide monomers and then stack them into tubular
structures.

3. CHARACTERIZATION OF PEPTIDE
NANOTUBES

Since chemical structures of peptide monomers are well
defined, it is relatively straightforward to probe peptide
nanotube structures if we have additional spectroscopic
information. Conventional X-ray diffraction is a powerful
spectroscopy to identify the nanotube structures [41, 50].
However, peptide nanotubes are necessary to grow as a per-
fectly aligned single crystal in the scale of mm3 to resolve
fine structures of peptide nanotubes in the X-ray diffraction.
Recently, synchrotron X-ray diffraction has been applied
to peptide nanotubes. For example, the synchrotron X-ray
diffractogram of 1a in Figure 8a resolved a single sharp peak
at low angle that indicates their columnar assemblies and
the hexagonal lattice structure was indexed by the diffraction
peaks up to fifth order (Fig. 10) [44]. The fluidic packing
of the side chain was also probed by the diffuse reflec-
tion at 4.5 Å [51]. The lateral core-to-core separation was
21 Å, which is consistent with the column separation with
extended side chains, 27 Å [44].

Another technique to resolve peptide nanotube struc-
tures is vibrational spectroscopy. The most common vibra-
tional spectroscopies to study chemical structures of peptide
nanotubes are Fourier transform infrared spectroscopy and
Raman spectroscopy [14, 16, 24, 35, 36, 52]. An advantage
for these spectroscopies is that no sample preparation is
required. Recently, Raman microscopy has been applied to
study single carbon nanotubes [53] and peptide nanotubes
[24, 54]. For peptide nanotubes, vibrational frequencies of
amide groups are very important to monitor because the fre-
quency shifts reflect the strength of hydrogen bonding with
the amides. This information helps one to build the struc-
tural model: how the hydrogen bonding assembles peptide

Figure 10. Synchrotron X-ray diffraction of the nanotubes from 1a in
Figure 8a. Reprinted with permission from [44], M. L. Bushey et al.,
J. Am. Chem. Soc. 123, 8157 (2001). © 2001, American Chemical
Society.

monomers into peptide nanotubes. For example, the struc-
ture of the peptide nanotube from the monomer (Fig. 4a)
was investigated with a Raman microscope. When the struc-
tural transformation between the helical form (Fig. 3a) and
the nanotube (Fig. 3b) was monitored, the helical phase
(Fig. 11a) has a peak for the C O stretch at 1644 cm−1

while the nanotube (Fig. 11b) and the crystalline form
(Fig. 11c) have two C O peaks at 1637 and 1660 cm−1.
The C O stretch with the highest frequency is assigned as
the free C O of the amide group. The C O frequencies
at 1637 and 1644 cm−1 are redshifted from the free C O
stretch since these C O stretches bind the amide NH
group via intermolecular hydrogen bonds (Fig. 4c). These
assignments suggest that the C O group in the nanotube
and the crystal phase binds to NH stronger than the C O
group in the helical form due to a redshift of the vibrational
frequency. This is consistent with the structural transforma-
tion model for the peptide bolaamphiphile that shortening
amide–amide and acid–acid hydrogen bonds induces fur-
ther tilt of the peptide monomer arrangement and makes
the assembly surface more convex. This greater molecular
tilting leads the assembled structure to the nanotubes by
scrolling the sheetlike helical form into the tubular form
(Fig. 4b). Nuclear magnetic resonance spectroscopy is an
alternative way to study hydrogen bonding schemes of pep-
tides in nanotubes [55].

Helicity of the peptide nanotube structure can be ana-
lyzed by CD spectroscopy [31, 45, 46]. The monomer con-
centration dependence of the structural change for the
nanotubes stacked from monomer 1b in Figure 8a was
probed by CD spectroscopy, as shown in Figure 12 [45].
When the solution of 1b in hexane was diluted with ca.
15% CH2Cl2, the helical order of nanotubes was observed

Figure 11. Raman spectra of (a) helical form, (b) nanotube, (c) crystal
from the peptide monomer in Figure 4a [24].
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Figure 12. CD spectra of the nanotubes from 1b in Figure 8a in hexane.
Reprinted with permission from [45], M. L. Bushey et al., Angew Chem.
Int. Ed. Engl. 41, 2828 (2002). © 2002, Wiley–VCH.

via an exciton coupling between degenerate chromophores.
As the concentration of CH2Cl2 increased, the helical
complex dissociated and the transition dipoles were not
observed to couple. The series of CD spectra show that the
monomers self-assembles through hydrogen bonds with their
side chains close enough to interact with each other only
when the solvent is hydrocarbonlike [45].

4. PEPTIDE NANOTUBE APPLICATIONS

4.1. Tissue Engineering

In nature, self-assembled fibrils and their biomineralization
routinely produce various composite materials. Bone tissue
is one of those examples. The collagen fibrils are formed by
self-assembled collagen triple helices and the hydroxyapatite
crystals grow in these fibrils with the hierarchical organi-
zation of their c axes along the long axes of the fibrils
[56]. The peptide nanotube was applied as an artificial fib-
ril to serve as crystal nucleation and growth of the inor-
ganic hydroxyapatite crystals [22]. This peptide nanotube
was self-assembled from the peptide amphiphile monomer
shown in Figure 1a. This synthetic peptide monomer incor-
porates four important functions. The tail group (region 1
in Fig. 1a) and amide group (region 3 in Figure 1a) stabi-
lize the nanotube structure via hydrophobic interactions and
hydrogen bonds. The amide group also plays an important
role in promoting the hydroxyapatite crystal growth because
their negative charges established the local ion supersatu-
ration [57]. The sulfide group (region 2 in Fig. 1a) pro-
vides extra stability to the nanotubes via disulfide bonds
with adjacent peptide monomers. The phosphorylated group
(region 4 in Fig. 1a) was introduced to nucleate calcium
phosphate minerals. As this peptide monomer forms the
peptide nanotube, the phosphoserine residue locates at the
outer wall of the nanotube. This peptide nanotube with a
highly phophorylated nanotube surface resembles the colla-
gen fibrils. To proceed with the biomineralization efficiently,
the fibrils should promote the adhesion growth of cells on
their surfaces. The peptide sequence Arg–Gly–Asp (RGD),
contained in collagen-associated fibronectin, is important
for integrin-mediated cell adhesion [22] and this peptide
sequence was also incorporated in the peptide monomer
shown as region 5 in Figure 1a. When the assembled peptide
nanotubes are treated with CaCl2 and Na2HPO4 solution,

the crystalline minerals were observed on the nanotubes
after 20 minutes [22]. The hydroxyapatite crystallographic c
axis was aligned with the peptide nanotube long axis, which
mimics the natural bone growth with collagen fibrils. The
ability of the peptide nanotube to orient crystalline nuclei
and subsequent crystal growth in the specific direction can
be applied to other mineralized tissue repairs.

4.2. Electronics

While various nanocomponents have been applied as build-
ing blocks to construct nanodevices [9–14], more repro-
ducible methods to assemble them onto precise positions
are desirable. The improved fabrication method will be
extremely significant to interconnect electronic components
with nanotubes. The configurations of nanotubes on those
components depend on the type of devices to develop.
For example, when two nanowires are crossed perpendic-
ularly at the centers of the nanowires, this configuration
acts as an electric switch [58]. More complex nanowire con-
figurations of logic gates such as OR, AND, and NOR
have been fabricated [2, 59]. One of the simpler ways to
align nanotubes for complex device configurations is to
use freestanding nanotubes in solution. This strategy will
allow nanotubes to freely move and attach at the target
locations in solution via noncovalent interactions, charge
interactions, or molecular recognitions. However, it remains
highly challenging to fabricate freestanding nanotubes in
solution. Biologically compatible peptide nanotubes are sol-
uble in aqueous solution and therefore their aggregations
are not a concern. Therefore, the use of peptide nanotubes
as building blocks for electronics and sensor devices may
be appropriate in the solution-based fabrications. Our strat-
egy has been to use those functionalized peptide nanotubes,
which can recognize and selectively bind a well-defined
region on patterned substrates, as building blocks to assem-
ble three-dimensional nanoscale architectures at uniquely
defined positions [8, 38, 60] and then decorate the nanotubes
with various materials such as metals [30, 61], quantum
dots [62], and metalloporphyrins [29] for electronics and
sensor applications. Complex device configurations may be
achieved by using peptide nanotubes incorporating multi-
ple recognition functions such as antibodies and antigens
in solution [28]. When a large number of the monodis-
perse peptide nanotubes are required for practical applica-
tions, the peptide nanotubes can be grown in microporous
membranes [63]. In this case, the peptide nanotube diam-
eter is controlled by a porous size of polycarbonate mem-
branes. After the nanotubes are grown inside the membrane
pores, the membranes are dissolved by CH2Cl2 to extract
the size-controlled nanotubes. When the peptide nanotubes
are necessary to have higher mechanical strength for harsher
environmental applications, the peptide nanotubes can be
bundled via the ligand-ion bridge formations [54].

Patterning of peptide nanotubes in the desired device
configurations is achieved before the functionalization of
peptide nanotubes. We have demonstrated that the peptide
nanotubes can be assembled as an array on Au surfaces
via a 4-mercaptobenzoic acid self-assembled monolayer
(SAM) [60]. The nanotube array was grown when peptide
monomers were assembled to nanotubes with the SAM/Au
substrates, as shown in Figure 13a. The SAM, with thiol
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Figure 13. (a) Visible micrograph of the nanotubes grown on
the 4-mercaptobenzoic acid monolayer/Au substrate in a citric
acid/sodiumcitrate solution (black arrows shows the positions of
nanotubes). (b) Proposed mechanism of the nanotube attachment on a
mercaptobenzoic acid SAM/Au substrate [60].

groups at one end and carboxylic acid groups at the other
end, serves as a junction between Au and the nanotubes
because the thiol groups are attached firmly onto the Au
surface while the carboxylic acid groups bind the carboxylic
acid groups of the nanotubes via hydrogen bonds (Fig. 13b).

To demonstrate the surface-specific immobilization of
nanotubes for the nanotube-cross-linking configuration, we
connected carboxylic acid groups of SAM/Au surfaces with
carboxylic acid groups of the peptide nanotubes via hydro-
gen bonds (Fig. 14) [60]. All peptide nanotubes were placed
on the SAMs parallel to the substrates when we pro-
cessed the tube immobilization in two steps; first the pep-
tide nanotubes were grown in suspension and then placed
in solution containing the 4-mercaptobenzoic acid SAM/Au
substrates. The carboxylic acid groups of peptide nanotubes
recognized the carboxylic acid groups on the SAM via the

Figure 14. Visible micrograph of the peptide nanotubes immobilized
onto two separated 4-mercaptobenzoic acid SAM/Au substrates. Two
bright squares of the Au layers (10 �m×10 �m×0.2 �m), patterned
on a glass substrate by photolithography, were deposited by the
4-mercaptobenzoic acid SAM. The peptide nanotubes, assembled in
suspension, were placed on the carboxylic acid SAM/Au substrate and
then complete the immobilization in a pH 6 citric acid/sodium citrate
solution [60].

acid–acid hydrogen bonds to interconnect two substrates.
After the site-specific immobilization of peptide nanotubes
on the SAM surfaces, the nanotubes were coated with Ag
by an electroless coating process (Fig. 14a). The surface of
the nanotube was quite rough due to the nonuniform Ag
coating on the nanotube and the concentrations of Ag ions
and reducing agents need to be optimized to obtain smooth
metallic coatings on the peptide nanotubes.

Whereas the peptide nanotubes have been patterned into
simple device configurations in solution, those nanotubes
must be conductive for use in electronics and sensors. Using
the characteristic of the peptide nanotubes that their free
amide groups can intercalate metal ions (Fig. 4c) [30], side-
walls of the peptide nanotubes can be coated with metals via
electroless plating to form metallic nanowires [24, 30]. The
difficulty in organic nanotube metallization is the creation
of organic–inorganic junctions on the nanotube surfaces.
But the peptide nanotubes can overcome this difficulty
through the intercalating of free amide sites. For exam-
ple, Figure 15 shows an X-ray photoelectron spectroscopy
(XPS) microscopic image of the Ni 2p peak on the single
peptide nanotube [64]. In Figure 15, brighter colors cor-
respond to higher concentration of Ni. This image indi-
cates that a uniform Ni coating is possible on the peptide
nanotubes via a simple electroless coating. Au nanocrystals
can also be coated on the peptide nanotube surfaces and
they behave as metallic or semiconductor depending on the
size and the density of Au nanocrystals [65]. The strategy
is to use carboxylic acid-thiol capped Au nanocrystals that
can be intercalated by the free amide group on the peptide
nanotubes [62]. Figure 16 shows the Au nanocrystal-capped
nanotube developed by coating carboxylic acid-thiol capped
Au nanocrystals on the peptide nanotube templates. The
magnified TEM image in Figure 16c shows multilayer coat-
ings of Au nanocrystals as dots on the peptide nanotubes
seen as a dark continuous background. The coated Au
nanocrystals have preferred crystal orientations as (111),
(200), (220), and (311). Hydrogen bonding between the
amide groups of the peptide nanotube and the carboxylic
acid groups of the Au nanocrystals was used as a driving
force for this fabrication process.

While the peptide nanotubes can be conductive by coating
metals on the nanotubes, recent computational studies

Figure 15. XPS microscopic image of Ni on the peptide nanotubes via
electroless coating. The intensity of the Ni 2p peak on the substrate
was mapped [64].
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Figure 16. (a) Scanning electron microscope image of the peptide
nanotube coated with the carboxylic acid-terminated thiol-capped Au
nanocrystals. (b) TEM image of the peptide nanotube coated with the
carboxylic acid-terminated thiol-capped Au nanocrystals in the higher
magnification around the surface of nanotube. (c) Electron diffrac-
tion pattern of the peptide nanotube coated with the carboxylic acid-
terminated thiol-capped Au nanocrystals [62].

showed that some of peptide nanotubes may be conductive
without any metallic coatings. For example, cyclic d,l-
octapeptide nanotubes may be conductive due to delocal-
izations of electrons and holes through the hydrogen bonds
between the peptide rings [66]. Because theory suggests
that strengths of the intermolecular hydrogen bonds via the
nanotube axis affect the electronic band-edge states sen-
sitively [67], proper structures of peptide nanotubes may
possess adequate electronic transport properties to build
electronics. For example, the highest occupied molecular
orbital/lowest unoccupied molecular orbital gap of the cyclic
d,l-octapeptide nanotube was computed approximately as
5 eV [68].

4.3. Ion Channels and Biosensors

When functionalized peptide nanotubes were incorporated
into membranes, Sanchez-Quesada and co-workers demon-
strated that this system mimics transmembrane channels
[69]. Transmembrane channels involved in electrical signal-
ing in cells display ion selectivity and rectification, gated by
their potentials [70]. While monomeric peptide nanotubes
incorporated in membranes were used for size selective
transmembrane transport of small molecules [52], mem-
branes with heteromeric peptide nanotube channels showed
altered conductance and rectification properties. In this
demonstration, peptide nanotubes from the cyclic d,l-�-
peptide monomers (Fig. 7) were used as templates to
incorporate into membranes. The template nanotubes were
capped with two different subunits and these heteromeric
peptide nanotubes were assembled in membranes with locat-
ing designed functional groups of the nanotubes at the chan-
nel ends (Fig. 17). The ion conductivity and conductance
of the nanotube channels were modulated via local electro-
static perturbation from the cap subunits bearing ionizable
functionalities. When l-�-phophatidyl-choline (l-�-lecithin)
planar bilayers were applied as membranes and transferred
into symmetric KCL solution, the conductance of the pep-
tide nanotubes decreased after capping the nanotubes with
a positively charged functional group (cap peptides 2 and

Figure 17. Chemical structures of the cyclic d,l-�-peptides and
schematic representation of the mode of interaction of the tube cap
informing heteromeric transmembrane channels. The cyclic peptide
monomer self-assembles in lipid membranes to form the core trans-
membrane channel structure, while the peptides 2–5 serve as the
cap subunits creating the heteromeric channel assembles with altered
ion conductance properties. Reprinted with permission from [69],
J. Sanchez-Quesada et al., J. Am. Chem. Soc. 124, 10004 (2002). © 2002,
American Chemical Society.

4 in Fig. 17), while the conductance increased after the
nanotubes were capped with a negatively charged functional
group (cap peptides 3 and 5 in Fig. 17).

If biological recognition functions are incorporated into
the capping groups of peptide nanotubes, the membrane–
nanotube complex will be applied to biosensors [39]. In this
configuration, coupling of target antigen with antibody on
the peptide nanotubes modulates the conductance, and the
conductivity change will be analyzed to identify the target
antigen. Thus, the introduction of the molecular recogni-
tion function to the membrane–nanotube complex will dra-
matically improve the signal-to-noise ratio and sensitivity
[71, 72].

4.4. Antibacterial Agents

The technique to incorporate peptide nanotubes into mem-
branes as described in the previous section can also be
applied to kill bacteria. When cyclic d,l-�-peptides were
functionalized to selectively target bacterial membranes,
they were self-assembled in the bacterial membranes and
exert antibacterial activity by increasing the membrane per-
meability [73]. From the library of antibacterial peptides,
a series of six- and eight-residue amphiphilic cyclic d,l-�-
peptides were designed to bear at least one basic residue
to enhance their target specificity toward negatively charged
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bacterial membranes [74, 75]. In order to determine the effi-
cacy of the peptide nanotubes with respect to in vivo protec-
tion of mice from bacterial infection, groups of mice were
infected with lethal doses of methicillin-resistant S. aureus
(MRSA) and then each group was treated intraperitoneally
with a given bolus dose of the peptide nanotubes at 45–60
min after initial infection [73]. In this study, the amino
acid sequences of cyclic peptides to target MRSA were
KKKWLWLW, RRKWLWLW, and KKLWLW, where bold
letters indicate d-amino-acid residues. After seven days, sin-
gle appropriate doses of the peptide nanotubes were suf-
ficient to completely protect various groups of mice from
MRSA infections. This result will be very useful in devel-
oping new therapeutic treatments of existing and emerging
infectious diseases by designing peptides rationally via com-
binatorial peptide libraries.

5. SUMMARY
The field of device fabrication based on peptide nanotubes
is still very young. At this stage, material development and
fundamental mechanistic study of self-assemblies in pep-
tide nanotubes have been very active and there is some
progress in organizing peptide nanotubes in device config-
urations. These two areas are necessary to be coupled to
develop real-world devices from peptide nanotubes, which
have just started appearing in literature very recently. The
biocompatibility of peptide nanotubes makes them valu-
able to build biotechnology-related devices such as biosen-
sors and biomolecular filters, and their potential to position
them into device configurations via biological recognitions
may help build improved electronics. Physical properties of
peptide nanotubes may not be suitable for certain applica-
tions; however, functionalization of peptide nanotubes will
give them flexibility in physical properties to overcome it.
As explained, functionalization can be achieved via peptide
monomer modification or coating on the peptide nanotubes
with functional groups.

GLOSSARY
Amphiphile A molecule with a functional group as a head
and alkyl chain as a tail.
Bolaamphiphile A molecule with two functional groups as
heads connected by an alkyl chain.
Functional group Systematic chemical structures with spe-
cific chemical/physical properties.
Functionalization Addition of specific chemical/physical
properties onto self-assembled structures.
Intermolecular hydrogen bond Hydrogen bonding among
multiple molecules.
Intramolecular hydrogen bond Hydrogen bonding within
single molecule.
Peptide nanotube A nanometer-sized tubular structure
self-assembled from monomers containing amino acids or
amino acid-like molecules linked with peptide bonds.
Self-assembly Spontaneous organization of molecules into
stable, larger-scaled structures.
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1. INTRODUCTION
Introduction of femtosecond (fs) laser pulse, which is char-
acterized as an ultrashort time domain with good coherence
over the whole pulse duration, significantly influences trends
in various laser application fields. Specifically, when the fs
pulse is applied to material processing, it provides addi-
tional advantages to conventional laser processing, includ-
ing the capability of processing in transparent materials,
nanosized patterning, and clean processing nearly free from
thermal effects. Those features originate from the inherent
nature of the pulse. First, fs laser pulses have extremely
short time durations, leading to very high peak powers due
mostly to the temporal compression of the laser energy.
Such high peak powers can process almost all kinds of
materials, typically by laser ablation [1–3]. When the energy
is a little smaller than the ablation threshold, it can still
induce structural changes, which are inevitably accompa-
nied by refractive index modulation [4–8]. As the laser
energy can be absorbed efficiently through a multiphoton

process in such a high-power pulse, materials to be pro-
cessed are not necessarily opaque against the laser wave-
length. In other words, the fs laser processing is particu-
larly suited to transparent materials, which are difficult to
process by conventional lasers such as CO2 and YAG:Nd3+
lasers. Second, with the aid of nonlinear effects such as
multiphoton absorption and selffocusing, we can concen-
trate the laser energy onto a very small spot. In addition,
materials suffered ablation or structural changes only in a
limited area where the accumulated energy exceeded a cer-
tain threshold value. Nanoscale structures may be formed
in this way. Finally, the pulse terminates before the com-
pletion of energy transfer from photoexcited electrons or
electron-hole plasma to the lattice, which minimizes thermal
effects during the machining process and makes the pro-
cess clean [1, 2, 6–9], specifically when only a single pulse is
involved. By using these features, a large number of excel-
lent works have been performed recently in fabricating var-
ious kinds of fine-scale structures on the surface and inside
of transparent dielectrics, semiconductors, polymers, and
metals.
Further, if we combine another distinct feature of the fs

pulse, which is good coherence [10], with the above men-
tioned features, we can encode holograms, having a very fine
internal structure in various materials, by splitting a single
pulse into multiple beams and allowing interference. In this
chapter, we will focus on an emerging technology of the for-
mation of periodic microstructures with interfering fs laser
pulses.

2. PROGRESS IN ENCODING
TECHNOLOGY

Phillips et al. [11] at Rice University, performed an initial
work, where they used a fs KrF eximer laser to record holo-
graphic gratings in polyimide with the intention to realize
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fine patterning resulting from the thermal diffusion-free pro-
cess. Also, an observation of a periodical fringe in diamond
has been reported, which was accidentally encoded, presum-
ably due to interference of the incident fs laser beam with
a reflected beam [12]. In spite of these reports, material
processing with the interfering fs pulses had not attracted
much attention before Hosono’s group succeeded in encod-
ing holographic gratings in versatile materials, including
transparent dielectrics, semiconductors, polymers, and met-
als with an interfering Ti:Sapphire laser pulse [13–18]. Since
then, several groups have reported the formation of the peri-
odic structures in polymers and glasses with the interfering
fs pulse. Misawa’s group, at Tokushima University, recorded
three-dimensional structures in photoresist material with the
interference of five beams split from a single fs pulse with
the intention to form a photonic crystal [19]. Hirao’s group
at Kyoto University [20], and Ito’s group at Osaka University
[21], have succeeded in encoding embedded gratings in poly-
mers and glass materials. The number of research groups
involved in this technique is increasing, with an expectation
that the interfering fs pulses will open a new frontier in laser
processing.

3. FEATURES OF ENCODING
Features of the encoding technique that uses interference fs
laser pulses are summarized. As is fs laser processing, almost
all kinds of materials can be processed with the interfering
fs pulses, and the structures are formed in a designated posi-
tion in materials. Especially, embedded structures can be
formed in transparent materials. The process can be com-
pleted in a single shot, thus, throughput of the process is
potentially very high. Overall size of gratings is as small as
∼100 �m, where the fringe spacing is in the range of 0.1–
5 �m, depending on the colliding angle of the beams and
laser wavelength. As the spacing is proportional to the laser
wavelength for a fixed crossing angle of the beams, use of
fs pulse with a shorter wavelength is effective in narrowing
the fringe spacing. On the other hand, as is common to the
fs laser processing, minimum structure sizes for line width
or dot diameter in the periodic structures can be reduced to
the nanometer scale, which seems to be almost insensitive
to the irradiated laser wavelength [22]. An additional novel
feature of the technique is that two- and three-dimensional
periodic structures can be fabricated by a double exposure
and multiple-beam interfering methods.

4. ENCODING MECHANISM
As fs laser pulses exhibit good coherency over the entire
pulse duration, interference takes place when multiple fs
pulse beams split from a single pulse and overlap with each
other both spatially and temporally. The interference pat-
tern resulting from this overlapping can immediately lead
to the modulation of the electron-hole plasma density in
the irradiated materials through multiphoton absorption or
avalanche ionization processes, where the plasma is excited
more densely in an enhanced region of the interference than
in a depressed region. The density modulation of the plasma
causes the refractive index modulation. That is, a transient

grating is immediately formed in the material just after the
irradiation of the interfering fs pulse. The transient grating,
which likely lasts for several picoseconds (ps), may induce
reconstructed beams that could interfere with the incident
beams to form additional gratings. The plasma energy in
the material is likely relaxed to the lattice within ∼1 ps to
accumulate locally in the lattice.
With the relaxation proceeding, the transient grating is

converted into a permanent grating when the local energy in
the lattice exceeds a threshold for laser ablation or structural
changes of the material. That is, the permanent gratings can
be formed when the laser energy in the enhanced region of
the interference is over a threshold value.

5. ENCODING SYSTEM

5.1. General Feature

A hologram encoding system by fs laser pulses does not dif-
fer significantly from conventional laser hologram exposure
systems. A major difference between the two systems is that
an fs laser pulse is used instead of a continuous wave light,
typically from a gas laser having a long coherent length.
A fs KrF excimer laser (248 nm, ∼400 fs) [11], Ti:sapphire
laser (800 nm, ∼100 fs) [13–18, 20–25], second harmonics of
Ti:sapphire (380 nm, ∼80 fs) [19], and third harmonics of
Ti:sapphire (290 nm, ∼100 fs) [26,27] have been used so far
as a fs pulse source. Because of a very short coherent length
of the fs pulse, which is restricted by the spatial extent of
the pulse, an optical delay line and a mechanism for detect-
ing the time coincidence of the two beams, with a spatial
accuracy of ∼�m, is, in general, required to ensure a spa-
tial and temporal overlap. It also is desirable for the time-
coincidence measurement to be independent of the angle
between interference beams. By varying this angle, we can
control over-fringe intervals in gratings and over shapes of
unit elements in two-dimensional periodic structures. The
sum of the frequency generation of the pulses due to opti-
cal nonlinear crystals (colliding angle dependent) [20] or
third harmonic generation in air (colliding angle indepen-
dent) [23] is effectively used for most of the systems, but
alternative time-coincidence detecting system, without using
the up-frequency conversion process, is necessary when a
shorter wavelength fs pulse is used. A distributed feedback
dye laser technique was used for the fs KrF laser [11], and
for the pump and prove techniques, based on the optical
Kerr effect and transient absorption, have been developed
for the THG of the Ti:sapphire laser [26, 27]. On the other
hand, use of a diffractive beam splitter in a multiple beam
interfering system allows for the temporal coincidence with-
out installing any adjusting mechanism [19].
When comparing the encoding systems developed so far,

optical configurations are basically the same, and differences
exist in the types of fs lasers and the detecting mechanisms
for the temporal coincidence of the split beams, which are
shown in Table 1.

5.2. Experimental Setup

Figure 1 shows, as a representative example, a schematic
diagram of an experimental setup for grating encoding
that uses near infrared (IR) fs laser pulses developed by
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Table 1. Type of lasers and detection mechanisms for temporal coincidence used in encoding systems developed so far, together with encoded
structures and materials in each encoding system.

Detection for temporal
Type of laser coincidence Encoded structure Materials Ref.

I KrF excimer 274 nm Distributed feedback dye laser Surface grating Polyimide [11]
∼400 fs

II-1 Ti: sapphire 800 nm THG in air Surface grating SiO2 glass, SiO2 thin film [13, 14, 15, 16,
∼100 fs Embedded grating LiNbO3, ZnO, ZrO2, MgO, 17, 18, 22, 23]

Two-dimensional TiO2, diamond, carbon,
periodic structure SiC, ZnSe, Si, WC, Pt, Au

II-2 Ti: sapphire 800 nm THG in air before chirping Embedded grating SiO2 glass [24, 25]
100 fs∼5 ps Embedded two-dimensional
(chirped) periodic structure

III Ti: sapphire 380 nm none Multidimensional periodic Negative photoresist [19]
(SHG) ∼80 fs structures (SU-8)

IV Ti: sapphire 290 nm Transient optical absorption Surface grating SiO2 glass [26, 27]
(SHG) ∼100 fs and optical Kerr gate ZnO

V Ti: sapphire 800 nm SFC in nonlinear optical Embedded grating Azodye-doped PMMA [20]
∼150 fs crystal

VI Ti: sapphire 800 nm Transilluminated optical Embedded grating Soda-lime glass [21]
∼130 fs microscope

Kawamura et al. [13]. A Ti:sapphire laser system, consist-
ing of a Ti:sapphire oscillator, a stretcher, a regenerative
amplifier pumped by the second harmonic of an Nd:YAG
laser, and a compressor, is used as a light source. It gen-
erated 800-nm light pulses with a repetition rate of 10 Hz,
a pulse duration of ∼100 fs (an effective coherence length
of ∼30 �m), and a maximum energy of 3 mJ/pulse. A fs
laser pulse from the laser system was divided into two beams
by a half-silvered mirror. The separated beams propagated
along different optical paths, with one having a variable path
length (optical delay line). The two beams were focused onto
a single spot of 50–100 �m in diameter by lenses with a focal
length of 5–10 cm. The angle of intersection (�) between
these two beams was varied from 10� to 160�. The spatial

stage

sample

lens

optical delay

half mirror

ccd

beam1

prism
grating

beam2

f: 100 mm

0.1~5 ps

100fs

from regenerative amplifier

Pulse compressor

θ

Figure 1. Experimental setup for hologram encoding system using IR
fs laser pulses. Reprinted with permission from [24], M. Hirano et al.,
Proc. SPIE 506, 89 (2003). © 2003, SPIE.

length of each optical path was equalized with a precise
movement of mirrors in the optical delay line, while moni-
toring the time coincidence signal. Third harmonic genera-
tion (THG) from air was used for the signal [23], as will be
described.
Once the time coincidence of the two beams was real-

ized, samples were placed at the beam-focus position.
Encoding of the gratings was confirmed in-situ by detecting
diffracted light from an incident He–Ne laser. Figure 2

(a) (b)

(c)

Figure 2. Images showing that spatial and temporal coincidence of two
fs laser beams are required for encoding gratings. (a) No gratings are
recorded when two fs beams are not in spatial coincidence. (b) No
gratings are recoded when two fs beams are in coincidence spatially,
but not temporally. (c) Gratings are encoded when two fs beams are in
coincidence both spatially and temporally. Reprinted with permission
from [18], M. Hirano et al., Appl. Surf. Sci. 197–198, 688 (2002). © 2002,
Elsevier Science.
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shows that both spatial and temporal coincidences were
simultaneously required for encoding gratings.
As will be described, chirping of the fs pulse, which results

in the stretching of the pulse width from ∼100 fs to ∼10 ps,
keeping the total pulse energy unchanged, is very effective
in encoding embedded gratings due mostly to the reduction
of the surface damage [24, 25]. In using the stretched pulse
for the encoding, the fs pulse is chirped by controlling the
degree of the compression in the compressor, while keeping
other optical configurations unchanged.

5.3. Detecting Mechanism

Representative examples of the detecting mechanism for the
temporal coincidence of the beams are introduced in this
session.

5.3.1. Third Harmonic Generation in Air
It has been reported that THG is induced when an intense
fs laser pulse is focused in various gases such as air [28] or
argon [29]; the mechanism has been discussed theoretically
[30]. This phenomenon has been applied to monitoring the
time coincidence of the two fs pulses [23].
When pulse energy of the first fs laser beam exceeds

1.5 mJ/pulse, a blue spot is observed at the beam center of
the far field pattern, which is confirmed as the third har-
monic of the laser fundamental (800 nm) at 266 nm. The
THG was not observed when the pulse was focused in a vac-
uum, indicating that air was responsible for the THG. Then,
a second focused beam, having an energy of 50 �J/pulse,
which was too small to induce the THG light by itself, was
directed at the focal point so as to overlap spatially with
the first beam. The far field pattern of the second beam
on the luminescence screen yielded only weak white contin-
uum light without the blue spot, likely due to the self-phase
modulation in air when the relative time delay of the two
pulses was large. While tuning the optical path length, the
blue THG spot suddenly appeared at the center of the white
continuum spot. Figure 3 shows the THG intensity in the
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Figure 3. Third harmonic generation light intensity as a function of
delay time between two fs laser pulses. Inset: expanded curve around
zero delay time. Reprinted with permission from [18], M. Hirano et al.
Appl. Surf. Sci. 197–198, 688 (2002). © 2002, Elsevier Science.

second beam as a function of the delay time calculated from
the change in the optical path length.
The intensity increases abruptly as the delay time

approaches zero from below. The rise time for the THG
enhancement estimated from the inset figure was ∼200 fs,
which is in reasonable agreement with a pulse width of
∼100 fs. With a further increase in the delay time, the inten-
sity, at first, decreases sharply. The decrease then becomes
gradual and is still observed at delay times above 50 ps.
Despite the gradual decay on the long delay time side, the
peak in Figure 3 is sharp enough to determine the exact time
coincidence of the two fs pulses. The trend in Figure 3 was
independent of the angle of intersection of the two beams,
as expected from the inherent nature of THG in the gas
phase. The use of THG in air makes it possible to arrange
the time coincidence of two fs pulses over a wide range of
angles of intersection.

5.3.2. Pump and Prove Technique
The techniques using up-frequency conversion processes are
not applicable for monitoring the time coincidence of ultra-
violet fs pulses, because the resultant sum frequency light
in the process has a too short wavelength to propagate in
nonlinear crystals or even in air. To overcome this problem,
alternative methods using a distributed feedback dye laser
technique and two kinds of pump-probe techniques based
on optical Kerr and transient absorption effects have been
developed.
In the pump and prove techniques, the two beams to be

interfered are used, respectively, as pump and probe pulses
under the low intensity condition below the threshold for
the ablation [26, 27]. In the optical Kerr gating method, the
pump pulse is polarized perpendicular to the probe pulse by
using a �/2 plate, which is inserted in the pump beam path
before a quartz plate (Fig. 4). On the other hand, the probe
pulse goes into another �/2 plate after passing through the
quartz plate and then into polarized beam splitter (PBS)
placed at the front of a photodiode detector (PD) equipped
with a phase-sensitive detection system.

From laser
source

Chopper

Rail

λ /2
Sample

PBS
BS

PD

α

λ /2

Delay

Figure 4. Experimental setup for hologram encoding system by using
interfering UV fs pulse beams. Reprinted with permission from [26],
H. Kamioka et al., Proc. SPIE 4760, 994 (2002). © 2002, SPIE.
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Silica has third-order susceptibility, with a very fast time
response, and thus the pump pulse induces a birefringence
through the electronic Kerr effect, also known as the non-
linear refractive index change. When the �/2 plates are
rotated by 45 degree with each other, the probe pulse can go
through PBS only when the silica plate is irradiated simul-
taneously with the pump pulse (Fig. 5). That is, this geom-
etry yields an autocorrelation measurement of the pulse.
Although the observed pulse width stretches from that of
the fundamental wavelength (870 nm) and the exact reason
for that has not been clarified, the time zero is determined
at the center position of the band.
In the transient absorption method, the probe pulse is

directly collected at the PD without both the �/2 plates
and the PBS device. The absorbance change of the probe
pulse perturbed by the pump-pulse irradiation is detected
by the same procedure as the Kerr measurement. Because
the laser energy (4.3 eV) is below the bandgap energy of
silica, the absorption occurs through two photon processes.
The electron hole plasma is momentary created and decays
to a self-trapped exciton or transient defect centers with a
fast relaxation time. Figure 6 shows the experimental result
of the transient absorption measurement. The pulse width
(FWHM) is obtained as 300 fs, which is a little larger com-
pared to that obtained by the optical Kerr measurement.
However, it is accurate enough to determine the time zero
between the two pulses from the absorption band profile.
Spectra for different colliding angles of two pulses also
were demonstrated in Figure 6, indicating that the peak
width has hardly changed with the angle, although dip struc-
tures become prominent in a longer delay time region with
increasing the angle. These results indicate that the transient
absorption measurement is a useful method to obtain the
time zero, not restricted by the colliding angle between two
pulses.
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Figure 5. Optical Kerr gate signal in silica plate as a function of delay
time between pump and prove pulses. The crossing angle between the
two beams is 30�. Reprinted with permission from [26], H. Kamioka
et al., Proc. SPIE 4760, 994 (2002). © 2002, SPIE.
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Figure 6. Optical transient transmission intensity as a function of delay
time between pump and prove beams for several crossing angles. Solid
line shows Gaussian fitting curve. Reprinted with permission from [26],
H. Kamioka et al., Proc. SPIE 4760, 994 (2002). © 2002, SPIE.

5.3.3. Distributed Feedback
Dye Laser Technique

When the beams overlap with each other spatially and tem-
porally in a dye cell placed at the focal point of colliding fs
KrF laser beams, a grating is induced in the cell, which in
turn acts as a Bragg mirror, thereby forming a distributed
feedback dye laser [11]. In this way, monitoring the output
of the dye cell while tuning an optical delay line makes it
possible to achieve the temporal coincidence of the two KrF
laser beams.

6. ENCODED HOLOGRAM
Several types of holographic structures have been encoded
by the above mentioned exposure techniques in various
materials, including dielectrics (SiO2 glass, SiO2 thin films,
LiNbO3, ZnO, ZrO2, MgO, TiO2, diamond, carbon), semi-
conductors (SiC, ZnSe, Si), metals (WC, Pt, Au, Al) and
polymers (polyimide, PMMA, negative photoresist SU-8).
Table 1 also summarizes types of periodic structures and
encoded materials. Representative examples among them
are shown in detail in this section.

6.1. Surface Relief Hologram

6.1.1. Silica Glass by IR fs Laser
When the intersecting beams were focused onto the surface,
surface-reliefs type gratings were encoded because of mate-
rial ablation.
Figure 7 shows surface-relief gratings encoded in silica

glass for several � values, with a total fluence of 0.3 mJ/pulse.
Each grating forms a circle with a diameter of ∼100 �m and
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2.6 µm 0.58 µm 0.43 µm

θ=20° θ=90° θ=160°

Figure 7. Optical microscope images of gratings recorded in silica
glasses for various beam intersecting angles (�). Fringe interval d varies
with � according to the equation d = �/�2 sin��/2�	. Reprinted with
permission from [18], M. Hirano et al., Appl. Surf. Sci. 197–198, 688
(2002). © 2002, Elsevier Science.

is composed of parallel fringes with a constant spacing equal
to �/[2 sin��/2�], where � is the laser wavelength (800 nm).
This observation constitutes clear evidence that the grat-
ings were encoded as the result of interference between
the two fs pulses of the fundamental wavelength (800 nm).
The formation of a periodic valley structure at the sur-
face is revealed by (AFM) images. The deposition of debris
or molten materials onto the surface indicates that the
grating structure results from laser ablation at this fluence
level.
Infrared spectra suggested O–Si–O bond angles in the

laser-irradiated area suffered photo-induced changes, lead-
ing to the densification of the silica glass. Such structural
changes have been observed in silica glasses during high-
energy ion implantation or neutron bombardment; densifi-
cation typically saturates at ∼3% [31]. As this compaction
is accompanied by a refraction index increase of ∼0
7%, a
refraction index modulation type grating can be simultane-
ously formed beneath the surface relief type grating.
High-resolution images of the grating acquired with a

field emission scanning electron microscope (SEM) (Fig. 8)
show periodic valleys in the internal structure of the grating.
These valleys are very narrow, down to 15 nm. The com-
paction of silica glass in very localized areas due to intense
laser irradiation generates tensile forces directed parallel to
the surface, which likely play an important role in the for-
mation of such narrow valleys.

6.1.2. Silica Glass by Ultraviolet fs Laser
When the interference UV fs pulse (290 nm), with a total
energy of 20 �J, was irradiated at bulk silica glass, the
micrograting structure was encoded at the surface through
an ablation, as shown in Figure 9. A colliding angle was
set to be 30�. The fringe spacing is in good agreement
with the calculated value of 560 nm for � = 290 nm. The
net fluence of the two laser pulses at the sample surface
was 0.25 J/cm2, which is similar to that of the 800 nm fs
laser that encoded the surface grating on silicon surface.
The slight dependence of the threshold power on the laser
wavelength implies that the multiphoton absorption is not
a major process, but the avalanche ionization is responsible
for the excitation of electron-hole pairs in silica glass. The
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Figure 8. SEM image (upper) and AFM profile (lower) of a grating
encoded in silica glass. Reprinted with permission from [18], M. Hirano
et al., Appl. Surf. Sci. 197–198, 688 (2002). © 2002, Elsevier Science.

smaller spacing between grooves is expected when increas-
ing the colliding angle of the two pulses. The SEM pic-
ture of the grating is shown in Figure 10 for the colliding
angle of 60�. The spacing agrees with the predicted value of
290 nm, which will be further narrowed down to ∼150 nm
with increasing of the angle.

560 nm

10 µm

Figure 9. Optical microscope image of a grating on silica surface
encoded by UV fs pulse (290 nm). The colliding angle is 30�. Reprinted
with permission from [26], H. Kamioka et al., Proc. SPIE 4760, 994
(2002). © 2002, SPIE.
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1.50 µm

Figure 10. SEM image of a grating on silica surface encoded by UV fs
pulse (290 nm). The colliding angle is 60�. Reprinted with permission
from [26], H. Kamioka et al., Proc. SPIE 4760, 994 (2002). © 2002, SPIE.

6.1.3. Polyimide by fs KrF Laser
Surface-relief-type gratings with a spacing of 167 nm were
produced at polyimide surface by a single shot of a 400 fs
KrF excimer laser with an average energy of 83 mJ/cm2. The
colliding angle was 45 degree.

6.1.4. Silica Thin Film
Surface-relief-type gratings with a valley depth as shallow as
3.5 nm were recorded in thin-film silica on a silicon wafer by
reducing the total fluence to 0.015 mJ. The surface profile of
the fabricated grating was smooth and neither small deposits
nor macroscopic laser damage or cracking was observed
at this fluence, suggesting that the formed grating resulted
from the densification of the films, not from laser ablation.
The valley depth of the grating (3.5 nm) relative to the film
thickness (114 nm) supported this suggestion, as it coincides
with the saturation level (∼3%) of radiation-induced densifi-
cation in amorphous SiO2. A difference in the properties of
undensified and densified amorphous SiO2 is manifested in
the etching rates during stress-enhanced corrosion [32]. An
AFM image and a cross section of grating structures formed
by etching with 1% HF solution (Fig. 11) show that etching
increases the depth of the valley by a factor of 5–6 rela-
tive to that before etching. In other words, chemical etching
converted the refractive index modulation-type grating into
a surface-relief-type grating.

6.2. Embedded Hologram

6.2.1. Full Compressed Pulse
When the focal point of the interfering fs laser pulses is
positioned inside the target materials, an embedded grat-
ing is recorded through a refractive index modulation, either
due to structural alternations such as densification in sil-
ica glass, crystallographic phase changes from crystalline to
amorphous states, or the formation of micropores due to
the evaporation of a small amount of the materials.
Such an embedded grating was recorded inside a diamond

crystal [14]. Confocal microscopic images reveal the grating

lies 0.45–1.05 �m beneath the surface. Raman spectra for
the grating encoded area suggest that the refractive index
modulation was caused by a structural change from diamond
to diamond-like carbon or amorphous carbon [33]. Similar
embedded gratings in a multicomponent glass plate [21] and
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Figure 11. AFM images of surface-relief-type gratings encoded in sil-
ica thin films before and after etching by 1% HF solution. The valley
depth was deepened due to preferential etching in the densified areas.
Reprinted with permission from [18], M. Hirano et al., Appl. Surf. Sci.
197–198, 688 (2002). © 2002, Elsevier Science.
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polymer [20] have been reported by using fully compressed
fs laser pulse.

6.2.2. Chirped Pulse
In spite of the successes in encoding the embedded grat-
ings by fully compressed fs pulse (∼100 fs), it is still difficult
to encode embedded gratings deep inside versatile materi-
als. The major reason for such a shallow processing depth
is likely attributed to the fact that absorption coefficient is
larger at the surface than the inside of materials, thereby,
most of the pulse energy being lost around surface and the
penetrating pulse is not intense enough for the encoding.
The deterioration of the coherency of the pulse due to the
interaction between the intense pulse and materials during
the propagation may be an additional cause for the difficulty
in encoding the gating inside of materials.
One possible approach to overcome the difficulty is to use

focal lenses with a large numerical aperture, which makes
it possible to reduce the laser-power density at the surface
much lower than that at the focal area inside the material,
thereby keeping accumulated energy at the surface below
the threshold, while enhancing the energy at the focal point
above the threshold. This approach is successfully used to
encode embedded gratings for specific materials such as dia-
mond [14], multicomponent glass [21], and polymers [20],
as mentioned before. But, this approach alone unlikely pro-
vides enough controllability and flexibility to the encoding
process of the embedded gratings.
An essential solution to overcome the difficulty is to

reduce the peak energy of the pulse keeping the total
energy of the pulse unchanged by expanding the pulse width.
A chirped pulse, which is a partially compressed fs pulse,
may meet the requirements. Before encoding embedded
gratings with the chirped pulses, surface-relief-type gratings
were encoded to confirm their effectiveness [24, 25]. The
diameters of the surface-relief-type gratings at the surface
slightly decrease with an increase in the pulse width from
100 to 5000 fs, each pulse having a constant total energy.
As the energy density at the periphery of the recorded area
corresponds to the threshold for the encoding, this observa-
tion implies that the threshold is more dominantly governed
by the total energy than by the peak energy of the pulse in
this pulse width range.
Figure 12 shows (FE)–SEM images of a cross section of

the surface-relief-type gratings recorded by 100 fs and 400 fs
pulses with the total energy of 50 �J/pulse. The 100 fs pulse
encodes the grating with very shallow grooves of ∼1 �m
located at the surface. On the other hand, the groove depth
becomes deeper for the 400 fs pulse irradiation, indicating
the pulse energy penetrates deeper with an increase in the
pulse width or a decrease in the peak power. The shallow
processing depth by 100 fs pulse may be explained as fol-
lows. When the 100 fs pulse with an energy of ∼5 TW/cm3

is irradiated at the silica glass, it generates the electron-hole
pairs with a density of ∼1021/cm3 around the surface within
the pulse duration via multiphoton absorption and avalanche
ionization processes as predicated by Stuart et al. [34]. The
resultant dense plasma strongly absorbs IR light through one
photon process, thereby dramatically enhancing the plasma
density and thus preventing the penetration of the pulse into

1.50 µm

(a)

3.00 µm

(b)

Figure 12. FE-SEM images of cross section of the surface-relief-type
gratings recorded by 100 fs (a) and 400 fs (a) pulses in silica glass.
Reprinted with permission from [24], M. Hirano et al., Proc. SPIE 506,
89 (2003). © 2003, SPIE.

the silica more than ∼1 �m. On the other hand, the front
part of the stretched pulse may penetrate into materials
before the electron-hole pair density at the surface becomes
greater than ∼1021/cm3. These observations encourage the
use of a stretched pulse for the formation of embedded
gratings.
Then, the cross area of the two stretched pulse beams was

shifted to the inside of the material to encode the embed-
ded grating, as demonstrated in Figure 13, where the beam
colliding angle of 45�, cross area of 30 �m below the sur-
face, laser pulse width of 500 fs, and total pulse energy
of 50 �J/pulse were used. No gratings are observed in the
crossing area in the as-cut sample, but faint gratings are
seen in the beam entrance areas on the surface. After the
chemical etching, an embedded grating appears at the cross-
ing area due to the stress-enhanced etching, as described
previously. An expanded SEM image for the cross area
shown in Figure 14, clearly demonstrates that the grating is
encoded inside the silica glass at a depth of ∼30 �m. Peri-
odic line grooves with a constant spacing (d) of ∼1 �m is vis-
ible in the grating. The spacing agrees with that given by the
equation of d = �/[2 sin��/2�], where � is the wavelength of
the laser (800 nm), and � is the colliding angle between two
incident pulses (45�). Those gratings are observed directly
without the chemical etching by a confocal microscope as
shown in Figure 15b. The faint gratings in the beam entrance

ENTRANCE SURFACE

30 µm

30 µm

Figure 13. FE-SEM image of the propagation of the two stretched
pulses. Reprinted with permission from [24], M. Hirano et al., Proc.
SPIE 506, 89 (2003). © 2003, SPIE.
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Top surface

30.0 µm

Figure 14. Expanded FE-SEM image of the crossed area of the two
stretched pulse beams. Reprinted with permission from [25], K. Kawa-
mura et al., Appl. Phys. Lett. 81, 1137 (2002). © 2002, American Institute
of Physics.

areas on the surface, whose line spacing is ∼1 �m, equal-
ing to that of the embedded grating, are most likely cre-
ated as results of the interference between an incident beam
and a conjugated beam reconstructed from the transient
grating, formed by the periodic density distribution of the
laser-induced excited state or by electron-hole plasma.
Figure 16 shows a cross-sectional FE–SEM image of mul-

tiple gratings vertically located inside the silica glass. Each
grating was recorded by a single shot. These gratings, which
were encoded in four layers separated by 300 �m, show long
tails downward to the beam propagation direction. When an
array of gratings is encoded in each layer, it can be visualized
by illuminating white light, as shown in Figure 15a.

(a) (b)

0

20

40

(µm) 0 20 40 60

5 mm

Figure 15. Embedded gratings in silica glass. (a) Array of embedded
gratings in two layers are visualized by illuminating white light. (b) Con-
focal microscope image of embedded grating. Two surface gratings at
the beam entrances also are observed. Reprinted with permission from
[25], K. Kawamura et al., Appl. Phys. Lett. 81, 1137 (2002). © 2002,
American Institute of Physics.

Top surface

1st 2nd 3rd 4th layer

200 µm

Figure 16. Cross-sectional SEM images for multiple gratings located
vertically inside silica glass. Reprinted with permission from [25],
K. Kawamura et al., Appl. Phys. Lett. 81, 1137 (2002). © 2002, American
Institute of Physics.

No noticeable difference is observed between the grat-
ings encoded by down- and up-chirped pulses, suggesting the
nonlinear optical interaction, which may degrade the coher-
ence of the pulse, does not play a significant role, at least in
the stretched pulse.
These results clearly indicate that use of chirped pulses

instead of a fully compressed fs pulse, which results in
stretching of the pulse width from ∼100 to ∼5000 fs, pro-
vides controllability and flexibility to the encoding system,
particularly giving rise to the capability in encoding embed-
ded gratings in versatile materials. The optimized pulse
width, which may be of material dependent, is ∼500 fs for
silica glass.

6.3. Multidimensional Periodic Structure

6.3.1. Double Exposure Technique
Two-dimensional periodic structures can be formed by
a double-exposure technique [22]. A series of optical
microscope images of the gratings in Figure 17 demonstrate
the double-exposure procedure. Photos (a) and (b) in this
figure show gratings with diameters of ∼15 �m and ∼50 �m
encoded by laser pulse energies of 40 �J and 100 �J, respec-
tively. After the first grating was encoding, the samples were
rotated by 90� and a second grating was recorded super-
posed on the first grating. The resultant structure is not
always a simple superposition of two kinds of gratings, but a
complicated structure results from interactions between the
two encoding processes. Figure 18 is an SEM image of a
crossed grating encoded when energy in the second pulse
(80 mJ) was larger than in the first one (40 mJ) with a
45� angle between the beams for both exposures. The peri-
odic vertical lines represent fringes of the grating encoded
by the first exposure, since the periodicity of 1.0 �m equals
�/�2 sin��/2�	. It is noted that an array of round dots with a
diameter of ∼140 nm is observed in the center part of the
crossed grating. The dots become ellipsoidal as one moves
toward the edge of the grating and connect with each other
to form periodic horizontal lines. Since the first grating was
not encoded in the outer area and the spacing is consis-
tent with the second exposure, the horizontal lines here are
fringes of the second grating. The formation of the dot array
in the central part results from the interaction between the
first grating and the incident beams in the second exposure.
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When the first pulse energy (80 �J/pulse) is larger than
that of the second pulse (40 �J/pulse), a resultant structure
is composed of periodic narrow valleys recorded by the first
exposure and a two-dimensional dot array with exfoliations
and cracks around the dot (Fig. 19). Diameters of the dots
are ∼100 nm and each dot seems to have a smaller dot

(a) 40 µJ

(b) 100 µJ

(c) 40 µJ+100 µJ

25 µm

Figure 17. Procedure for double exposure. (a) Optical microscopic
image of a grating encoded at a total laser fluence of 40 �J/pulse (first
grating). (b) Optical microscopic image of a grating encoded at a total
laser fluence of 80 �J/pulse after the sample was rotated by 90� (second
grating). (c) Optical microscopic image of a crossed grating, encoded
by superposing the second grating onto the first grating. Reprinted with
permission from [18], M. Hirano et al., Appl. Surf. Sci. 197–198, 688
(2002). © 2002, Elsevier Science.

6 µm

Figure 18. Scanning electron microscope image of a crossed grating
encoded at a total fluence of 40 �J/pulse for the first exposure and
80 �J/pulse for the second exposure. The beams intersected at an
angle of 45� for both exposures. Reprinted with permission from [18],
M. Hirano et al., Appl. Surf. Sci. 197–198, 688 (2002). © 2002, Elsevier
Science.

1.5 µm

Figure 19. Scanning electron microscope image of a crossed grating
encoded at a total fluence of 80 �J/pulse for the first exposure and
40 �J/pulse for the second exposure. The beams intersected at an
angle of 45� for both exposures. Reprinted with permission from [18],
M. Hirano et al., Appl. Surf. Sci. 197–198, 688 (2002). © 2002, Elsevier
Science.

750 nm

Figure 20. Scanning electron microscope image of a crossed grating
encoded at a total fluence of 100 �J/pulse and the beams intersected
at right angle for each exposure. Reprinted with permission from [18],
M. Hirano et al., Appl. Surf. Sci. 197–198, 688 (2002). © 2002, Elsevier
Science.
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Figure 21. Photographs of two gratings encoded on an optical waveg-
uide fabricated in LiNbO3. Light coupling and decoupling functions of
the gratings are demonstrated. Reprinted with permission from [18],
M. Hirano et al., Appl. Surf. Sci. 197–198, 688 (2002). © 2002, Elsevier
Science.

inside, whose diameter becomes smaller with a decrease in
the pulse energy. The dot array results from the interaction
between the periodic valleys and the incident beams in the
second exposure, most likely due to the interference among
two incident beams and reconstructed beams from the first
grating. If this were the case, encoded structures would be
equivalent with those by the interference among four beams
divided from a pulse. By increasing � from 45� to 90�, an
array of trapezoid structures could be produced; this array
looks like a simple superposition of two orthogonal gratings
(Fig. 20).

These results indicate that the double-exposure technique
of using fs laser pulses offers a new tool for the forma-
tion of two-dimensional nanostructures in various kinds of
materials.

6.3.2. Multibeam Interference Technique
Results of the double-exposure process suggest that multi-
beam interference provides a novel technique in encoding
multidimensional periodic structures. Especially, when we
use the interference among five beams, we can fabricate
three-dimensional periodic structures in transparent mate-
rials. Such three-dimensional structures have been encoded
in polymers by using a Q-switched YAG:Nd3+ laser [35].
Three-dimensional periodic structures were encoded in neg-
ative photoresist SU-8 with interfering five beams split from
a SHG of Ti:sapphire laser pulse [19], where the pulse was
split into five beams by a diffractive beam splitter, making
it possible to achieve the temporal coincidence without the
detecting mechanism.

6.4. Application to Optical Device

Because sizes of the recorded gratings (∼50 �m) are slightly
smaller than that of optical devices, gratings could be used
as building blocks of the optical devices. For example, two
gratings capable of coupling and decoupling of light to wave-
guide were encoded on a waveguide fabricated on a LiNbO3
substrate. Figure 21 demonstrates that He–Ne laser light
is coupled and decoupled to the waveguide through these
gratings.

GLOSSARY
Chirped femto second laser pulse Not fully compressed
pulse with a pulse width of 100∼3,000 fs from regenerated
amplified fs pulse laser system.
Double exposure technique An interference fs pulse are
irradiated exactly on as encoded grating which was rotated
by 90 degree.
Embedded grating Refractive index type grating encoded
inside transparent materials.
Interference fs laser pulse When two fs laser pulses split
from a single pulse collided with spatial and temporal coin-
cidences, interference of fs laser pulse occurs due to good
coherency of the pulse.
Multi-dimensional periodic structure Two or three
dimensional periodic structures are encoded by the inter-
ference among four of five fs laser pulses. Two dimen-
sional structures are also fabricated by a double exposure
technique.
Structural alternation Structural changes induced by the
irradiation of fs laser pulse including densification of silica
glass, crystallographic phase change from crystal to amor-
phous states in diamond, which accompany with the refrac-
tive index modulation.
Surface grating Surface relief type grating encoded by
material ablation.
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1. INTRODUCTION
The dream of delivering a pharmaceutically active molecule
to a specific site in the body has been a long-held aspiration
with beginnings that may be traced back to Paul Erhlich,
who in the early 20th century coined the phrase “magic bul-
let” to describe such an entity [1]. Today, extensive pharma-
ceutical research has led to the development of drug delivery
systems and strategies, which go some way to fulfilling this
idea, but few which could be described as “magic bullets.”
Side-effects and toxicities still afflict these approaches and,
hence, Erhlich’s visionary thinking has not yet been fully
realized. This is especially relevant in tumor chemotherapy,
where selective delivery to neoplastic cells in comparison to
surrounding normal cells is an important principle [2]. As
can be seen in Figure 1a, the challenge faced in site-specific
delivery of drugs is immense due to the numerous obstacles
barricading the drug along its desired route. Cellular struc-
tures and indeed the very components of the cell itself will
either prevent or act in some selective manner to hinder to
the migration of drug from its point of administration to the
intended destination site.

On moving forward into the 21st century, it is apparent
that modern medicine still faces many challenges. Nano-
technology is indeed one area that may offer scientific
advances in the coming years, which could lead to significant
progress in the improvement of therapeutic outcomes. In
particular, the development of nanoparticulate drug deliv-
ery systems may enhance the probability of getting a drug to
its target site [3]. Instead of relying on the physicochemical
properties of the drug to dictate its biodistribution, the drug
is incorporated as a payload into a particle resulting in a dif-
ferent transit mechanism for the drug after administration
[4]. This can be enhanced further by virtue of the flexible
nature of the nanoparticle scaffold, on to which subsections
may be chemically bolted, producing a tailor-made and mul-
tifaceted device. This can be represented in Figure 1b, which
gives the blueprint of an idealized nanoparticulate delivery
system that must make its way to the target cell.

The particle in Figure 1b has several properties which are
incorporated onto the particle, mostly by covalent bonding
to surface groups. A targeting system, such as a monoclonal
antibody, will recognize binding sites that are unique to the
target cell and allow the particle to dock onto the exposed
surface [5]. This has been the focus of much current research
into developing strategies for targeting nanoparticles to the
site of drug action [6–8]. A fusion protein will instigate
the process of merging with the target cell, thereby bringing
the particle into the cytoplasm [9]. As polymeric nano-
particles are recognized as foreign by the body’s immune sys-
tem, they are removed quite effectively by phagocytosis on
exposure to the endoreticular system [10]. This will prevent
the particle from reaching the target site and must be pre-
vented. Steps toward this goal have already been taken with
the production of so-called “stealth” nanoparticles. These
are nanoparticles which incorporate a biomimetic polymer,
usually polyethylene glycol, into their structure to avoid elic-
itation of an immune response [11–13]. Presently, such an
idealized nanoparticle with these three important proper-
ties has yet to be realized, but attempts have been made to
attach some of the subsystems described.

The construction of an idealized particle must start with
the formation of a solid polymeric sphere with a diameter
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Figure 1. (a) A simplified overview depicting the barriers to drug local-
ization at a target cell after oral administration into the gut or intra-
venous administration to the systemic circulation. For example, the
path from a capillary to a target cell may involve crossing the vascular
endothelium and various connective tissue structures. (b) An idealized
draft of a multifaceted nanoparticulate system containing a drug pay-
load that must also permeate in some way to the target cell. Pendent
molecules, such as a targeting ligand, add to the functionality of the
device.

of approximately 200 nm. This is followed closely by load-
ing the drug into the naked particle. This is dependent on
the physicochemical properties of the drug molecule, which
may often present problems in terms of efficient loading,
especially if the drug has appreciable water solubility. This
scenario may not be uncommon given that the majority of
candidate molecules for inclusion in nanoparticulate systems
will possess some degree of aqueous solubility. This chap-
ter discusses the construction of nanoparticles and describes
their characterization. In particular, the process of incorpo-
rating a water-soluble payload is discussed and the problems
associated with this are used to illustrate the complexities
encountered during the proposed construction of a device,
as typified in Figure 1b.

2. DEFINITION OF NANOPARTICLES
Nanoparticles have been studied extensively as carriers for
drugs employed in a wide variety of routes of administra-
tion, including parenteral [14], ocular [15], and peroral [16]
pathways. The term nanoparticle is a collective name for any
colloidal carrier of submicrometer dimension and includes
nanospheres, nanocapsules, and liposomes. They can all be
defined as solid carriers, approximately spherical and rang-
ing in size from 10 to 1000 nm. They are generally polymeric
in nature (synthetic or natural) and can be biodegradable

or nonbiodegradable in character. Biodegradable polymers
used include poly(alkylcyanoacrylates) [17, 18], poly(lactide-
co-glycolide) [19, 20], chitosan [21, 22], and gelatin [23],
while nonbiodegradable polymers include poly(styrene) [24],
poly(acrylamide) [25], and poly(methylmethacrylate) [26].
Nanospheres represent the simplest carrier and are solid,
monolithic systems in which the drug is dissolved or
entrapped throughout the particle matrix. Alternatively, it
may be adsorbed onto the surface. No continuous mem-
brane surrounds the particle, as illustrated in Figure 2a.

Nanocapsules are reservoir type systems comprising an
oily liquid core surrounded by a polymeric shell [27]. The
drug is usually dissolved in this liquid core but may be more
closely associated with the shell polymer and the exposed
surface, as illustrated in Figure 2b.

Liposomes are closely related to nanocapsules in struc-
tural layout but consist of an aqueous core surrounded by
a bilayer membrane composed of lipid molecules, such as
phospholipids [28], as illustrated in Figure 2c. The drug can
be located in the aqueous core or in the bilayer membrane.

drug dispersed in particle drug adsorbed on to surface

drug molecule

drug dispersed in oily core
drug adsorbed on to surface
or dispersed in shell

drug molecule

hydrophyllic drug in
aqueous core

hydrophobic drug in
lipid bilayer

(a)

(c)

drug molecule

(b)

Figure 2. (a) The morphology of nanospheres, where drug can be either
dispersed throughout the polymeric matrix of the particle or adsorbed
onto the surface. (b) The morphology of nanocapsules, where drug is
dispersed mostly in a liquid core. Drug can also be associated with
the polymeric shell, either by dispersal through the polymer or adsorp-
tion to it. (c) The morphology of a small single lamellar liposome
of submicrometer dimensions showing the possible location of a drug
payload.
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From a historical prospective, liposomes have been the
most extensively studied nanoparticulate carrier [29–32].
However, their full development leading to extensive clin-
ical use has been restricted by pharmaceutical problems
entailing drug leakage, stability, and problems with scale-
up procedures. These all arise due to their liquid and
semisolid nature leading to a lack of rigidity and sub-
sequent fragility. However, the important early work by
Couvreur and co-workers [33] introduced nanoparticles pre-
pared from biodegradable poly(alkylcyanoacrylates). This
has prompted much research into nanoparticles made from
polymeric materials and, furthermore, into finding polymers
that are pharmaceutically acceptable, biodegradable, and
nontoxic [34]. A wide variety of preparation methods for
nanoparticles have now evolved, which encapsulate many
different types of drug compounds [35, 36].

3. PREPARATION
Both nanospheres and nanocapsules are prepared from
either a polymerization reaction of dispersed monomers or
from a solvent dispersion procedure using preformed poly-
mers. In many instances, the latter procedure using pre-
formed polymer is desirable, as potential reactions between
drug and monomer are avoided and the potential toxicity of
residual monomers, surfactant, and initiator is reduced [37].
The final properties of nanoparticles, such as their size, mor-
phology, drug loading, release characteristics, and biodisti-
bution, are all influenced by the method of preparation [38].

3.1. Nanoparticles Prepared
from Polymerization Reactions

Most examples of polymerization used to create nano-
particles occur by a free radical mechanism involving dis-
tinct initiation, propagation, and termination processes [39].
Polymerization occurs within a continuous liquid medium,
which also comprises the monomer, initiator, and a surfac-
tant. Four different polymerization techniques are described
to polymerize vinyl type monomers, namely:

• emulsion polymerization, resulting in 0.05–0.2 �m par-
ticles

• dispersion polymerization, resulting in 0.3–10 �m par-
ticles

• precipitation polymerization, resulting in nonspherical
0.1–10 �m particles

• suspension polymerization, resulting in 20–2000 �m
particles

3.1.1. Emulsion Polymerization in a
Continuous Aqueous Phase

Continuous aqueous phase emulsion polymerization is one
of the most widely used procedures to make nanoparticles
for drug delivery purposes, especially those prepared from
the alkylcyanoacrylate monomers. An oil-in-water emulsion
system is employed where the monomer is emulsified in a
continuous aqueous phase containing soluble initiator and
surfactant [39, 40]. Under these conditions, the monomer is
partly solubilized in micelles (5–10 nm), emulsified as large

monomer droplets (1–10 �m), and partly dissolved in the
continuous aqueous phase. The polymerization takes place
in the outer continuous phase and not in the micelle inte-
rior [41]. Initiation of polymerization occurs in the aqueous
phase when a monomer molecule collides with an initia-
tor molecule, which may be an ion or a free radical [42].
Alternatively, the monomer can be struck by a high-energy
photon, such as gamma radiation and ultraviolet or intense
visible light. Propagation occurs when nascent monomeric
radicals interact with other monomer molecules forming pri-
mary particles [39]. The polymerization is maintained by the
continuous supply of monomer from the monomer reser-
voirs, such as droplets and micelles, and is illustrated in
Figure 3.

The surfactant is an important component of this pro-
cess and acts to stabilize the growing polymeric particles
by surface adsorption. Phase separation and the formation
of solid particles occur before or after termination of the
polymerization process [42]. Polymerization can occur in
some systems without the presence of surfactants [40]. Vari-
ous particulate systems have been prepared by this method,
including poly(styrene) [43], poly(vinylpyridine) [44, 45],
poly(acrolein) [46, 47], and poly(glutaraldehyde) [48–50].

Considerable work has been done using poly(alkylcyano-
acrylate) (PACA) nanospheres due to their biodegradability,
bioelimination, ease of preparation, low toxicity, and stabil-
ity [18, 51, 52]. Although initially used as hemostatic aids
in surgery [53, 54], their preparation was first recorded by
Couvreur et al. [33]. Monomer was emulsified in a stirred,
acidic, aqueous medium containing a nonionic surfactant,
as illustrated in Figure 4. The suspension obtained dis-
plays a blue coloration due to the scattering of light by
the particles known as the Tyndall effect. Glucose, Tween,
Dextran 70, and Pluronic F68 have been used to stabilize
and protect the particles from agglomeration [52]. Various
monomers are available, such as methyl, ethyl, butyl, and
isohexyl monomers, to prepare PACA nanoparticles, which
differ in the length of their alkyl side chains.

The polymerization is an anionic mechanism initiated
by hydroxide ions or any bases present [42]. The reaction
scheme can be seen in Figure 5. The polymerization rate is
regulated by hydroxyl ion concentration and hence is car-
ried out at pH values below 3.5. Above this pH, the reaction
rate is too rapid to allow discrete particle formation [55, 56].

monomer
droplet

nanoparticle

monomers in micelles
growing polymer
radical

dissolved
monomers

Figure 3. Presentation of the emulsion–polymerization mechanism in
an aqueous phase.
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Figure 4. Preparation conditions used in the preparation of poly(alkyl-
cyanoacrylate) nanoparticles.

The main advantage of this polymerization is that it can be
carried out at room temperature without an energy input.
PACA nanoparticles have been prepared reproducibly at a
semi-industrial level and can be made aseptically [57].

Spherical particles of around 200 nm in diameter are pre-
pared by this technique as demonstrated by scanning elec-
tron microscopy [58, 59]. Particles as small as 10 nm were
obtained by altering the concentration of surfactant and
by increasing amounts of sulphur dioxide [60, 61]. Freeze
fracture studies confirmed that PACA nanospheres have a
dense solid spherical core with no distinguishable surround-
ing membrane [27]. The contents of the polymerization
medium, such as pH, concentration, type of surfactant, and
monomer type have been shown to influence the particle size
[55, 62–64]. A large variety of drugs, such as cytostatics and
antibiotics, have been encapsulated in PACA nanospheres
successfully, in part due to their porosity and high specific
surface area [35, 65–68]. Drugs are incorporated into these
nanospheres during polymerization or adsorbed onto the
surface of preformed particles [52]. The loading of lipophilic
drugs is limited by their solubility in the aqueous acidic con-
tinuous phase. Acid labile drugs can be incorporated using
poly(dialkylmethylidenemalonate) esters as they polymerize
at neutral pH [69, 70]. This is due to the presence of the less
electrophilic alkoxycarbonyl group compared to the cyano
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Figure 5. Anionic polymerization mechanism for alkylcyanoacrylate
monomers (R = n-butyl).

group of the alkylcyanoacrylates. Their use, however, has
been limited due to slow biodegradability [71].

3.1.2. Emulsion Polymerization in a
Continuous Organic Phase

This procedure involves emulsifying a water-soluble mono-
mer in a continuous organic phase containing a soluble
initiator and surfactant. This constitutes a water-in-oil
emulsion, as the different phases are reversed from the
more common continuous aqueous phase based methods.
The first process reported for nanoparticle formation by
Birrenbach and Speiser is an example of this procedure
[72]. Poly(acrylic) nanoparticles were prepared by dissolv-
ing acrylamide and N ,N ′-methylene bizacrylamide in an
outer hexane phase containing anionic surfactants. The poly-
merization was initiated by gamma, ultraviolet, or visible
radiation. Biologically active, antigenic materials were
encapsulated and showed intact biological activity and high
antibody production after encapsulation [72]. Spherical par-
ticles of 80 nm were produced based on electron microscopic
studies. Kreuter [59] reported that transmission electron
microscopy (TEM) revealed these particles to have a solid
dense interior, forming matrix type nanopellets. Ekman
and Sjoholm [73] investigated the polymerization of these
monomers by radical initiation in a toluene/chloroform mix-
ture, but higher particle sizes were obtained.

The main disadvantage in using poly(acrylamide) sys-
tems is that they are not biodegradable and the monomers
are toxic. Extensive purification is also required to remove
the organic solvents, anionic surfactants, and residual
monomers. Edman et al. [74] produced biodegradable
poly(acryldextran) particles by incorporating dextran into
the poly(acrylamide) chain. These particulate systems were
metabolized and eliminated faster, both in vivo and in vitro,
than poly(acrylamide) particles.

3.1.3. Dispersion Polymerization
In dispersion polymerization, the monomer and initiator are
dissolved in the continuous phase, which acts as a nonsol-
vent for the developing polymer. The continuous phase can
be organic, aqueous, or a mixture of miscible phases. Two
methods of initiation have been employed, including gamma
radiation [75] and chemical initiation by potassium perox-
odisulphate [76]. As the polymer is formed, it precipitates as
nanoparticles. These particles are not polymeric precipitates
as in precipitation polymerization. Rather, they are swollen
by a mixture of the monomer and the continuous phase [39].

Kreuter and Speiser [77] developed a dispersion poly-
merization producing adjuvant nanospheres of poly(methyl-
methacrylate) (PMMA). The monomer is dissolved in
phosphate buffered saline and initiated by gamma radi-
ation in the presence and absence of influenza virions.
These systems showed enhanced adjuvant effect over alu-
minum hydroxide and prolonged antibody response. PMMA
particles could be distinguished by TEM studies and the
particle size was reported elsewhere to be 130 nm by pho-
ton correlation spectroscopy [75]. The particle size could
be reduced, producing monodisperse particles by inclu-
sion of protective colloids, such as proteins or casein [40].
Poly(methylmethacrylate) nanoparticles are also prepared
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by chemical means using potassium peroxodisulphate as ini-
tiator combined with heating at 65 or 85 �C [76]. Increas-
ing monomer concentration and temperature resulted in an
increase in particle size.

Copolymerization of PMMA has been carried out for the
purpose of producing more hydrophilic particles [45, 78, 79].
Methylmethacrylate has been copolymerized with metha-
crylic acid, ethylene glycol dimethacrylate, hydroxypropyl
dimethacrylate, or 2-hydroxyethylmethacrylate, by emulsion
polymerization. Particle sizes from 30 to 340 nm in diame-
ter can be produced by chemical initiation and 0.3–3.0 �m
particles produced using gamma radiation [45, 80]. Anti-
bodies, amino acids, and fluorescent molecules can be
covalently bound to the active surface groups on these parti-
cles by cyanogen bromide, carbodiimide, and glutaraldehyde
methods [78, 80]. The polymerization of PMMA and its
copolymers avoids the use of organic solvents and anionic
surfactants. However, PMMA is not biodegradable and,
thus, persists in the body [18, 81]. The hydrolysis of these
polymers requires an acid environment not generally found
in body fluids.

3.2. Nanospheres Prepared
from Preformed Polymers

Synthetic and natural polymers have been investigated which
are biodegradable and biocompatible. The nanospheres are
formed by precipitation of synthetic polymers or by denatu-
ration/solidification of polymers of natural origin. Four tech-
niques have been reported for preparing nanoparticles from
synthetic preformed polymers. These include:

• emulsion–evaporation,
• salting out technique,
• emulsion–diffusion,
• coacervation/phase separation technique.

3.2.1. Emulsion–Evaporation
This method was first reported by Vanderhoff [82] for
the preparation of artificial latexes. The polymer and drug
are dissolved or dispersed in a volatile water-immiscible
organic solvent, such as dichloromethane, chloroform, or
ethyl acetate. This is emulsified in an aqueous continuous
phase containing a surfactant, such as poly(vinylalcohol), to
form nanodroplets. The organic solvent diffuses out of the
nanodroplets into the aqueous phase and evaporates at the
air/water interface, as illustrated in Figure 6. The solvent is
removed under reduced pressure. The nanodroplets solidify
and can be separated, washed, and dried to form a free-
flowing powder.

Poly(d,l-lactic acid) (PLA) nanospheres containing
testosterone, with a particle size of 450 nm, were first pro-
duced by Vanderhoff et al. [83]. Microfluidization produced
spherical particles of less than 200 nm with a narrow size
distribution [84]. Krause et al. [85] produced PLA nano-
particles of 500 nm using sonication. The polymer and drug,
triamcinolone acetonide, were dissolved in chloroform and
emulsified, with sonication, for 45 minutes at 15 �C in a
gelatin solution. The solvent was evaporated by heating
to 40 �C for 45 minutes under continuous stirring. TEM

polymer and drug dissolved
in water miscible solvent

aqueous continuous
medium containing
a surfactant

mechanical stirrer

mechanical stirrer

evaporation under
reduced pressure

1  semisolid nanodroplets formed

2  diffusion of solvent from
     nanodroplet particle

3  solid nanoparticles formed

Figure 6. Preparation scheme for the emulsion–evaporation method.

showed these particles to have a highly porous interior struc-
ture. Scholes et al. [86] and Julienne et al. [87] optimized
the particle size of poly(lactide-co-glycolide) (PLGA) nano-
spheres by altering preparation conditions in the emulsion–
evaporation method. These conditions included the phase
volume ratio of the emulsion formed, concentration and
molecular weight of the polymer and surfactant, as well
as homogenization time and pressure. Tice and Gilley [88]
reported that size of the particles formed depended on the
initial size of the emulsion droplets.

It is desirable to use good film forming polymers for the
emulsion–evaporation process [88]. For example, Eudragit®

RL, Eudragit® RS, ethyl cellulose, PMMA, and cellulose
acetate butyrate polymers formed nanoparticles by this
method [89]. Biodegradable poly(�-hydroxybutyrate) has
been used to prepare nanospheres by this process [90, 91].
Particle sizes from 170 to 220 nm were obtained using high
pressure emulsification with Brij® surfactants [90].

The successful entrapment of drugs by this preparation
procedure involves minimizing the loss of drug to the aque-
ous continuous phase. Various strategies employed include
the use of drugs with low water solubility in the continu-
ous aqueous phase, a high concentration of polymer in the
organic phase, and a fast precipitation rate of the polymer in
the continuous phase [92, 93]. By pH adjustment of the con-
tinuous aqueous phase, the loss of ionizable drugs, such as
quinidine, can be reduced [94]. The emulsion–evaporation
method is most suited to the encapsulation of lipophilic
drugs, such as hydrocortisone, progesterone, diazepam, and
indomethacin [84, 94].

Adding water miscible solvents to the organic phase
enhanced the encapsulation of water-soluble drugs due to
rapid polymer precipitation in the aqueous phase [93, 95].
Bodmeier and McGinity [93] investigated using co-solvents
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such as acetone, ethyl acetate, methanol, and dimethyl-
sulphoxide (DMSO) with PLA to increase quinidine load-
ings. Niwa et al. [95] produced nanospheres of PLA and
PLGA enhancing peptide encapsulation by incorporating
acetone with DCM. Organic phases have been employed
to improve the encapsulation of water-soluble drugs by the
emulsion–evaporation method. Tsai et al. [96] first reported
using light mineral oil as the continuous phase with Span 65
as the surfactant, but microspheres were produced. This was
also reported by other authors [38, 97, 98].

3.2.2. Salting Out Technique
The salting out technique was first proposed by Bind-
schaedler et al. [99] This preparation method involves
adding a water-soluble polymer, such as poly(vinylalcohol)
(PVA), to a concentrated solution of an electrolyte or non-
electrolyte forming a viscous gel. This is emulsified in a
water-miscible solvent, such as acetone containing the poly-
mer and drug. The saturated aqueous phase prevented ace-
tone from mixing with the water by a salting out process.
On further addition of the gel to the organic phase, an oil-
in-water emulsion is formed. Sufficient water is then added
to allow complete diffusion of the acetone into the aqueous
continuous phase, thereby forming nanospheres [100, 101].
Typically, magnesium chloride and magnesium stearate are
used as salting out agents. This method avoids the use of
surfactants and chlorinated solvents, which offers distinct
advantages over the emulsion–evaporation method. How-
ever, the hydrocolloidal PVA is employed as a viscosity
increasing agent and stabilizing agent. The PVA, electrolyte,
and acetone were removed from the nanospheres by cross
flow filtration, as described by Allémann et al. [101].

The preparation conditions of the salting out technique
could be altered to produce nanospheres of monomodal
distributions with particle sizes in the range 170 to
900 nm using Eudragit® S as polymer [102]. The con-
ditions investigated include homogenization, stirring rate,
internal/external phase ratio, viscosity of the external phase,
concentration of polymer in the organic phase, type of salt-
ing out agent, and concentration and type of stabilizing
agent in the aqueous phase. The size of the droplets in the
emulsion determined the size of the final particles [102].
Leroux et al. [103] prepared PLA particles of 70 nm using
benzyl alcohol and high PVA concentrations.

Different polymers have been used to produce nano-
particles by the salting out process, such as Eudragit® S,
Eudragit® E, poly(dl-lactic acid), polycaprolactone, ethyl
cellulose, cellulose acetate and cellulose acetate butyrate
[99, 100, 102, 103]. Other salting out agents, such as sucrose,
and solvents, such as THF, ethyl acetate, and isopropyl alco-
hol, also produced nanoparticles [102]. The salting out tech-
nique was found to entrap lipophilic drugs successfully, such
as savoxepine and chlorambucil, due to the continuous aque-
ous phase used [35, 103, 104]. Leroux et al. [103] com-
mented on the pharmaceutical acceptability of the salting
out process as the use of acetone and large amounts of salt
may pose problems concerning salt recycling and compati-
bility with some drug substances. These authors used benzyl
alcohol as the organic solvent and low amounts of salt and
gelatin as the stabilizing hydrocolloid to improve the phar-
maceutical acceptability.

3.2.3. Emulsion–Diffusion
This procedure is also referred to as the precipitation
method and was first reported by Fessi et al. [105]. In this
type of preparation, as shown in Figure 7, the polymer is
dissolved in a water-miscible solvent and then poured under
stirring into a nonsolvent, which is usually water. This leads
to the polymer precipitating as nanospheres. Prior emulsifi-
cation and inclusion of surfactants are not necessary.

The proposed mechanism for formation of nanospheres
by this technique is by a diffusion and stranding mecha-
nism, as illustrated in Figure 10 (Section 4.2) [106]. Polymer
globules are formed as the polymer solution is added to
the aqueous phase. As the solvent diffuses into the water
from the polymer globule, the polymer precipitates out of
solution and is stranded in the water in the form of fine
emulsion droplets or “protonanoparticles.” Complete diffu-
sion of solvent from these protonanoparticles will provoke
polymer solidification in the form of nanospheres of about
200 nm in diameter. Turbidity measurements are consistent
with this mechanism [106]. In summary, the diffusion of the
solvent causes regions of supersaturation from which nano-
particles are formed, due to phase transformation in these
regions. The size of the resulting particles is dependent on
this process.

This precipitation procedure has been successfully applied
to a wide variety of polymers such as poly(lactide), poly-
(lactide-co-glycolide), poly-(�-caprolactone), ethylcellulose,
poly(alkylcyanoacrylate), and poly(styrene) [107]. More
recent biodegradable polyesters, called poly(�-malic acid-
co-benzyl malate) copolymers, have formed nanospheres
of 200 nm in diameter by the precipitation method
[108, 109]. Solvent/nonsolvent mixtures that have been used
include ethanol/water, acetone/water, and propylene car-
bonate/water [110]. Murakawi et al. [19] employed solvent
mixtures, such as ethanol/acetone and methanol/acetone,
providing high yields of PLGA nanometer sized particles
with less aggregation. This preparation method is best suited
to the encapsulation of lipophilic drugs as an aqueous con-
tinuous phase is used [111]. The lipophilic drugs are usually
dissolved in with the polymer-rich phase. High encapsula-
tion was reported for peptides, such as TRH and elcatonin,
with this method [112].
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continuous medium

mechanical stirrer
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solidified
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diffusion of 
solvent
from proto-
nanoparticles
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Figure 7. Preparation procedure for precipitating technique. Shown
also is the schematic illustration of the diffusion stranding mechanism
for nanosphere formation that occurs during the precipitation method.
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A major advantage of this procedure is that a surfac-
tant is not required. This avoids its removal by purifica-
tion procedures. However, poly(vinyl alcohol) has been used
as a stabilizer in some instances and was found to adsorb
strongly, resisting washing procedures [19, 106]. Without sur-
factant, nanoparticle formation and stability are dependent
on the initial polymer concentration, the volume ratio of
the solvent to nonsolvent, and the dielectric constant of the
final mixture [111]. Ternary phase diagrams have been con-
structed to find the optimal region of nanoparticle formation
[110, 111]. Another advantage of this procedure from an
industrial point of view is that high-pressure homogenizers
and ultrasonication are not required as spontaneous emulsi-
fication occurs [106].

3.2.4. Coacervation
Coacervation is a phase separation technique. It was first
introduced by Bungenberg de Jong and Kruyt [113] who
described a process in which aqueous colloidal solutions
are separated into two liquid phases, a colloid-rich phase
or coacervate and a colloid-poor phase. Many synthetic
polymers are water-insoluble and consequently, nonaque-
ous coacervation systems have been employed. Coacervation
usually consists of binary and ternary systems [114, 115].
Binary systems consist of one polymer dissolved in a solvent
and ternary systems of either a single polymer in a binary
solvent mixture or two polymers in a single solvent. For
binary systems, phase separation can occur by changing the
temperature or pH or by the addition of electrolytes, such
as sodium sulphate, to gelatin [116]. For ternary systems,
phase separation can be induced by adding a nonsolvent for
a single polymer system or by adding a polymer incompati-
ble with the second polymer for a two polymer system [117].
Solidification of the particles produced by coacervation can
be effected by temperature, chemical cross-linking, adjust-
ment of pH, or rinsing with a nonsolvent for the polymer.

The coacervation process is controlled by the interactions
between polymer/solvent/nonsolvent. The formation of sta-
ble coacervates is influenced by the polymer type, molec-
ular weight, and hydrophobicity and by the amount and
viscosity of the added coacervating agent [118, 119]. By care-
ful adjustment of these parameters, optimum coacervation
conditions can be achieved by the use of phase diagrams.
The classical coacervation method for nonaqueous systems
has been modified to produce nanoparticles by using an
emulsion-phase separation method in an oil system [120].
An aqueous solution of the drug, a peptide in this instance,
was emulsified in a DCM–acetone mixture containing the
dissolved PLGA using homogenization [112, 120]. Triester
oil (caprylate and caprate triglyceride) was added gradu-
ally, inducing phase separation of the PLGA at the interface
between the aqueous and oily phase. The aqueous droplets
are covered with the coacervate droplets of PLGA and the
evaporation of the organic solvent reduces the solubility of
the PLGA and deposits it around the aqueous droplets con-
taining the drug. This mechanism is illustrated in Figure 8.

Nanoparticles encapsulating 5-flurouracil were prepared
by coacervation using cellulose derivatives [121]. An ethano-
lic solution of ethyl cellulose was desolvated by stirring in
distilled water producing particles with an average diam-
eter of 472 nm, as determined using scanning electron
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Figure 8. Preparation mechanisms of PLGA nanospheres by the
emulsion-phase separation method in an oil system.

microscopy (SEM). Nanospheres of methyl cellulose were
prepared by desolvating an aqueous solution of the polymer
with sodium sulphate solution [121]. An average particle size
of 540 nm was obtained.

The main drawback to coacervation is the toxicological
implication of residual solvents, coacervating agents, and
hardening agents left in the particles. More biocompatible
coacervating and hardening agents are being investigated
along with approaches to minimize solvent residues [114].
The triester oil used in the coacervation of PLGA by Niwa
et al. [120] is nontoxic and biocompatible and an alternative
to silicone oil usually used in the coacervation of PLGA.
Biocompatible hardening agents suggested include fatty acid
esters, such as isopropyl myristate for PLGA [114]. For low
molecular weight polymers, drying near the glass transition
temperature of the polymer was found to be effective in
lowering DCM content [114].

3.3. Nanoparticle Production
Using Supercritical Fluids

Supercritical fluids are defined as those substances whose
temperature and pressure have been raised above the point
where the densities of the liquid and gaseous states are the
same. When substances exist in a supercritical state, they
can be used as solvents or antisolvents and, hence, used in
the production of particulates in a similar manner to other
solvent systems. The use supercritical fluids has increased
significantly over the last few years, with many drugs either
being encapsulated within, or being formed into, nano-
particles using this technique [122–125]. However, there are
a number of advantages to using supercritical fluids over
conventional solvent systems. Production is usually a one-
step process, with little polydispersity in particle size and,
perhaps, most importantly, much less organic solvent is used,
with carbon dioxide being the most frequently used super-
critical fluid. This is obviously of significance environmen-
tally, especially if production is on the commercial scale.

A number of techniques are based on supercritical fluid
technology. Three are of particular pharmaceutical interest,
namely the supercritical antisolvent (SAS) system, the rapid
expansion of supercritical solution (RESS) method, and the
gas antisolvent (GAS) technique [126].

The SAS method involves the introduction of the super-
critical fluid into a solution of solute in an organic solvent.
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At high pressures, the fluid acts as an antisolvent, becom-
ing soluble enough in the organic solvent to precipitate out
the solute. At the final operating pressure, the supercritical
fluid flows through the precipitation vessel stripping away
any residual organic solvent. Finally, the vessel is depressur-
ized and the solid product is collected. The GAS technique is
a modified version of this method, with the organic solution
being rapidly introduced into the supercritical fluid through
a fine nozzle [127, 128]. The solution is quickly extracted
into the fluid, resulting in instantaneous precipitation of the
solute as fine particles.

In the RESS method, the solute of interest is solubi-
lized in a supercritical fluid, which is then rapidly expanded
through a nozzle. As the fluid expands, it loses its solvent
capabilities and the solute precipitates out. While this tech-
nique has the advantage of not using any organic solvent, it
is restricted by the generally poor solubility of most polymers
in supercritical fluids. Indeed, polymers generally have to be
below 10,000 MW in order to be eligible for this method of
particle production [126].

4. CHARACTERIZATION
The physicochemical characterization of a colloidal carrier
is necessary because important characteristics, such as par-
ticle size, hydrophobicity, and surface charge, determine the
biodistribution after administration [129–132]. Preparation
conditions, such as the pH of the polymerization medium,
monomer concentration, and surfactant concentration, can
influence the physicochemical characteristics of the particles
[60, 62, 64]. It is, therefore, essential to perform a compre-
hensive physicochemical characterization of nanoparticles,
which has been reviewed by Magenheim and Benita [133].

4.1. Particle Size

Clearly, the definitive characteristic of any nanoparticulate
drug delivery system will be its submicrometer diameter. Siz-
ing such particles in the suboptical region can be difficult
as the measuring technique itself may alter size and proper-
ties by either hydrating or aggregating the particles. This will
have a profound influence on the size of the particle [59].
Haskell [134] has discussed the various optical techniques
available to measure the size of nanoparticles.

Photon correlation spectroscopy (PCS) has been used
extensively for the sizing of submicrometer particles and is
now the accepted technique in most sizing determinations.
PCS is based on the Brownian motion that colloidal particles
undergo, where they are in constant, random motion due to
the bombardment of solvent (or gas) molecules surround-
ing them. The time dependence of the fluctuations in inten-
sity of scattered light from particles undergoing Brownian
motion is a function of the size of the particles. Smaller par-
ticles move more rapidly than larger ones and the amount
of movement is defined by the diffusion coefficient or trans-
lational diffusion coefficient, which can be related to size by
the Stokes–Einstein equation, as described by

d�H	 = kT

3�D
(1)

where D is the diffusion coefficient, k is the Boltzmann’s
constant, T is the absolute temperature,  is the viscosity,
and d�H	 is the hydrodynamic diameter. The hydrodynamic
diameter, or Stokes diameter, measures how a particle
moves within a fluid. To obtain mass or volume diameters,
the full Mie theory should be used, which requires knowl-
edge of the refractive indices of the particulate material and
sizing medium. The upper limit of size for PCS is deter-
mined by the density of the particle and, most importantly,
its onset of sedimentation, rather than limitations on the
technique itself.

PCS is a rapid, nondestructive technique which enables
the measurement of many types of spherically shaped enti-
ties, including discrete living cells, without causing alteration
or damage [133]. However, the use of PCS is not possible
when the size distribution of the sample is broad, the sample
material is nonspherical, and multimodal distributions are
present. PCS is also susceptible to errors from the presence
of larger particles, such as dust, microbial contamination,
crystallization of ingredients, or secondary particle agglom-
erates. Larger particles scatter more light than smaller parti-
cles, as shown by the Rayleigh ratio, and thus will swamp the
scattered light from smaller particles. Samples for PCS mea-
surements must be clean and filtered to ensure removal of
contaminating dust particles. Another disadvantage of this
method is that the particle size is influenced by the sur-
rounding medium, such as adsorbed surfactants or hydration
layers.

PCS has been applied in nanoparticulate characterization
to investigate the effect of altering preparation parameters
on the particle size of various nanoparticulate carriers, such
as poly(alkylcyanoacrylates) [55, 60, 61, 135]. The effect of
the incorporation of drugs on nanoparticle size has also been
investigated [136, 137]. PCS has been used to examine the
degradation of PACA nanoparticles [138]. This technique
has been useful in determining the influence on size of using
different surfactants in the preparation process and also the
thickness of the surfactant coating layer on the surface of
the nanoparticle [139, 140].

Electron microscopy techniques, such as SEM and TEM,
have been used to measure the particle size of nano-
particles. TEM has the additional advantage in that interior
particle morphology can be determined by freeze fractur-
ing [133]. TEM has been used to size poly(acrylic) acid
and cellulose nanoparticles and it was shown that the
sizes obtained were comparable to PCS [59, 121]. TEM
has been used to optimize the preparation conditions of
poly(methylmethacrylate) nanoparticles to obtain small par-
ticle sizes [141]. SEM requires the particles to be coated with
gold to make them conductive. This coating varies in thick-
ness from 30 to 60 nm and has to be subtracted in order to
determine the size of the uncoated particles. On comparison
to other sizing techniques, the particle sizes of poly(acrylic)
acid nanoparticles by SEM were in good agreement [59].
Although electron microscopy allows the measurement of
individual particles, this may be unrepresentative of the
whole sample. The low vacuum used, gold coating, and any
surfactants present may alter the particle size [59].
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4.2. Surface Charge

Particles in a suspending medium carry a thin layer of ions
and solvent around them, which will cause the particle to
drift when placed in an electric field. The surface separat-
ing the stationary medium from the moving particle and
its bound ions and solvent is called the surface of hydro-
dynamic shear [142]. The potential at this surface is called
the zeta potential, as illustrated in Figure 9. This surface
potential can originate from the dissociation of surface poly-
meric groups or preferential adsorption of ions or other
ionic molecules from the aqueous suspending medium. The
zeta potential of the particle is dependent on electrolyte
concentration and pH of the suspending particle medium
[142, 143].

The zeta potential can be measured by electrophoresis,
which determines the velocity of particles in an electric field
of known strength [144]. This particle velocity, v, can then
be related to the electrical field strength, E, as the elec-
trophoretic mobility, �. This is shown by

� = v

E
(2)

The electrophoretic mobility, �, can be converted to a
zeta potential by using the Smoluchowski equation,

Zp = �4�

�
(3)

where Zp is the zeta potential (mV), � is the electrophoretic
mobility [(cm/s)/(Volt/cm)],  is the dynamic viscosity of the
dispersion medium (poise), and � is the dielectric constant.

Electrophoretic mobility measurements can be performed
by laser Doppler anemometry (LDA). LDA is fast and capa-
ble of high resolution of particle velocities [144]. It mea-
sures particle velocity, which is measured in the stationary
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Figure 9. Formation of Stern plane and diffuse layer on particle surface
(�O = surface or Nernst potential, �i = potential of inner Helmholtz
plane, �� = Stern potential, � = thickness of Stern plane, ZP = zeta
potential at surface of shear, d = distance from particle surface).

layer, where the particles are moving solely with a velocity
due to their charge [142]. This stationary layer is defined by
the crossing of two laser beams, as illustrated in Figure 10.
Interference fringes are produced by the crossing of the two
beams. Particles inside the scattering volume interact with
these fringes to produce scattered light, which is detected
by the photomultiplier tube. The frequency of the scattered
light by the particles differs from the frequency of the inci-
dent laser beam. This shift in frequency is caused by the
Doppler effect and is a function of the particle velocity [142].

Zeta potential measurements have been used to deter-
mine the stability of particle suspensions. Particles with large
negative or positive zeta potentials (+30 and −30 mV)
will form stable colloidal suspensions as they tend to repel
each other and reduce aggregation [143, 145]. Zeta potential
measurements have been used to estimate particle opsoniza-
tion, a process whereby specific proteins in blood plasma
adsorb to the particle surface. It is relevant to this dis-
cussion as such proteins make the particle more suscepti-
ble to phagocytosis and subsequent unwanted removal by
the body. High negative zeta potential values in the pres-
ence of serum are indicative of particles that have become
highly opsonized [10] and may indicate a poor formula-
tion. Zeta potential measurements have also been applied
to investigate drug/polymer association. Alonso et al. [67]
found the negative charge of poly(alkylcyanoacrylate) nano-
particles was neutralized by the adsorption of the polar drug,
amikacin sulphate, indicating an electrostatic association.

An alternative technique to LDA for zeta potential mea-
surement using Bragg cells is amplitude weighted phase
structuration (AWPS). It is a laser light scattering technique
allowing the simultaneous determination of particle size and
zeta potential [142]. The major difference between AWPS
and LDA is in the theoretical treatment and signal process-
ing. A major advantage of this technique over LDA is the
ability to measure at low field strengths, which can be impor-
tant for sensitive biological samples [144].

4.3. Surface Hydrophobicity

Surface hydrophobicity can be evaluated using several tech-
niques. One method involves determining the contact angle
of a polymer film that is representative of the surface of
the particle. This is performed by removing all the water
from nanoparticulate suspension, dissolving in a suitable sol-
vent, and casting as a film on a microscope slide [59]. The
contact angles can then be determined by a goniometer.
The contact angles increase with increasing hydrophobicity.

laser
system

beam
splitter

lens

pinhole

photomultiplier
sample
cell

Figure 10. Optical setup for LDA, consisting of a laser beam being split
and focused by a lens through a suspension of particles in a sample
cell. Scattered light is focused through a pinhole and detected by a
photomultiplier tube.



478 Pharmaceutical Nanotechnology

This method has been used to determine the hydrophobicity
of poly(methylmethacrylate) nanoparticles and acrylic acid
copolymer nanoparticles [146–148].

An alternative procedure is the adsorption of the
hydrophobic dye Rose Bengal [144]. This particular dye
shows different degrees of affinity for the particle surface
depending on the surface hydrophobicity. After incubating
the particles in Rose Bengal, the dye undergoes partition-
ing between the surface of the particles and the dispersion
medium and is determined by spectroscopic measurements
at 542.7 nm [142]. This enables the partition quotient of
Rose Bengal for the particles to be calculated and plot-
ted against the surface area of the particles. The slope
of this plot is a measure of hydrophobicity, with a steep
gradient indicating high hydrophobicity. This approach was
used by Lukowski et al. [147] to investigate the decrease
in hydrophobicity on increasing the acrylic acid content of
acrylic acid copolymer nanoparticles.

Hydrophobic interaction chromatography (HIC) is a col-
umn chromatography technique which can determine par-
ticle hydrophobicity by interaction with a hydrophobic gel
matrix [142, 149, 150]. Hydrophilic particles pass through the
column without interaction, whereas particles with increased
hydrophobicity show a retarded elution and are retained
by the column. Hydrophobicity measurements are used to
determine the hydrophobicity of nanoparticulate carriers
and correlate this to their in vivo biodistribution [10, 149].

The components of the HIC apparatus are essentially sim-
ilar to those found on basic high performance liquid chro-
matographic systems and consist of a column, pump, and
ultraviolet spectrophotometer. Particles are detected by a
reduction in optical density at 400 nm. A miniaturized ver-
sion of HIC with a 1 ml bed volume has been developed
to establish a rapid and less costly screening method [151].
Alkyl agarose gels are used as the column packing and their
hydrophobicity increases with alkyl-chain length. Phosphate
buffered saline is usually used as the elution medium. The
chromatograms obtained are analyzed with regard to the
elution volume and the area under the elution peak, which
enables quantitation.

HIC enables the particles to be determined in their orig-
inal suspending medium preserving their true surface prop-
erties. Contact angle and Rose Bengal partitioning require
removal of the particles from their dispersion medium,
which could result in a modification of the surface proper-
ties. These two methods only determine an average value
for hydrophobicity and are unable to detect subpopulations
differing in surface hydrophobicity. The detection of sub-
populations is possible with HIC, which also allows the poly-
dispersity in surface properties to be determined.

4.4. Molecular Weight Characterization

The determination of the molecular weight of nanoparticles
is performed by gel permeation chromatography (GPC).
The experimental setup consists of a high performance liq-
uid chromatography system with a size exclusion column and
a refractive index detector. The nanoparticles are usually
freeze-dried and dissolved in tetrahydrofuran for analysis on
the system. Poly(styrene) or poly(methylmethacrylate) stan-
dards are used to calibrate the column, to enable the deter-
mination of number average molecular weight (Mn), as in

Eq. (4), and the weight average molecular weight (Mw), as
in Eq. (5),

�Mn =
∑

Qi∑
�Qi/Mi	

(4)

�Mw =
∑
��Qi ·Mi		∑

Qi

(5)

where Qi represents the amount of polymer having a molec-
ular weight Mi. The polymer molecular weight distribution
can be estimated by calculating �Mw/ �Mn.

Molecular weight determinations have been used to eluci-
date the polymerization mechanism of polymers [152, 153].
Poly(butylcyanoacrylate) (PBCA) polymers were reported to
be made up of numerous oligomeric subunits rather than
one or a few polymer chains due to rapid termination at
the low pH values required for preparation [153]. The pH
and monomer and surfactant concentrations were found
to influence the resulting molecular weight of the PBCA
nanoparticles produced [153, 154]. Interaction between the
drug and polymer could be detected by molecular weight
measurements [60, 137, 155]. The biodegradation of nano-
particles can be monitored by molecular weight measure-
ments and the mechanism of degradation can also be
elucidated [156–158].

It is not possible to determine the molecular weight of
highly cross-linked polymers and natural polymers by GPC
as they do not dissolve in tetrahydrafuran. Accurate results
for molecular weight can only be obtained if the poly-
mer standards used have similar properties to the polymer
employed to prepare the nanoparticles. In most cases, this
similarity is absent.

4.5. Microscopic Characterization

The two main techniques used to characterize nanoparticles
by microscopy are scanning electron microscopy and trans-
mission electron microscopy. SEM has been used to deter-
mine particle size, morphology, surface roughness, and
porosity of nanoparticles made from various materials
[27, 33, 159, 160]. SEM can also provide information on the
behavior of adsorbed drugs [161]. Aprahamian et al. [162]
characterized lipiodol nanocapsules by the X-ray emission
of iodine using SEM fitted with an energy-dispersive X-ray
spectrometer. The preparation of samples for SEM involves
drying a portion of the particle suspension at room temper-
ature and then coating it with a thin metallic film, such as
gold, which is usually 30–60 nm in thickness [59]. A 10 nm
layer was obtained by spraying the nanoparticle suspension
onto an aluminum foil with the aid of an atomizer [85].
Samples for SEM analysis must be capable of withstanding
a vacuum environment. This technique is limited for sizing
due to the interference from surfactants in the nanoparticles,
but their presence is necessary to prevent the particles from
agglomerating [59].

TEM has been used to determine the shape and par-
ticle size of nanoparticles [27, 33]. Samples are prepared
by placing a drop of preparation on copper grids, fol-
lowed by negative staining with an aqueous solution of
sodium phosphotungstate, phosphotungstic acid, or uranyl
acetate [27, 163, 164]. Freeze fracturing with TEM has been
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used to investigate the internal structure of nanoparticles
and applied to samples which are not suitable for stain-
ing or which melt or sinter when irradiated by the elec-
tron beam. Nanospheres were shown to have a dense, solid
internal matrix and nanocapsules a hollow internal struc-
ture [27]. The interior morphology and surface roughness
have been characterized for various nanoparticulate carriers
[33, 59, 165]. TEM has been used to establish the wall thick-
ness of nanocapsules, which was found to be 3 nm for PBCA
nanocapsules [135]. TEM is not useful for routine mea-
surements as the sample preparation is time-consuming and
laborious.

Other more advanced microscopic techniques have been
developed, including near-field scanning optical microscopy
[166] and scanning probe microscopy techniques, such as
atomic force microscopy and scanning tunnelling microscopy
[166, 167].

5. DRUG LOADING
Drugs may be incorporated into nanoparticles by addition to
the polymerization medium or by adsorption to preformed
particles [168]. Depending on the drug, polymer, and prepa-
ration method used, the drug can exist as:

• a solid solution of the drug in the particle,
• a solid dispersion of the drug in the polymer,
• surface adsorption of the drug,
• chemical binding of the drug to the polymer [169].

Determination of drug content in nanoparticles is mainly
concerned with the effective separation of the free drug
from the bound drug. Various techniques have been
employed including:

• ultracentrifugation,
• ultrafiltration,
• gel filtration,
• dialysis.

The separation must be as rapid as possible to prevent
desorption of drug from the particle [170].

Ultracentrifugation is the most extensively used separa-
tion technique, where the particle suspension is spun at
high speeds, usually at 100,000 g for one hour [171–173].
The supernatant is carefully removed and analyzed for the
amount of free drug present. This is subtracted from the
total drug added to the system, to determine the amount of
drug bound to the particles. However, the pellet itself can
be analyzed directly to measure the amount of drug bound
to the particles [174, 175]. Usually, both the supernatant and
pellet are analyzed together [176–178]. The main disadvan-
tage of this technique is that drug desorption and caking of
the pellet can occur due to the long centrifugation times and
large centrifugal forces required. Undissolved free drug in
the form of nanocrystals may spin down with the sedimented
pellet, leading to inaccurate determination of loading [133].

Reszka et al. [168] used ultrafiltration to separate free
mitoxantrone from PBCA nanoparticles. The particle sus-
pension was passed through a cellulose nitrate membrane
with a pore size of 20 nm with magnetic stirring and pres-
surized nitrogen. The filtrate obtained was analyzed for free
drug content. Recovery of the particles is not possible with

this method and the particles themselves can clog the filter.
Undissolved drug may be removed with the particulate car-
rier and it must be ensured that drug adsorption to the filter
membrane does not occur.

Gel filtration employs a column containing a packing
material, such as Sephadex® media, to separate free drug
from the particles. The particles elute first in the void vol-
ume followed by the drug, which is retained on the column,
thus enabling its separation. The eluted fractions are col-
lected from the column and analyzed by ultraviolet/visible
spectrophotometry. Beck et al. [170] used gel filtration with
Sephadex® G50 packing to separate five model drugs from
PBCA nanoparticles. This media was also used to separate
free mitoxantrone and ampicillin from liposomes [168, 173].
This technique is rapid and does not alter the particle size,
but desorption of the bound drug can occur. It can be scaled
up and equipment costs are low [179].

Dialysis has been used by Labhasetwar and Dorle [180]
to determine free drug concentration in particle suspen-
sions. The suspension is placed in a dialysis bag and then
positioned in an aqueous continuous phase until there is
no change in drug concentration. The main disadvantages
of dialysis are that the equilibration times are long, caus-
ing drug desorption. Large volumes of continuous phase are
required and particle aggregation can occur [170, 181].

A potentially new separation method called field flow
fractionation has been introduced only on a preliminary
basis for the determination of adsorbed substances to par-
ticles [182]. A novel method was developed by Illum et al.
[68] to determine both free and bound drug on PBCA
nanoparticles without prior separation. For example, a
bathochromic shift was observed in the ultraviolet/visible
(UV/vis) spectrum of Rose Bengal after binding to PBCA
nanoparticles. The amount of free drug was determined at
540 nm and bound drug at 548 nm. This type of analysis is
very specific to the drug under investigation.

The end result of the separation techniques described is
to calculate the particle drug loading. The drug loading usu-
ally expresses the bound drug as a percentage of the total
drug content used in the preparation or as a percentage of
the weight of the dried nanoparticles. The total drug content
is usually taken as the amount of drug added to the prepara-
tion medium initially [66, 136], but errors may result if drug
degradation occurs [183]. Alternatively, total drug content
can be expressed by dissolving the whole nanoparticle sus-
pension in a suitable solvent and analyzing both the free and
bound drug contents [171, 184]. Total drug content used can
also be calculated from the bound and free drug contents
analyzed separately in the supernatant and pellet [137, 185].
The drug loading efficiency is a measure of the total amount
of drug recovered on analyzing the particles compared to
the total amount of drug added initially at the preparation
stage.

Various analytical techniques have been employed to
determine the drug content in nanoparticles after the sep-
aration procedures. High performance liquid chromatogra-
phy and UV/vis spectroscopy are two of the most extensively
used techniques [133]. Other techniques used include scin-
tillation counting [186], spectrofluorodensitometry [176],
microbiological assays [136], spectrofluorimetry [187], and
polarization fluoroimmunanalysis [67].
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6. INCORPORATION OF
WATER-SOLUBLE DRUGS

When introducing a water-soluble drug into a nano-
particulate system, a number of factors must be considered.
Different preparation methods will give rise to particles with
a wide range of surface properties, sizes, and drug incorpo-
rations. Some methods may appear to offer the solution to
a particular loading problem, but the efficiency of particle
formation may be preclusive to their use. In our experience,
there are a number of factors that can be optimized in terms
of loading and particle manufacture, but unfortunately the
level of optimization may not reach that which is deemed
acceptable in a therapeutic context. Many of the problems
encountered by those attempting to encapsulate a water-
soluble drug have been experienced in our own work study-
ing the incorporation of 5-fluorouracil. As such, it represents
a good model drug for testing the incorporation efficiency
of nanoparticle production methods.

Much information exists in the literature about the var-
ious payloads introduced into nanoparticles. The choice of
pharmaceutically active compound that is incorporated is
dictated by many considerations but is driven primarily by
the potency of the drug, its route of administration, and
the need to give the compound some protection against
enzymatic degradation. It must be remembered that nano-
particles have a low capacity for carrying drugs and large
doses cannot be administered by this means. As can be seen
from Table 1, the range of drugs that have been incorpo-
rated is wide, with many of high potency and some requir-
ing protection from proteolytic attack. Other applications
exploit the unique properties of nanoparticles in enhancing
drug delivery to the eye, with many examples to be found in
the literature. This list is by no means absolute, with further
work produced regularly using new drug payloads for novel
applications.

7. INCORPORATION
OF 5-FLUOROURACIL
INTO NANOPARTICLES

5-Fluorouracil (5FU) is 5-fluoropyridrimidine-2,4(1H , 3H)-
dione. Its structure is illustrated in Figure 11. The hydrogen
in the naturally occurring pyrimidine, uracil, is substituted by
fluorine in the 5 position. The presence of the heteroatoms
in the structure imparts hydrophilicity to the compound as
they are capable of hydrogen bonding.

The incorporation of 5FU into particulate carriers made
from both natural and synthetic polymers has been reported
extensively. The natural carriers investigated have included
albumin [188], chitosan [189], casein [190], liposomes [191],
and fibrinogen [192]. The drug-loaded particles are usu-
ally prepared by an emulsion-cross-linking procedure, which
can be performed chemically or by heat. The loading of
5FU in albumin and chitosan particles by this procedure
has been reported to be low [193, 194]. Nanospheres of chi-
tosan loaded with 5FU derivatives were coated with anionic
poly(saccharides) for targeting studies involving cell-specific
recognition [189]. Methyl and ethyl cellulose nanospheres
containing 5FU have been prepared by a desolvation tech-
nique with drug loading efficiencies of 45% for ethyl

Table 1. The diverse range of pharmaceutically active compounds that
have been incorporated into nanoparticles or nanocapsules.

Active compound Ref.

Peptides and proteins
insulin [207–219]
muramyl dipeptide [220–222]
salmon calcitonin [223–227]
chymotrypsin [228–230]

Steroids [231]
triamcinolone [232]
hydrocortisone [233, 234]
dexamethasone [235, 236]
prednisolone [237, 238]
progesterone [233, 239, 240]

Nonsteroidal anti-inflammatory drugs
indomethacin [241–248]
diclofenac [249–254]

Polysaccharides [255–268]

Antibiotic drugs [269–278]

Antisense [24, 279–284]

Beta receptor blocking drugs [285, 286]
timolol [287]
carteolol [288]

Anticonvulsant drugs [289–293]
primidone [294]

Cytotoxic drugs
fluorouracil [295–298]
cisplatin [299–301]
doxorubicin [302–310]
paclitaxel [311–316]
methotrexate [317, 318]
vinblastine [319, 320]

Antiarrhythmic drugs [321]

Miscellaneous

chlorhexidine [322, 323]
diazapam [324–326]
cyclosporin [327–334]
pilocarpine [335–337]
primaquine [338–340]

cellulose and 11.6% for methyl cellulose [121]. Synthetic
carriers have also been used to incorporate 5FU, includ-
ing PMMA [195], PLGA [196], PLA [197], PBCA [198],
and poly(glutaraldehyde) (PGL) [50]. The most widely used
carriers for 5FU are the PLA and PLGA polymers. An
emulsion–evaporation preparation technique is frequently
used to prepare the drug-loaded particles [196, 199]. Such
a method loaded 5FU up to 30% w/w in PLGA parti-
cles with a diameter of 20–540 �m, which were implicated
for the treatment of cerebral tumors by implantation [200].
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Figure 11. Chemical structure of 5FU.
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Nanospheres of PLGA were prepared by emulsion–
evaporation by employing homogenization and a solvent
system consisting of acetone in which both the drug and
polymer were dissolved [95]. The encapsulation of 5FU in
these nanospheres was low compared to the more hydropho-
bic drug, indomethacin. It was reported that the hydrophilic
5FU leaked to the aqueous phase. PGL nanoparticles were
prepared by aldol condensation loading 5FU with an effi-
ciency of 14.32% [50].

The process of loading 5FU into a nanoparticulate sys-
tem proves to be far from simple and is representative of
other water-soluble drugs. The methods used to encapsu-
late drugs tend toward low drug loading encapsulation effi-
ciency by the nature of the solvent systems used. Our work
focused on the use of the emulsion–polymerization scheme
with a continuous aqueous phase. In order to assess the most
suitable parameters for particle formation, response surface
methodology was used. Three variables were analyzed—
surfactant concentration, pH of the polymerization medium,
and monomer concentration. By varying these parameters
and then analyzing the resultant particles produced, it was
possible to predict the set of conditions which would lead
to the formation of an optimized nanoparticulate system.
Using this methodology enabled the production of particles
that could be tailored to meet specific requirements, such
as a certain diameter with a low polydispersity, and so on.
When the optimum conditions were known, work involving
the encapsulation of 5FU could proceed.

Preliminary results using the optimized system from the
response surface model proved disappointing. Particle load-
ings were below 1% and this value was even lower when
a washing step was introduced. In fact, around 90% of the
drug which was “encapsulated” was removed upon the wash-
ing of the particles, indicating a large surface bound fraction,
which was freely soluble in the wash. A number of strate-
gies were used in order to raise the loading efficiency of
the system. Various surfactants were tried to assess whether
there was an advantage in the use of one over another with
respect to drug loading. Indeed, there is evidence that the
type of surfactant used can influence drug loadings of nano-
particles [62]. Sodium lauryl sulphate was found to be effec-
tive in increasing the loading of the polar drug, amikacin
sulphate, in PBCA nanoparticles [67], with the percentage
drug loading efficiency increasing from 4.76% to 60.47%.
It was reported that this surfactant reduced the aqueous
solubility of the drug, thereby improving its incorporation
into nanoparticles. These authors also reported that polox-
amer 188 (Pluronic F68) appeared to hinder the drug–
polymer interaction for the sorption of amikacin sulphate
onto freeze-dried PBCA nanoparticles. Similar results were
also obtained by Harmia et al. [201]. The most appropriate
surfactant depends on the drug under investigation. Surfac-
tants can further affect the molecular weight and size of the
drug-loaded particles obtained as well as the drug release
[62, 202]. However, in our work, despite definite advantages
being seen in the use of particular surfactants, the loading
could not be increased significantly solely by their careful
selection.

Alterations to the concentration of 5FU, surfactant con-
centration, pH, and monomer concentration were also made
to effect an increase in the loading. However, in each

case the changing of the preparatory conditions made lit-
tle impact upon the loading of the particles. It was found
that changes could lead to various particle size differences
and zeta potential changes, but any variation in loading was
in the manner of 1–2%. It was clear that the absence of
any dynamic for the water-soluble drug to move into the
monomer-rich micelles during particle formation was funda-
mental to the lack of success in the incorporation of 5FU.
Hence, other methods of particle formation were employed,
including an oil-in-oil emulsion/solvent diffusion method. It
was reasoned that if all sources of water could be elimi-
nated from the manufacturing process, there was a much
greater likelihood of achieving significant incorporation into
the nanoparticles.

8. DRUG RELEASE
Drug release can be defined as the fraction of drug released
from the nanoparticulate system as a function of time after
the system has been administered [203]. The release of drug
from nanoparticles depends on the location and physical
state of the drug loaded into the colloidal carrier [133]. The
drug can be released by:

• desorption of surface-bound drug,
• diffusion through the nanoparticulate matrix,
• diffusion through the polymer wall of nanocapsules,
• nanoparticle matrix erosion,
• a combined erosion diffusion process [169].

Measurement of true release profiles requires good sink
or infinite dilution conditions so that the drug has the great-
est opportunity to be released [204]. Therefore, the release
must occur into a large volume of sink or continuous phase.
However, as the sink volume is increased the concentration
of drug being measured decreases. As a compromise, it is
recommended that the drug concentration in the continu-
ous phase be kept below 10% of saturation [203]. Good
sink conditions are required to avoid errors from the read-
sorption of the drug to the carrier and saturating the sink
with drug, especially if it is poorly water-soluble. Two tech-
niques have been employed to determine drug release from
nanoparticulate carriers, which include membrane diffusion
techniques and the sample and separate techniques. Drug
release from submicrometer carriers has been reviewed by
Washington [203] and Magenheim and Benita [133].

8.1. Membrane Diffusion Techniques

A volume of the particle suspension is placed in a dial-
ysis bag, which is sealed and placed into the continuous
sink phase, which is usually phosphate buffered saline. The
entire system is kept at 37 �C with continuous magnetic stir-
ring of the sink [203]. The drug in the particles diffuses
into the aqueous phase in the dialysis bag with a rate con-
stant, ki. This drug concentration in the dialysis bag diffuses
through the dialysis membrane to the sink phase with rate
constant km. The drug concentration in the sink is periodi-
cally assayed to determine the amount of drug released. The
main disadvantage of this method is that the release of drug
from particles in the dialysis bag is driven by the partitioning
of the drug between the particle and its continuous phase in
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the dialysis bag [204]. The release is determined by Kp, the
partition coefficent, and is independent of ki. This reduces
the amount of drug available for release through the dialy-
sis membrane and km becomes the rate-limiting step in the
release. In contrast, the diffusion of free drug across the
membrane is rapid, as the release is driven by the drug’s
concentration gradient as all the drug is available for release
[204]. The rate constant, km, is fast in this instance. Another
disadvantage is that the membrane diffusion experiment is
not performed under sink conditions. This is because the
particulate sample itself is never diluted in the sink, since it
is separated from it by the dialysis membrane. Therefore, the
membrane diffusion technique is not a measure of the true
release rate and has been found limited for the prediction
of release from nanoparticles in vivo [205]. The technique
is less prone to error where dissolution or disintegration of
the carrier occurs [203]. However, the technique has been
extensively used to determine release from nanoparticulate
carriers in vitro for many different carriers, including lipo-
somes and emulsions [159, 160, 206].

9. CONCLUSIONS
Nanoparticles represent a unique drug delivery system due
to their small size, which allows them to pass through the
narrowest components of the circulatory system. They also
represent a generic system that has the potential for adap-
tation so that they can be tailor-made to specific applica-
tions. Because of this, more sophisticated drug delivery is
possible, based on active targeting methods, allowing local-
ization to sites that can be accessed from the circulation.
An attached monoclonal antibody can be used to recognize
an exposed antigen and so effect attachment. Consequent
drug release will be concentrated around the target cells and
will increase the probability that drug will diffuse into the
cell of choice and not into those that do not require drug
administration.

Incorporating water-soluble drugs has proved to be prob-
lematic. However, much work is underway to develop meth-
ods to achieve loadings in the particle that can be used
in clinical problems. Development of particles with target-
ing capabilities has been less successful and more inves-
tigations are awaited, although one potential opportunity
remains to be exploited and involves the integration of
technology, more commonly seen in solid state-based elec-
tronic technology, with the design of particles described
herein. Whether a particle can be controlled by onboard
processing capabilities remains a debatable possibility, but
an exciting one with no shortage of potential clinical
applications.

GLOSSARY
Coacervation The separation of two liquid phases in col-
loidal systems.
Liposome A spherical capsule consisting of a liquid core
surrounded by a lipid bilayer.
Nanocapsule A spherical particle of submicrometer diam-
eter consisting of an outer polymeric wall which encapsu-
lates an inner core.

Nanoparticle Any solid particle ranging in size from 10 to
1000 nm.
Nanosphere A spherical particle of submicrometer diame-
ter consisting of a solid monolithic polymer matrix with no
discernable core.
Photon correlation spectroscopy A technique for measur-
ing the size of submicrometer particles by analyzing their
size-dependent scattering of laser light.
Supercritical fluid A substance whose temperature and
pressure has been raised beyond the point where its gaseous
and liquid states have equal density.
Tyndall effect The scattering of light as it passes through
colloidal suspensions.
Ultracentrifugation The centrifugation of samples at very
high speeds.
Zeta potential The potential existing between the suspend-
ing medium and the effective electrical surface of a particle.
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1. INTRODUCTION
The mechanical properties of bulk materials are known to
change with grain refinement. Extreme changes are expected
when the average grain size is of the order of 100 nm
or less. At the time when nanostructured materials (often
defined as polycrystals with the average grain size of less
than 100 nm) are becoming a major focus of materials
research, the attention of researchers is turning more and
more to their mechanical performance. Mechanical prop-
erties of nanostructured materials were recently reviewed
by D. G. Morris [1]. His report provided an analysis of
experimental literature and a comprehensive overview of
the relevant deformation mechanisms. Still, the mechanical
behavior of nanocrystalline materials remains a controversial

issue and the roles of the different deformation mechanisms,
such as dislocation glide and grain boundary processes, are
not fully understood. Most recent molecular dynamics sim-
ulations [2] suggest that mechanical twinning may also play
an important part in the plasticity of nanocrystalline mate-
rials, thus adding to the complexity of the emerging picture
of the operating deformation mechanisms.

Grain boundary sliding is often considered a deforma-
tion mechanism in nanostructured materials that permits a
high level of strain before failure and may be responsible
for superplastic forming (see [1] and references therein).
Yamakov et al. [3] observed grain boundary sliding in their
molecular dynamic simulations. As this mechanism would
require grain boundary diffusion as an accommodation
mechanism, it is claimed that grain boundary diffusion and
grain boundary sliding “are closely connected and, perhaps,
represent one and the same deformation mechanism”—a
view the present authors subscribe to.

In this chapter, we give an account of the mechanical
properties of ultra-fine grained materials from our current
viewpoint. It is based on recent modeling that appears to
provide a conclusive description of the phenomenology and
mechanisms underlying the mechanical properties of nano-
structured materials. Common to the proposed models is
the concept of a “phase mixture” in which the grain bound-
aries are treated as a separate phase. The volume fraction of
this “phase” may be quite appreciable in a nanostructured
material. The issues covered include strength, ductility, and
the elastic properties of single-phase materials as well as the
elastic properties of nanocomposites.
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Experimental data on the mechanical properties of
nanocrystalline metallic materials are appearing in literature
at an ever-increasing rate. However, the range of data is still
somewhat limited, except in the case of copper, where an
extensive experimental database already exists. The various
published mechanical properties of nanocrystalline Cu are
summarized in Table 1. The table highlights a fundamental
difficulty associated with the interpretation of experimen-
tal measurements made on nanomaterials. Residual poros-
ity is an omnipresent feature of specimens manufactured
using common production techniques. Porosity influences
the observed bulk mechanical properties and, in fact, may
dominate the behavior. Care must therefore be taken when
drawing conclusions based on the bulk behavior. However,
as will be seen later, porosity may be included in the phase
mixture model to permit the effects of pores to be isolated
from the grain size effects.

2. PHASE MIXTURE MODEL
FOR PLASTICITY OF
NANOCRYSTALLINE MATERIALS

It is generally believed that grain refinement leads to
enhancement of strength of metallic materials. Indeed, the
classical Hall–Petch relation predicts an inverse square root
dependence of the yield strength on the average grain size.
However, it is clear that there must be a limit to an increase
of strength with decreasing grain size. Grain refinement will
reduce the characteristic length for vacancy diffusion. Mass
transport by diffusion across the grains and along grain
boundaries therefore becomes more significant and may
eventually prevail over dislocation glide-controlled plastic
flow. In addition, the very mechanism of dislocation glide
may become inoperative when the grain size drops below a
certain critical level, perhaps around 10 nm [4], when dis-
location sources in the grain interior or in grain boundaries
cannot be activated. The rate of plastic flow will then be con-
trolled by vacancy diffusion through the bulk (the Nabarro–
Herring mechanism) or along grain boundaries (the Coble

Table 1. The mechanical properties of nanocrystalline copper.

Property (Grain size, property value, density) Ref.

Young’s modulus E (10 nm, 108 GPa, 97.6%), (16 nm, 113 GPa, 98.6%), (22 nm, 116 GPa, 98.9%), (100 �m, 131 GPa, 100%) [21]
Ultimate tensile strength (16 nm, 340 MPa, 98.6%), (26 nm, 425 MPa, 99%), (49 nm, 460 MPa, 99.1%), (110 nm, 415 MPa, 99.4%),

(22 nm, 480 MPa, 98.8%), (20 �m, 290 MPa, 100%)
[21]

Tensile elongation (16 nm, 2.4%, 98.6%), (26 nm, 1.8%, 99%), (49 nm, 1.6%, 99.1%), (110 nm, >8%, 99.4%), (22 nm, 1.6%,
98.8%), (20 �m, >8%, 100%)

[21]

(15 nm, 1.52%), (20 nm, 0.79%), (25 nm, 6.3%), (50 nm, 2.2%), (61 nm, 2.2%) [26]
(209 nm, 10%), (206 nm, 17%) [28]
(29 nm, 0%), (32 nm, 2%), (31 nm, 7%), (41 nm, 5%), (58 nm, 5%), (175 nm, 5%) [27]
(26 nm, 0.7%), (39 nm, 0.3%), (49 nm, 1.2%), (110 nm, 10%), (20000 nm, 15%) [18]
(210 nm, 5%) [29]

Micro-hardness (34 nm, 797 MPa), (26 nm, 802 MPa), (25 nm, 779 MPa), (24 nm, 767 MPa), (22 nm, 752 MPa), (22 nm,
773 MPa), (18 nm, 696 MPa), (18 nm, 748 MPa), (18 nm, 769 MPa), (19 nm, 801 MPa), (21 nm, 822 MPa),
(21 nm, 884 MPa), (18 nm, 889 MPa), (16 nm, 877 MPa), (16 nm, 854 MPa), (16 nm, 810 MPa), (16 nm,
812 MPa), (12 nm, 849 MPa), (11 nm, 773 MPa), (10 nm, 793 MPa), (10 nm, 828 MPa), (7 nm, 806 MPa)

[21]

(7.8 nm, 144 MPa), (8.4 nm, 173 MPa), (14 nm, 207 MPa), (15 nm, 223 MPa) [51]

mechanism). In both cases, the plastic strain rate is pro-
portional to stress and inversely proportional to the aver-
age grain size, d, raised to the power n, where n = 2 for
the Nabarro–Herring mechanism and n = 3 for the Coble
mechanism [5]. Hence, for a fixed strain rate, the stress
turns out to increase with the average grain size as d2 or
d3, respectively. There is evidence in literature [6–7] that
a pronounced departure from, or even inversion of the
Hall–Petch behavior, is observed for nanostructured materi-
als. Unfortunately, the picture is clouded by the inevitable
presence of porosity, as fully dense specimens of very fine-
grained materials are difficult to prepare. In such cases,
mathematical modelling offers a unique opportunity to pro-
vide further insight into the behavior of such materials.

Ductility usually decreases with increase of strength, but
expectations have been expressed in literature [8] that for
the grain size in the submicrometer range, enhancement of
strength without loss, or even with an increase, of ductility
can be achieved. Such expectations were raised [9], partic-
ularly with regard to materials that have undergone severe
plastic deformation, for example, by equal-channel angular
pressing.

The challenge in modelling the effects of ultra-fine
grained structures is not only to capture the relevant phys-
ical phenomena, including dislocation glide and diffusion
mechanisms, but also to correctly represent their relative
contributions to the mechanical behavior of the material. In
modelling the behavior of actual test specimens, porosity or
other embedded flaws may represent an important compo-
nent of the model.

A constitutive model has been proposed that provides
an adequate description of the grain size dependence of
strain hardening in a broad range of grain sizes, down to the
nanometer scale [10–12]. A distinctive feature of the model
is that grain boundaries are treated as a distinct separate
phase [4, 13], which is assumed to deform by a diffusion
mechanism [12]. The grain interiors are considered to rep-
resent another phase. This phase is assumed to deform by a
combination of two mechanisms: dislocation glide and diffu-
sion transport. A transition between the regimes where the
different mechanisms prevail can therefore be incorporated.
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Combined with a rule of mixtures, the constitutive equations
for the mechanisms considered provide a simple description
of the deformation behavior [10–12]. This model is illus-
trated by application to ultra-fine grained Cu—the mate-
rial for which a most extensive experimental database is
available.

The grain boundary phase is considered to deform by a
vacancy diffusion mechanism [12]. The corresponding plastic
strain rate is given by

�̇GB = A��GB
kT

DGB

d2
(1)

Here �GB is the stress acting in the grain boundary (GB)
phase, � the atomic volume, T the absolute temperature,
k the Boltzmann constant, DGB the self-diffusion coefficient
for grain boundary diffusion, and A is a numerical con-
stant. This formula represents an interesting “hybrid” of
the Nabarro–Herring and the Coble equations in that the
grain size dependence is that of Nabarro–Herring, while the
(grain boundary) diffusivity is that of the Coble mechanism.
A similar relation was recently obtained through molecular
dynamics simulations [3].

Plastic flow of the crystalline grain interiors is considered
to be carried by two mechanisms that operate in parallel: the
dislocation glide mechanism (contributing the plastic strain
rate �̇disl) and the diffusion-controlled mechanism. In princi-
ple, both bulk and grain boundary diffusion need to be con-
sidered. However, for most cases of interest in connection
with ultra-fine grained materials, the bulk diffusion contri-
bution can be neglected [10]. Accordingly, the plastic strain
rate for the grain interior (GI) phase can be written as

�̇GI = �̇disl��GI+ �̇Coble (2)

where

�̇Coble = 14�
��GI
kT

· w
d

· DGB

d2
(3)

Here �GI is the stress acting in the grain interior and w is the
grain boundary width. We note that the latter contribution
to the strain rate is similar to the expression for the plastic
strain rate of the grain boundary phase, Eq. (1)—apart from
the exponent in the grain size dependence.

The dislocation glide contribution to the plastic strain rate
of the grain interior phase is described in terms of a model
[14] based on the dislocation density evolution. The total
dislocation density is considered to be an internal variable.
The evolution of dislocation density is affected by the grain
size through its influence on the dislocation mean free path.
The relation between the plastic strain rate �̇disl and stress
is given by

�̇disl = �̇o
(
�GI
�o

)mi
Z−mi/2��d − dc (4)

where Z denotes the dislocation density normalized with
respect to its initial value, and the parameters �̇o, �o, and mi

can be considered constant for a given temperature. The val-
ues of these parameters for Cu are known [15]. The Heviside
step-function ��d − dc expresses the fact that for d below
some critical value, dc, the dislocation mechanism becomes

inoperative and its contribution to plastic strain rate, �̇disl,
drops to zero. Following Wang et al. [4], the value of dc for
Cu was taken to be 8 nm.

The evolution equation for the dislocation density is

dZ

dt
= �̇disl

[
C + C1

√
Z − C2

(
�̇disl
�̇o

)−1/n

Z

]
(5)

Here t denotes the time, C�C1� C2, and �̇o are constants,
while n is constant if the temperature is fixed. Grain size
effects, which are of main concern here, enter through the
term C, which is inversely proportional to d [14].

It is further assumed that the strain in both phases is the
same (and equal to the macroscopic strain). Henceforth, the
subscripts “GI” and “GB” in the respective strain rates will
be dropped. The stress is determined using a rule of mix-
tures,

� = f�GB + �1− f �GI (6)

where f is the volume fraction of the grain boundary phase
given by

1− f =
(
1− w

d

)3

(7)

Equation (7) reflects the assumption of cube-shaped grains.
A schematic illustrating the phase mixture model is shown
in Figure 1.

The set of Eqs. (1–7) furnish a full constitutive descrip-
tion for a “single-phase” material, which, in fact, is treated
at the microscopic level as consisting of two subphases. It
has been applied to the case of Cu [10–12] for which the
parameters pertaining to the dislocation mechanism and the
grain boundary diffusion mechanism are known from previ-
ous work [5, 15–16]. As an example, the stress versus strain
curves for tensile deformation with constant strain rate are
presented in Figure 2. The curves show a good agreement
with reported experimental data [17–18].

The dependence of the offset yield stress, �0�2, on the cal-
culated grain size using this model is plotted in the “Hall–
Petch” diagram of Figure 3. It is seen that a Hall–Petch-like
behavior in the range of large grain sizes breaks down for d
below about 50 nm, and an “inverse” Hall–Petch behavior

Figure 1. Schematic of two-phase model of grain deformation. The
contribution of the Nabarro–Herring (N–H) creep mechanism in
the grain interior becomes insignificant for very small grain size, d.
Reprinted with permission from [10], H. S. Kim et al., Acta Mater. 48,
493 (2000). © 2000, Elsevier Science.
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Figure 2. Calculated and experimental stress-strain curves for Cu at the
strain rate of 10−3 s−1. The solid lines are the model predictions, while
the symbols refer to experimental data [17–18]. Reprinted with permis-
sion from [10], H. S. Kim et al., Acta Mater. 48, 493 (2000). © 2000,
Elsevier Science.

is predicted for small values of d and �̇. The numerical cor-
respondence between the calculated curves and the experi-
mental results is rather poor, but the main trends predicted
seem to be confirmed by experiments. It should be noted,
however, that the experimental data were obtained for spec-
imens manufactured by different methods [17–21], but in
all cases, residual porosity and other imperfections may be
responsible for the over-prediction of strength by the model
considered.

The model can also be used to study the grain size
dependence of the tensile ductility. Koch and Malow [22],
in their compilation of ductility data, demonstrated that
ultra-fine grained single-phase materials exhibit little room-
temperature ductility in tension. For elemental metals that
are ductile when coarse grained, the data show a clear
trend for decreasing tensile ductility with decreasing grain
size (Fig. 4). A similar behavior was recently observed in
Al alloys [23]. The effect of grain size on ductility was

Figure 3. Average grain size dependence of �0�2 for fine grain Cu at
strain rates of 10−2, 10−3, 10−4, and 10−5 s−1 calculated using the phase
mixture model with a log-normal distribution of the grain volume. Also
shown are the experimental data points (see Fig. 2). Reprinted with
permission from [12], H. S. Kim et al.,Mater. Sci. Eng. 316A, 195 (2001).
© 2001, Elsevier Science.

Figure 4. Strain to necking (calculated) and experimental tensile room
temperature ductility as a function of the average grain size d. Symbols:
� Ref. [26], © Ref. [27], � Ref. [28], � Ref. [18], ♦ Ref. [29]. Reprinted
with permission from [24], H. S. Kim and Y. Estrin, Appl. Phys. Lett.
79, 4115 (2001). © 2001, American Institute of Physics.

considered [24] using Hart’s condition for the onset of neck-
ing [25]:

� ≤ ��1− 1/m (8)

Here the strain hardening coefficient and the effective strain
rate sensitivity parameter are defined as � = ���/���̇ and
1/m = �� log�/� log �̇�, respectively. It can easily be seen
from this criterion that for extremely fine-grained materials,
when plasticity is carried chiefly by the diffusion mechanisms
and m tends to unity, tensile deformation will always be sta-
ble, strain-to-necking tending to infinity, as long as strain
hardening is nonzero. That is to say, the material will never
fail by necking, its ductility being limited by other failure
mechanisms. In a real case, however, even for a very small
grain size, the fulfillment of the necking condition, indicated
by the equality in Eq. (8), will depend on the interplay of
m, � , and �. For d in the range, where diffusion mecha-
nisms of plasticity prevail over the dislocation glide mecha-
nism, 1/m tends to unity and the strain-hardening coefficient
tends to zero. Indeed, diffusion-controlled mechanisms do
not exhibit any strain hardening. It is apparent that the loss
of strain hardening as grain size is decreased cannot be com-
pensated for by the stabilizing effect of the growing strain
rate sensitivity, as it is not close enough to unity to outstrip
the destabilizing effect.

Numerical simulations of a strain rate jump test can be
used to determine the dependence of the instantaneous
strain rate sensitivity 1/m on the grain size. These numer-
ical experiments show that the strain dependence of the
rate sensitivity parameter 1/m is fairly weak. Substituting
the values of � , �, and 1/m (calculated for strain of 0.2%)
into Hart’s condition, the grain size dependence of strain-
to-necking was determined. This dependence is shown as a
solid line in Figure 4.

The results presented in Figure 4 demonstrate that the
experimentally observed reduction of tensile room temper-
ature ductility with grain refinement is in close quantitative
agreement with the model. The loss of ductility with grain
refinement found for room temperature deformation of cop-
per does not necessarily represent a generic trend with all
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materials at all temperatures. In fact, a simple linear stabil-
ity analysis shows that the characteristic strain required for
an incipient neck to grow to a sizable defect, �growth, is of
the order of �1− �/� · 1/m. That is, it scales with 1/m. As
seen in Figure 5, which shows the grain size and tempera-
ture dependence of 1/m for small grain sizes (below 50 nm,
for instance), �growth increases with temperature quite signif-
icantly and rapidly becomes more important than the strain
to the onset of necking. In other words, a tensile specimen
can sustain a significant strain as the pace of neck devel-
opment is slow. The effect becomes more pronounced with
decrease of the grain size. It can be stated that while nano-
structured materials do not possess good room temperature
ductility, their ductility at elevated temperatures is much
better than for their coarse-grained counterparts. Thus, a
common expectation that the temperature and strain rate
range for superplastic forming may be moved to lower tem-
peratures and higher strain rates by grain refinement down
to the submicrometer range is qualitatively supported by
these calculations.

3. PHASE MIXTURE MODEL
FOR ELASTIC MODULUS

There are some conflicting results in the literature regard-
ing the variation of elastic modulus E with grain size
in nanostructured materials [20–21, 30–34]. Most of the
experimental results indicate a reduction in E when the
grain size is reduced to nanoscale [20–21, 30–31], although
some reports suggest there is only little, if any, grain size
effect [32–34]. Many authors [20–21, 31–32, 35] attribute the
decrement of E to porosity and assume the intrinsic elastic
modulus of the material itself is independent of the grain
size. For example, Sanders et al. [21] relate the decrement of
E for nanocrystalline Cu to the degree of porosity by anal-
ogy with the porosity dependence of E for coarse-grained
Cu. By contrast, several investigators [30, 36] assumed an
intrinsic grain size dependence of E. Weller et al. [30]
attributed a reduction in the shear modulus G for nanocrys-
talline Pd to increased atomic interaction distance in the
interface region. Similarly, Chen [36] explained a reduction

Figure 5. Grain size and temperature dependence of 1/m. Reprinted
with permission from [24], H. S. Kim and Y. Estrin, Appl. Phys. Lett.
79, 4115 (2001). © 2001, American Institute of Physics.

in E for nanocrystalline Fe in terms of increased spacing
between atoms in the grain boundary. Since the elastic mod-
ulus is a measure of the bonding between atoms, an overall
decrease in E is expected in nanostructured materials as
a result of the increased volume fraction of the less stiff
grain boundary phase. Porosity can be taken into account by
including pores as a third phase with bulk modulus K and
shear modulus G set to zero. The phase mixture model is
combined with Budiansky’s self-consistent method [37] for
a random mixture of isotropic constituents. Since the bulk
modulus and shear modulus of the pore are both zero, the
bulk modulus K and the shear modulus G of the composite
are related, in Budiansky’s self-consistent approach, to the
moduli Ki and Gi of the ith constituents by the following
equations:

fGI

1− a+ aKGI
K

+ fGB

1− a+ aKGB
K

+ fPORE
1− a = 1 (9)

and
fGI

1− b + b GFI
G

+ fGB

1− b + b GGB
G

+ fPORE
1− b = 1 (10)

where

a = 1
3

(
1+ #
1− #

)
(11)

b = 2
15

(
4− 5#
1− #

)
(12)

and #, Poisson’s ratio of the phase mixture, is, in turn, given
by

# = 3K − 2G
6K + 2G

(13)

Here, the pore volume fraction, fPORE, was introduced, in
addition to the volume fractions of the GIs and the GBs. In
this formulation, the volume fractions of the grain bound-
aries proper, the triple lines, and the quaternary nodes
were lumped together in the quantity fGB. An alternative
approach was adopted in [38], where these regions were
treated separately. The Newton–Raphson method was used
to obtain the solution of the set of coupled Eqs. (9–13). The
model was applied to three metallic systems (Cu, Fe, and
Pd), as data for these materials in the nanocrystalline range
are available in literature.

The local elastic constants for the grain boundary region
were calculated by atomistic simulation to be around 70%
of the values for the crystalline phase [39]. Thus, the elastic
modulus of the grain boundary was taken to be 70% of that
for the corresponding coarse-grained polycrystal.

Figure 6 shows the calculated elastic modulus as a func-
tion of grain size for Fe, Pd, and Cu for various levels of
porosity [21, 31]. It can be seen that the elastic modulus
decreases very slowly with decreasing grain size as long as d
remains in the range of relatively coarse grain size (>20 nm),
but this decrease becomes very rapid when the grain size
is below about 20 nm. It was also found that for a given
level of porosity, the shape of the E versus d curve fol-
lows the grain size dependence of the volume fraction of the
crystallite phase fCR. The effect of porosity is clearly much
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Figure 6. Effect of grain size and porosity on the elastic modulus E for
Fe, Cu, and Pd. (a) Fe, data points from [31], experimental porosity
level (%): (1) = 5�5, (3) = 10, (5) = 12�5, (7) = 18�5, (8) = 24, (9) = 28,
(10) = 35�5, (a) = 4, (b) = 10, (d) = 18, (g) = 25, (h) = 5, (i) = 10,
(j) = 11�5, (l) = 15, (m) = 20, (n) = 25, (A) = 0, (C) = 6, (D) = 19,
(F)= 22, (H)= 25, (J)= 30; (b) Cu, data points from [21], experimental
porosity level (%): � = 0, � = 1�1, � = 1�4, � = 2�4; (c) Pd, data points
from [21], experimental porosity level (%): � = 0, � = 1�5, � = 2�1,
� = 4�9. Reprinted with permission from [38], H. S. Kim and M. B.
Bush, Nanostructured Mater. 11, 361 (1999). © 1999, Elsevier Science.

more significant than that of the grain size. Since nanostruc-
tured materials usually contain some porosity (whose level
depends on the processing route and conditions), the effect
of the grain size on the elastic modulus will, in many cases,
be insignificant. The calculated values of E for the Cu and
Pd specimens correlate reasonably well with the experimen-
tal data. In the case of Fe, the theoretical results show a
good agreement with experimental data, both for relatively
coarse grained (d = 100 nm, 90 nm, and 44 nm) and ultra-
fine-grained (d = 4 ∼ 20 nm) material.

4. YOUNG’S MODULUS
OF A NANOCOMPOSITE

Using the same concept of a phase mixture, Young’s modu-
lus of a nanocomposite—a particle reinforced metal matrix
composite with an ultra-fine grain size—can be evaluated
[40]. The composite is now treated as a mixture of a
metallic matrix phase, a reinforcing ceramic particle phase,
and a boundary phase. Porosity—an inevitable companion
of nanostructured materials—can be treated as a separate
phase, but it can also be considered to reside in the bound-
ary phase [40]. Indeed, residual pores are usually found
at the interfaces between reinforcement particles and the
matrix, as well as at the boundaries between matrix grains
themselves. For example, Kizuka et al. [41] reported the evi-
dence of voids residing on grain boundaries rather than in
the grain interiors: an observation valid for many compacted
MMCs.

Figure 7 shows a schematic representation of the phase
mixture model identifying a unit cell [40]. The material is
considered to be constructed by a periodic reproduction of
this unit cell in three dimensions. The unit cell consists of a
reinforcing particle and the matrix material separated from
each other by the boundary phase. It should be noted that
the matrix is not considered to be a contiguous phase, but is
rather taken to consist of compacted matrix material “partic-
ulate.” The model has been applied to a composite contain-
ing ceramic inclusions with an average diameter of 200 nm,
a grain size of 247 to 126 nm, and an interparticle spacing
of 330 to 137 nm [40].

Figure 7. Phase mixture model for a particle reinforced composite with
ultra-fine microstructure. Reprinted with permission from [11], H. S.
Kim et al., Mater. Sci. Eng. 276A, 175 (2000). © 2000, Elsevier Science.
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The model of Figure 7 has the provision for distin-
guishing between the properties of the boundaries between
matrix particles and matrix/inclusion interfaces; however, the
same properties were assumed for both kinds of interface.
A cylindrical geometry was assumed for the ceramic parti-
cles. The overall effective relative density, Reff , of the com-
posite can be represented in terms of the volume V and
density & of each phase as [11]:

Reff =
Vp&p + Vm&m + Vb&b
Vp&p + Vm&m + Vb&m

(14)

Here the subscripts m, p, and b refer, respectively, to the
matrix, particles, and boundaries. From Eq. (14), the density
of the boundary phase &b can be obtained when the volume
and density of the other two phases and the overall density
are known.

The unit cell dimensions used in the calculations are
based on experimental data [42]. Three kinds of ball-milled,
compacted, and sintered composites with reinforcement vol-
ume fractions of 0, 10, 20, and 30% (referred to as C-00,
C-10, C-20, and C-30) were prepared. A fully dense bulk
Al material (referred to as “Al standard”) was used as a
reference material. The details (volume fraction, hardness,
grain size, and density) of these materials are summarized in
Table 2. Although these materials are not fine scaled enough
to be referred to as genuinely nanocrystalline, the general
trends observed can be translated to nanocomposites. The
particle radius was taken to be 100 nm. The unit cell size
(radius) was considered to be 247 nm, 215 nm, 171 nm, and
149 nm, which corresponds to the particle volume fraction
of 0, 10, 20, and 30%, respectively.

The notion of a “generalized” boundary phase in the cur-
rent model includes various imperfections, such as voids and
cracks in the interface region. Hence, its properties need not
be identical with those of the grain boundary proper. The
effective width of the grain boundary was selected by taking
into account the following considerations [16]. Using Auger
electron spectroscopy of the surface products on atomized
stainless steel powder particles, as well as on the particle
boundaries that existed prior to compaction [43], the aver-
age oxide thickness was estimated to be 6 nm. This is much
larger than a typical grain boundary thickness in elemental

Table 2. Microstructure and measured properties of the composite
materials investigated.

Al
Standard C-00 C-10 C-20 C-30

Volume fraction 0 0 10 20 30
of reinforcement, %

Volume fraction 0 6 9 13 15
of boundary phase, %

Matrix grain size — 247 218 162 126
(diameter), nm

Unit cell size (radius), nm — 247 215 171 149
Overall relative density, % 100 95�8 92�4 95�2 96�9
Local relative density 100 29�4 11�1 58�4 77�1

of boundary phase, %,
as obtained using Eq. (2)

metals usually taken to be of the order of 1 nm. The inhomo-
geneous surface region, as indicated by the variations of the
chemical composition, reached an even larger depth of up
to 10 nm. This value may be taken as representative of the
effective boundary thickness scale for the case considered.
Fortunately, the sensitivity of the mechanical properties of
interest here to the boundary thickness is fairly weak: both
the magnitude of the strength and the effective Young’s
modulus of the composite vary with the boundary width only
slightly, the general trends remaining unchanged. The calcu-
lations that follow were done for a constant thickness of the
boundary phase (assumed to be amorphous and porous) set
at 1, 6, and 10 nm.

The dependence of mechanical properties on porosity can
be represented by various empirical equations [44]. Spriggs’
empirical relation [45] for Young’s modulus, E, was adopted
for the grain boundary phase where porosity was assumed
to be concentrated [40]:

EGB = E0e
−s�1−R (15)

Here, E0 is zero-porosity Young’s modulus of the grain
boundary material, R is the relative density (the ratio of
the actual and the theoretical density), and s is a material
constant that was found to range between 3 and 4.5 [45].
Young’s modulus and Poisson’s ratio of the particle mate-
rial (Al2O3, in the particular case of an Al-Al2O3 compos-
ite considered) were taken to be 380 GPa and 0.22 [42],
respectively. Fracture of particles and debonding between a
particle and the matrix were not included.

The modulus of elasticity of the grain boundary phase in
the absence of porosity cannot be calculated from the avail-
able experimental data. The boundary phase was considered
to be amorphous in character. Indeed, glass-like behavior
in nanocrystalline alloys has been reported in the literature
[46]. This provides certain albeit indirect support for the
above assumption. It is generally accepted that the modu-
lus of elasticity of an amorphous material Eam amounts to
60∼75% of that of the corresponding equilibrium crystalline
alloy [47]. This value is further reduced by the effect of
porosity, in accordance with Eq. (15). Thus, the modulus of
elasticity of the Al matrix, the Al2O3 reinforcement, and the
boundary phase used in the calculations were 70, 380, and
47.3 GPa, respectively.

The classical models of Voigt and Reuss determine,
respectively, the upper and the lower bounds of Young’s
modulus of the composite in the form

Eupper = *fiEi�
Elower = �*fi/Ei−1

(16)

where fi and Ei are the volume fraction and Young’s mod-
ulus of the component i. In a nontextured polycrystalline
material, the effective modulus often lies between these
two bounds, as determined by Hashin and Shtrikman [48].
Results very similar to those by Hashin and Shtrikman may
be obtained by making use of Hill’s approach [49], in which
an effective Young’s modulus is determined simply as the
average of the upper and the lower bounds:

Eeff = �Eupper + Elow/2 (17)
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The volume fractions of the reinforcing particle, matrix, and
boundary phases as a function of the unit cell size are shown
in Figure 8 for the boundary width of 10 nm and the particle
radius of 100 nm. As the radius of the unit cell ru increases,
the volume fraction of the matrix increases as well, while
those of the particles and the boundary decrease. The trends
seen in Figure 8 are consistent with the results presented in
Table 2. It should also be noted that as the volume fraction
of reinforcing particles increases, the grain size of the matrix
decreases, and the volume fraction of the boundary phase
increases.

While the density of the grain boundary phase taken in
isolation is hardly accessible to experimental determination,
it can be deduced from the overall density of the composite
and the volume fraction of reinforcement particles. Figure 9
represents the contour plot for the relative density of the
boundary phase as a function of the volume fraction of the
particles and the relative density. As the overall relative den-
sity increases at a constant volume fraction of reinforcement
particles, the local relative density of the boundary phase
increases as well. When the volume fraction of the reinforce-
ment particles is low, the relative density of the boundary
phase is also low for a constant overall relative density. It
should be noted that the effect of the overall relative den-
sity on the relative density of the boundary phase is much
more significant than the effect of the volume fraction of
the reinforcement particles. That is, the relative density of
the boundary phase is inversely proportional to its volume
fraction, since the volume occupied by pores, given by the
product of the local porosity and the boundary volume, is
constant. As shown in Table 2, the overall densities of the
C-00, C-10, C-20, and C-30 specimens are 95.8, 92.4, 95.2,
and 96.9% and the local relative densities in the bound-
ary phase are 29.4, 11.1, 58.4, and 77.1%, respectively. The
substantial variation in the derived density of the bound-
ary phase may come as a surprise. However, it must be
remembered that the model assumes that all the porosity
resides in the grain boundary phase and the relative density
of the grain interior is 100%. When the volume fraction of
the grain boundary phase is small (For instance, <10%), the
resulting calculation of relative density of the grain bound-
ary will be very sensitive to the level of porosity. It follows

Figure 8. Volume fractions of the constituent phases of the composite.
Reprinted with permission from [11], H. S. Kim et al., Mater. Sci. Eng.
276A, 175 (2000). © 2000, Elsevier Science.

Figure 9. Contours of relative density of the boundary phase on a par-
ticle volume fraction versus overall relative density map. Reprinted with
permission from [40], H. S. Kim et al., Z. Metallkd. 90, 863 (1999).
© 1999, Carl Hanser Verlag.

that this calculation will also be very sensitive to the accu-
racy with which measurements of overall relative density are
made, and caution must therefore be exercised in interpret-
ing the results.

The effect of the volume fraction of the reinforcing par-
ticles is therefore not limited to a hardening role due to the
particles themselves, but it also has an influence through
the change in the volume fraction and the local density of
the boundary phase. Small variations in the global density
can be a result of large variations in the local density, such
as in the grain boundaries.

In order to assess the relative importance of the overall
relative density, the volume fraction of the reinforcement
particles and the width of the boundary phase, we can view
the overall (effective) Young’s modulus Eeff in Figure 10.
The calculation is based on Hill’s rule of mixtures, Eq. (17).

In all cases, the effective elastic modulus increases with
the volume fraction of the reinforcement particles. When

Figure 10. Effective Young’s modulus of the composite consisting of
three phases (reinforcement, matrix, and boundary) as a function of
volume fraction of the reinforcement particles calculated using Hill’s
modification to the rule of mixtures (Eq. (5)). The cases when the width
of the boundary phase is 5 and 10 nm, and the overall relative density
is 1 and 0.95 are compared. Reprinted with permission from [40], H. S.
Kim et al., Z. Metallkd. 90, 863 (1999). © 1999, Carl Hanser Verlag.
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the specimen has no porosity, the material with less bound-
ary phase (w = 5 nm) shows a higher overall Young’s mod-
ulus than the material with more boundary phase, thereby
reflecting the lower modulus exhibited by the boundary
phase. However, in the presence of porosity, a compos-
ite with a fixed overall density will possess a higher elastic
modulus, if it has a larger volume fraction of boundary mate-
rial. Indeed, for a fixed overall density R, the local density
within the boundary phase increases with its volume fraction.

Figure 11 shows the calculated and experimental values of
Young’s modulus of the Al-Al2O3 composites as well as the
measured overall relative density. The agreement between
experimental data and the results obtained using the rule
of mixtures is satisfactory. As can be seen in the figure, the
experimental data are better represented by the calculations
that include local porosity than by the calculations for a
material with zero porosity. The relatively large difference
between the calculated results for a porous and a nonporous
material for the C-10 specimen can be attributed to the rel-
atively high level of porosity in the test samples.

The relation between the volume fraction of particles, the
overall relative density, and the effective Young’s modulus
of the composite is shown in Figure 12. As expected for a
fixed overall relative density, the effective Young’s modulus
increases nearly linearly with the volume fraction of rein-
forcement particles. Its dependence on the overall relative
density Reff for a fixed volume fraction of particles is much
stronger: it follows an exponential law. The circled numbers
represent the experimental values of Young’s modulus. The
calculated and experimental data are in good agreement.
The diagrams in Figure 12 provide a useful tool for pre-
dicting the value of Young’s modulus as a function of the
volume fraction of reinforcement particles and the relative
density that can be controlled by the degree of compaction.

Figure 11. The overall density and elastic modulus of the nanocompos-
ites. The open circles correspond to the model predictions, while the
triangles represent the experimental data. Filled squares correspond to
calculations for a porosity free composite. Reprinted with permission
from [40], H. S. Kim et al., Z. Metallkd. 90, 863 (1999). © 1999, Carl
Hanser Verlag.

Figure 12. Contours of the effective Young’s modulus as a function of
the overall relative density and volume fraction of reinforcement. The
values of the effective Young’s modulus (in GPa) are shown on the
respective contours. Reprinted with permission from [40], H. S. Kim
et al., Z. Metallkd. 90, 863 (1999). © 1999, Carl Hanser Verlag.

5. CONCLUSIONS
In this overview, it was demonstrated that the phase mix-
ture modelling concept, based on the notion that the grain
boundaries can be treated as a separate phase, is very pro-
ductive in accounting for mechanical behavior of nanostruc-
tured materials. Various aspects of this behavior, particularly
plastic and elastic properties, were considered using differ-
ent variants of the phase mixture modelling. Such salient
features of plastic behavior as the breakdown of the Hall–
Petch behavior and a drop in room temperature ductility
of single-phase nanostructured metals with decreasing grain
size were recovered adequately. Similarly successful is the
description of the grain size dependence of the elastic mod-
ulus. The approach taken was also shown to be suitable
for dealing with the elastic properties of ultra-fine grained
metal-matrix composites. Plasticity of such materials (not
considered here) can also be successfully modelled using
similar approaches [10]. To summarize, mechanical proper-
ties of nanostructured single-phase and composite materi-
als can be rationalized from a unifying viewpoint based on
the phase mixture approach. A critical proof of the mod-
els presented will come from experiments done on porosity-
free nanocrystalline materials on one side and molecular
dynamic simulations [2, 3, 50] on the other. The latter are
needed for checking the assumptions made in the above
models regarding the role of grain boundaries as impene-
trable obstacles to dislocations and their elastic and plastic
properties.

GLOSSARY
Coble mechanism A mechanism of plastic flow in a poly-
crystalline material controlled by matter transfer along grain
boundaries.
Constitutive model A set of equations establishing rela-
tions between macroscopic mechanical quantities and
describing the mechanical behavior of a material, usually in
terms of the evolution of internal variables.
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Dislocation glide A mechanism of plastic deformation of
crystalline materials controlled by the movement of disloca-
tions on crystallographic slip systems.
Hall–Petch relation An inverse square root dependence of
strength or hardness of a polycrystalline material on the
average grain size.
Metal matrix composite (MMC) A composite material
consisting of particles or fibers of reinforcing material (usu-
ally ceramic) embedded in a metal matrix.
Nabarro–Herring mechanism A mechanism of plastic flow
in a polycrystalline material controlled by matter transfer
across crystallites by bulk diffusion.
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1. INTRODUCTION
There is considerable current interest in the physics of
nanostructured materials in view of their numerous tech-
nological applications [1, 2] in a variety of areas such as
catalysis [3], magnetic data storage [4], ferrofluids [5], soft
magnets [6], machinable ceramics and metallurgy [7], non-
linear optical and optoelectronic devices [8], and sensors
[9]. In addition, obtaining an understanding of the proper-
ties of nanostructured materials is of interest from a funda-
mental point of view. Only a proper understanding of the
dependence of a given property on the grain/particle size can
lead to design/tailoring of the nanostructured material for
the related application. It is also important to understand
when a material could be considered as nanostructured.
Although one can in principle classify materials with grain
size less than 1000 nm as nanostructured, several properties
such as optical [10] and vibrational [11] properties do not
differ much from the corresponding bulk value unless the
grain/particle size is less than typically 20 nm. In view of this
it is reasonable to treat a material with a grain size smaller
than a certain value as nanostructured only if the property
of interest differs from the bulk value at least by a few per-
cent. It is also possible that a material with nanometer grain
size may behave as nanostructured for a specific property
while it could act like bulk for other properties. In addition
to the grain size, the properties of the nanostructured mate-
rials may sometimes depend on the method of their synthe-
sis. Generally nanostructured materials are synthesized in

one of the three forms: (a) as isolated or loosely connected
nanoparticles in the form of powder [12], (b) as compos-
ites of nanoparticles dispersed in another host [13], or (c)
as compact collection of nanograins as pellets [14] or thin
films [15]. The last form is also called nanophase material.
This chapter reviews the vibrational properties of the vari-
ous forms of nanostructured materials.

Phonons are quanta of atomic vibrations in crystalline
solids. In a simple monoatomic solid with only one atom per
primitive cell (for example, �-iron, copper), one can have
only three acoustic phonon branches corresponding to the
three degrees of freedom of atomic motion. On the other
hand, for monoatomic solids with two atoms per primitive
cell such as diamond, magnesium, or diatomic compounds
such as GaAs, one also has three optic phonon branches in
addition to the three acoustic phonons [16]. In compounds
with a greater number of atoms and complex crystal struc-
tures, the number of optic phonons is more than three. If
the crystal unit cell contains N atoms, then 3N degrees of
freedom result in 3 acoustic phonons and 3N − 3 optical
phonons. These phonons can propagate in the lattice of a
single crystal as a wave and exhibit dispersion depending
on their wavelength or equivalently their wavevector in the
Brillouin zone [17]. Phonon propagation is interrupted when
a grain boundary is encountered in a polycrystalline mate-
rial. In an isolated grain the phonon can get reflected from
the boundaries and remain confined within the grain. How-
ever, from the point of view of phonons, a well-crystallized
polycrystalline sample with several micrometer grain size can
be treated as a bulk/infinite crystal for all practical purposes.
The consequences of phonon confinement are noticeable in
the vibrational spectra only when the grain size is smaller
than typically 20 lattice parameters.

The atomic vibrational frequencies in crystalline solids
range from zero to about 100 THz. A more common
unit to describe the vibrational frequencies is wavenumber
(cm−1� obtained by dividing the actual frequency by the
velocity of light or by inverting the wavelength. Acoustic
phonons have frequencies from zero to about a few hundred
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wavenumbers while the optic phonons have higher frequen-
cies. Hence the vibrational spectra could be probed using
infrared absorption/reflectivity or using Raman spectroscopy
[18]. The wavevector of the IR photon for these energies is
of the order of 102–103 cm−1. On the other hand, in a Raman
scattering experiment the magnitude of scattering vector is
2k0 sin(�/2), where k0 is the wavevector of the incident light
and � is the scattering angle. Thus the maximum value of the
scattering vector could at best be 2k0 (corresponding to the
backscattering geometry), which has a value ∼5×104 cm−1

for visible light. Hence the wavevector probed by either of
these two techniques is much smaller than the wavevector
q of the full phonon dispersion curve, which extends up to
the boundary of the Brillouin zone (�/a ∼ 108 cm−1, where
a is the lattice parameter). Thus these techniques sample
only the optical phonons close to the zone center (q ∼ 0).
This q ∼ 0 selection rule is essentially a consequence of the
infinite periodicity of the crystal lattice [19]. However, if the
periodicity of the crystal lattice is interrupted, as in the case
of nanocrystalline materials, this rule is relaxed and phonons
away from the Brillouin zone center also contribute to the
phonon lineshape observed in spectroscopic measurements.
This can be qualitatively explained in the following manner.
Consider the phonon dispersion curve of a typical diatomic
solid as shown in Figure 1. For a particle/grain of size d,
the phonon wavefunction must decay to a very small value
close to the boundary. This restriction on the spatial extent
of the wavefunction, via a relationship of the uncertainty
principle type, results in an uncertainty 
q ∼ �/d in the
wavevector of the zone-center optical phonon and a cor-
responding uncertainty 2�� in its frequency [20]. Now the
light scattering can take place from quasi-zone-center opti-
cal phonons with wavevectors 
q up to �/d. This results in
asymmetric broadening of the phonon lineshape. In addition
to the changes in the optical phonon lineshape, confinement
of acoustic phonons also leads to other interesting changes
in the spectra. A quantitative formalism of phonon confine-
ment will be discussed in subsequent sections.

1.1. Dimensionality of Confinement

It is important to distinguish between the dimensionality of
the system and the dimensionality/degree of confinement.
A bulk material is a 3D system and is unconfined; that
is, dimensionality/degree of confinement is zero. The first

q
0 2π/a

∆ω

ω0 2δω

ω
(q

)

∆q∼π/d

Figure 1. Schematic representation of the optical phonon dispersion
curve and the range 
q of the wavevectors probed in Raman scattering
from a nanoparticle of diameter d. 2�� is the corresponding range of
phonon frequencies that contribute to the first-order Raman scattering.

level of confinement occurs in single- and multilayer thin
films grown using layered deposition on substrates. Semi-
conductor superlattices, single-quantum well structures, and
multiple-quantum well structures [21] are well-known exam-
ples of 2D systems because the phonons and charge carriers
are confined within a plane, say, the x-y plane; however,
the degree of confinement is 1D because phonons and
charge carriers are restricted along the z direction. Simi-
larly, 2D confinement occurs in nanowires [22] and in carbon
nanotubes [23], whereas the dimensionality of the system
reduces to 1D. The highest degree of confinement (3D)
occurs in quantum dots [24] and nanoparticles [25, 26] where
the propagation is restricted in all three directions. Here the
dimensionality of the system is zero.

2. OPTICAL PHONONS
As mentioned in the Introduction, only zone-center opti-
cal phonons can be observed in ideal single crystals using
optical techniques such as Raman spectroscopy. However,
this q = 0 selection rule is relaxed due to interruption of
lattice periodicity in a nanocrystalline material. In this sec-
tion we present a phenomenological model of phonon con-
finement in an isolated nanoparticle. The case of spherical
nanoparticle is considered first.

2.1. Phenomenological Confinement Model

A quantitative formalism for the confined-phonon lineshape
[27] involves taking into account the contributions of the
phonons over the complete Brillouin zone with appropriate
weight factors. Consider a spherical nanoparticle of diame-
ter d as shown in Figure 2. A plane-wave-like phonon wave-
function cannot exist within the particle because the phonon
cannot propagate beyond the crystal surface. In view of this,
one must multiply the phonon wavefunction with a confine-
ment function or envelope function W�r�, which decays to
a very small value close to the boundary.

The wavefunction of a confined phonon of wavevector q0
can be written as

��q0� r� = W�r�u�q0� r� exp�−iq0 · r� (1)

��q0� r� = � ′�q0� r�u�q0� r� (2)

W (r)

d

r

Figure 2. The Gaussian confinement function W�r� for a spherical
nanocrystal of diameter d.
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where u�q0� r� has the periodicity of the lattice. In order
to calculate the effect on the Raman spectrum, we expand
� ′�q0� r� in Fourier series:

� ′�q0� r� =
∫

C�q0� q� exp�iq · r�d3q (3)

where the Fourier coefficients C�q0� q� are given by

C�q0� q� = �2��−3
∫

� ′�q0� r� exp�−iq · r�d3r (4)

The particle (nanocrystal) phonon wavefunction is a super-
position of plane waves with q vectors centered at q0. Gaus-
sian confinement functions have been extensively used as the
confinement function [27–29]. One can write W�r� as

W�r� = exp�−�r2/d2� (5)

where the value of � decides how rapidly the wavefunc-
tion decays as one approaches the boundary. This gives
C�q0� q� as

C�q0� q� = exp�−d2�q − q0�
2/4�� (6)

Richter et al. (RWL model) [27] used the boundary condi-
tion that the phonon amplitude �� �2 ∝ W 2�r� reduced to 1/e
at the boundary r = d/2 of the particle. This corresponds
to � = 2. Other values of � such as 8�2 used by Campbell
and Fauchet (CF model) [28] and 9.67 (bond polarizability
model) [29] have also been proposed. Thus � ′ are the eigen-
functions of the phonons with wavevectors q in an interval
�q−q0� < �/d centered at q0 and the weight factors C�q0� q�
also have a Gaussian distribution. As one-phonon Raman
scattering probes zone-center phonons, one can set q0 = 0.
This yields

�C�0� q��2 = exp�−q2d2/2�� (7)

The first-order Raman spectrum is then given as

I��� =
∫ �C�0� q��2d3q

�� − ��q��2 + ��0/2�2
(8)

where ��q� is the phonon dispersion curve and �0 is the
natural linewidth of the zone-center optical phonon in the
bulk. In order to simplify the calculations, one can assume a
spherical Brillouin zone and consider the phonon dispersion
curve to be isotropic. These assumptions are valid when only
a small region of the Brillouin zone, centered at � point,
contributes to the scattering. The optical phonon dispersion
curve could then be approximated to an analytical function
of the type

��q� = �0 − 
� sin2�qa/4� (9)

where a is the lattice parameter, �0 is the zone-center opti-
cal phonon frequency, and 
� is the width of the phonon
dispersion curve.

The calculated Raman lineshapes of 4- and 8-nm GaAs
nanoparticles are compared in Figure 3 with that of the
bulk. One can see that as the particle size reduces, the
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Figure 3. Calculated Raman spectra of confined LO phonon in GaAs
nanoparticles. The bulk spectrum is also shown for comparison. Note
the asymmetric broadening of the lineshape and also the shift of the
peak towards the low-frequency side.

Raman spectra develop marked asymmetry towards the low-
frequency side and exhibit marginal shift in the peak posi-
tion also towards the same side. As the optical phonon
dispersion curves in most solids have negative disper-
sion, that is, phonon frequency decreases as a function of
wavenumber, the increased intensity in the wing of the
Raman spectra on the low-frequency side basically arises
from the contribution from the phonon branch away from
the zone center. The dependence of the peak shift and the
line broadening on the particle size is shown in Figure 4 for
the longitudinal optic phonon in GaAs. Note that both peak
shift and the linewidth increase as the particle size reduces.
However, the changes are marginal if the particle size is
larger than 10 nm.

It is sometimes useful to combine the results of Figure 4
into a single curve of peak shift versus line broadening. This
is particularly useful while analyzing data on nanocrystalline
systems where information about the particle size is not
available. For ion-implanted GaAs, Tiong et al. [30] argued
that crystallite size reduced due to irradiation-induced dam-
age in the lattice; however, spatial correlation (size of
crystalline region) persisted over a small length. In view of
this the changes in the peak shift and line broadening as
a function of fluence were ascribed to the residual spatial
correlation over the nanocrystalline grains in the implanted
sample. Figure 5 shows peak shift as a function of line
broadening for GaAs nanoparticles.

In addition to the Gaussian function, other analytic func-
tions such as sinc and exponential have also been considered
as confinement functions. In analogy with the ground-state
wavefunction of an electron in a spherical potential well, a
sinc �sin�x�/x� function was considered [28]:

WS�r� = sin�2�r/d�/�2�r/d� if r < d/2

= 0 otherwise
(10)

Here the wavefunction becomes zero at the boundary of the
particle. The Fourier coefficient in this case becomes [29]

CS�0� q� 
 sin�qd/2�
q�4�2 − q2d2�

(11)

Similarly, in analogy with the propagation of a wave in a
lossy medium, an exponential decay of phonon amplitude
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for the three different confinement functions. Adapted with permission
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has also been considered [28]. The confinement function
used in this case was

WE�r� = exp�−4�2r/d� (12)

The Fourier coefficient is then given by [28]

CE�0� q� 
 1
�16�4 − q2d2�2

(13)

These confinement functions yield different dependence of
peak shift on the line broadening. Figure 5 also compares
the dependencies for the sinc and exponential confinement
functions with that of Gaussian. Note that each confinement
function has a different shape of �� versus � curve. From
the analysis of their data and other reported results [27, 31],
Campbell and Fauchet [28] have shown that a Gaussian con-
finement with � = 8�2 fits best to the data. This corre-
sponds to a strong/rigid confinement of phonons within the
nanoparticle with zero amplitude near the boundary.

We now consider other confinement geometries. As men-
tioned earlier, rodlike shape corresponds to 2D confine-
ment and platelike (thin-film) shape gives 1D confinement.
A rodlike particle is characterized by two length scales, its
diameter d1 being much smaller than its length d2. Again
using � = 8�2 in Gaussian confinement, the expressions for
the Fourier coefficients C(0, q1q2� have been obtained [28]:

�C�0� q1� q2��2 
 exp�−q2
1d

2
1/16�

2� exp�−q2
2d

2
2/16�

2�

×
∣∣∣∣1− erf

(
iq2d2√
32�

)∣∣∣∣
2

(14)

On the other hand, a thin film has only its thickness d as the
confining dimension. For a thin film, the Fourier coefficient
is given by [28]

�C�0� q��2 
 exp�−q2d2/16�2�

∣∣∣∣1− erf
(

iqd√
32�

)∣∣∣∣
2

(15)

The changes in the Raman lineshape, quantified in terms of
line broadening and peak shift, are compared in Figure 6
for 1-, 2-, and 3D confined systems within the framework
of Gaussian confinement. Note that as the dimensionality of
confinement reduces, the magnitude of peak shift and line
broadening reduce dramatically. The departure from bulk is
maximum for a particle while it is least for a thin film of the
same dimension.

2.2. Bond Polarizability Model

In addition to the phenomenological models of phonon
confinement, there have been some attempts to theoreti-
cally obtain [29] the Raman spectrum of nanocrystals using
bond polarizability model [32] within the framework of
partial density approximation [33]. In this method eigen-
values and eigenvectors are obtained by diagonalizing the
dynamical matrix, while the force constants are obtained
by using partial density approach. The eigenvectors thus
obtained are analyzed to give vibrational amplitude as a
function of distance from the center of the particle. The
phonon amplitude in a Si nanosphere was shown to closely
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Figure 6. The relationship between peak shift �� and line broadening
� for three different shapes of the nanoparticles. In all the three curves
the open circles correspond to a size of 4 nm. Adapted with permission
from [28], I. H. Campbell and P. M. Fauchet, Solid State Commun. 58,
739 (1986). © 1986, Elsevier Science.

resemble a sinc function or a Gaussian with � = 9�67 [29].
Amplitude at the boundary was calculated to be around
3.6%. This is much smaller than 1/e used by Richter et al.
[27] and much larger than exp�−4�2� used by Campbell
and Fauchet (CF) [28]. The Gaussian confinement func-
tions and the corresponding Fourier coefficients correspond-
ing to three different � (2, 9.67, and 8�2� are compared in
Figure 7. Note that weight factor �C�q��2 for the Raman
intensity drops too rapidly for � = 2 and too slowly for � =
8�2 as one moves away from the Brillouin zone center. Con-
sequently the RWL model predicts only a marginal change
in the Raman spectra while that of CF model causes maxi-
mum departure from the bulk for the same particle size. On
the other hand, the calculations of Zi et al. suggest an effect
intermediate between the two limiting cases. It is important
to point out that a large number of results have been sat-
isfactorily explained on the basis of Gaussian confinement
model using � = 8�2 [20, 34–38].

3. RESULTS
In this section we discuss various results reported on phonon
confinement in 1-, 2-, and 3D confined systems.

3.1. 1D Confined Systems

Superlattices consisting of alternate thin layers of a pair of
semiconducting materials such as GaAs and AlAs, grown
on a substrate using molecular beam epitaxy, have been
extensively studied [21] in view of their applications in light-
emitting diodes and diode lasers [39]. In these superlattices
GaAs layer constitutes the quantum well while the AlAs
layer forms the barrier layer. It is important to point out
that the range of optical phonon frequencies of GaAs does
not overlap with that of AlAs. Hence the phonons of GaAs
layer cannot propagate into the neighboring AlAs layers and
vice versa. Thus phonons in each of the GaAs and AlAs
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Figure 7. Squares of the Gaussian confinement functions W�r� (a) and
the corresponding Fourier transform C�q� (b) for different values of �.
Curve (1) � = 2�0 (RWL model), (2) � = 9�67 (bond-polarizability
model), and (3) � = 8�2 (CF model). The phonon amplitude W 2 is
plotted up to the boundary of the particle (r = d/2) and C2 up to the
Brillouin zone boundary q = �/a.

layers are confined within those layers. The confined optical
phonons in such superlattices can be described as modes of
a thin slab, arising from the standing wave pattern formed
within each slab. A set of modes at discrete wavevectors
qj = �j/d1, where d1 is the thickness of the GaAs layer, are
allowed. The confined phonon frequencies �j then corre-
spond to the discrete qj points on the dispersion curve of
GaAs [40]. Similarly the confined optical phonons of AlAs
layer of thickness d2 correspond to the qj = �j/d2 discrete
points on the AlAs dispersion curve. In GaAs/AlAs superlat-
tices the confined optical phonons in the GaAs layers have
been observed only under resonant conditions, that is, when
the incident photon energy is close to that of an electronic
excitation of the GaAs quantum well [40]. Under nonreso-
nant conditions the intensities of these modes are weak.

In many cases one of the layers is an alloy AlxGa1−xAs
[21]. This mixed crystal system exhibits a “two-mode” behav-
ior [41]; that is, it exhibits both GaAs-like and AlAs-like
modes. Hence AlAs-like phonons remain confined in the
barrier layer (AlxGa1−xAs) in a GaAs/AlxGa1−xAs super-
lattice. On the other hand, the GaAs-like modes of the
quantum-well layer (GaAs) can propagate in the barrier
layer and vice versa. In view of this one expects “zone fold-
ing” to take place with new periodicity of (d1 + d2� at qj =
�j/(d1 + d2�; however, this effect has not been observed for
propagating optical phonons in GaAs/AlxGa1−xAs superlat-
tices because of the highly dispersive character of the optical
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modes [42]. It may be mentioned that the acoustic phonons,
whose dispersion curves overlap over a wide range of fre-
quencies, propagate through both the layers exhibiting zone-
folding effects due to new periodicity [43].

Confined optical phonons have been found also in single
GaAs quantum wells under resonant conditions [44]. Res-
onance was achieved at a fixed photon energy by exploit-
ing the temperature dependence of electronic excitations in
the quantum well. Recently, IR absorption measurements
have been used for studying confined optical phonons in
(PbTe)m/(EuTe)n superlattices [45]. The confined phonons
manifest themselves as minima in the transmission spec-
trum. In the normal incidence only transverse optic (TO)
phonons are observed, while in oblique incidence both TO
and longitudinal optic (LO) phonons are seen. From the
frequencies of these confined phonons the dispersion curve
along the �111 direction could be deduced. In contrast
to GaAs/AlxGa1−xAs superlattices, zone-folding effects have
been observed in GaN/AlxGa1−xN superlattices [46]. As this
mixed crystal system exhibits “one-mode behaviour,” it is
argued that the overlap between the density of states in the
two layers is significant. In superlattices and in quantum-
well structures, interface optical phonons have also been
observed [47, 48]. Phenomenological models [49] predict
that these modes have frequencies between TO and LO
phonons of the constituent layers. If the interfaces are sharp,
the interface phonons are found to be weak [46].

3.2. 2D Confined Systems

Recently, several tens of micrometers long nanowires of a
variety of materials such as Si [22, 50], Ge [51], GaAs [52],
SiC [53–55], and TiC [56] have been synthesized using laser
ablation [57] and other methods. The diameter of these
nanowires ranges from 5 to 50 nm. Their optical properties
are strongly influenced by the confinement of electrons and
holes in these 1D systems. In view of their unique properties,
they find applications in several devices [56]. In analogy with
electron confinement, phonon confinement has also been
found to give rise to interesting changes in the vibrational
spectra.

Raman spectra of the F2g optical phonon in Si nanowires
show broadening and peak shifts [50] similar to those
predicted by Gaussian confinement model. For a 10-nm-
diameter nanowire the peak is found to shift to 505 cm−1

from 519 cm−1 and also broaden to 13 cm−1 from 3.5 cm−1.
Additional peaks at 302 and 964 cm−1 have also been
reported. These were assigned to overtones of the zone-
boundary phonons [50]. Appearance of zone-boundary
phonons in crystals with large density of defects [58] or in
mixed crystals [59] has often been reported. This arises due
to the relaxation of the q = 0 selection rule due to the
presence of disorder in the crystal. Similarly, overtones and
combinations constitute the second-order spectra and these
also are enhanced in the presence of disorder. On the other
hand, Wang et al. [50] apply the phonon confinement model
also to the overtones of zone-boundary phonon and try to
interpret their shifts and broadening. In fact, the changes in
the Raman spectra of overtones, etc., as a consequence of
reducing the nanowire diameter should only be ascribed to
higher defect density resulting in the appearance of peaks

corresponding to one- and two-phonon density of states.
Quite interestingly, Wang et al. also introduce a new term
“phonon confinement length” (in analogy with exciton con-
finement length). By this they imply a size of nanostructure
below which the phonon confinement effects are noticeable
in the Raman spectra. In this context it is important to point
out that for a given material the confinement effects may
be different for phonons of different symmetries [37], mak-
ing such terms lose their physical significance. This will be
discussed further in a subsequent section.

Germanium nanowires with an oxide layer coating have
been synthesized using laser ablation technique [51]. As
expected, larger core diameters in the range 20–51 nm do
not exhibit any noticeable change in the Raman spectra. On
the other hand, nanowires with 6–17 nm core show asym-
metric broadening; however, no quantitative analysis has
been carried out. Gallium arsenide nanowires with a GeOx

sheath have exhibited broad TO and LO phonon modes
[52]; however, the broadening was found to be nearly sym-
metric. Surprisingly, the red shift of the LO phonon was very
large, ∼40 cm−1 for nanowires with diameters in the range
10–120 nm with an average diameter of 60 nm. Such a large
shift cannot be accounted for based on phonon confine-
ment effect alone. Other factors such as defects and residual
stresses have been argued to contribute to the decrease of
LO phonon frequency. Silicon carbide nanowires of average
diameter 80 nm with a coating of 17 nm SiOx [53] have also
shown very broad Raman spectra that resemble those arising
from phonon density of states rather than from phonon con-
finement effects. The red shifts of 12 to 34 cm−1 for the TO
and LO phonons were attributed to confinement effects and
internal stresses [53]. CdSe nanofilaments incorporated in
fibrous magnesium silicate (chrysotile asbestos) have shown
polarized Raman spectrum [60].

Carbon nanotubes are unique one-dimensional systems
[61, 62], whose diameters are typically 1–2 nm and whose
lengths are up to several tens of micrometers. Vibrational
properties of these hollow tubes are quite different from
those of solid nanorods discussed earlier. A single-wall car-
bon nanotube (SWNT) can be described as a single atomic
layer of graphite rolled up into a seamless cylinder. A SWNT
is specified by a pair of indices (m, n) that represent the
number of unit vectors na1 and ma2 on the 2D hexagonal
honeycomb lattice contained in the chiral vector. Folding of
the graphite sheet is done such that the chiral vector is per-
pendicular to the axis of the nanotube (see, e.g., Fig. 1 of
[63]). The magnitude of the chiral vector gives its circumfer-
ence. The diameter of the nanotube is related to the (m, n)
indices as

d = 31/2�m2 + mn + n2�1/2ac−c/�

where ac−c is the nearest-neighbor C-C distance (1.421 Å
in graphite). The phonon dispersion relations in a carbon
nanotube are obtained from those of an isolated 2D graphite
layer (graphene sheet) by using the zone-folding approach
[64]. Zone folding of acoustic branches leads to several low-
frequency modes, whose frequencies depend strongly on the
diameter of the nanotube. Notable among these are the E2g
mode, the E1g , mode, and the A1g radial breathing mode.
For a (10, 10) nanotube of diameter 1.36 nm, these modes
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have frequencies of 17, 118, and 165 cm−1 [63]. For tube
diameters ranging between 0.6 and 1.4 nm, a power law
dependence of the mode frequencies has been found [65].
The exponent for the E1g and A1g modes is close to −1 while
that for the lowest energy E2g mode is close to −2. Figure 8
shows the dependence of the frequencies of several Raman
active modes on the index n for (n, n� armchair nanotubes
[66]. The inverse dependence of the radial breathing mode
frequency on the tube diameter serves as a secondary char-
acterization to estimate the mean diameter of SWNTs. In
addition to these features, the internal modes associated
with the hexagonal ring stretching vibration of the graphite
sheet around 1581 cm−1 exhibits splitting into A1g + Eg .
This splitting arises due to the curvature of the nanotube
graphene sheet. A novel feature of the Raman spectra of
SWNTs is the diameter selective scattering at different exci-
tation energies, arising from the 2D quantum confinement
of electrons. Resonance Raman spectroscopic studies in the
energy range 1–4.8 eV have proved to be a powerful probe
of these quasi-1D materials [67–69]. Depending on its chi-
rality (i.e., n and m), an individual SWNT could be semicon-
ducting or metallic. Any sample of SWNTs is a mixture of
∼1/3 metallic and ∼2/3 semiconducting tubes. Raman exci-
tations at different energies could selectively probe either of
these sets of tubes.

Specific-heat measurements at low temperature have
shown evidence of quantized phonon spectrum of SWNT
[70]. The data show the expected linear T dependence and
were found to be significantly different from that of 3D
graphite and 2D graphene. The analysis also yielded an
energy of 4.3 meV for the lowest quantized phonon subband.
The nanotubes that are produced in either an electric arc or
pulsed laser vaporization are mostly in the form of bundles,
where nanotubes are aligned in a close-packed triangular
lattice. Intertube interactions that arise in the lattice are usu-
ally weak and are approximated by van der Waals interac-
tion. This is similar to coupling between adjacent graphene
layers in 3D crystalline graphite. This coupling causes a
slight increase (∼7%) in the frequency of radial breathing
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mode, independent of the tube diameter. This arises from
additional restoring force due to the nearest-neighbor tube-
tube interaction [71].

3.3. 3D Confined Systems

Isolated or loosely connected nanoparticles as self-
supporting powders and nanoparticles dispersed in other
hosts have been the most extensively studied nanostructured
systems. In many investigations quantitative fitting of
phonon lineshape has also been carried out [20, 38, 72].
The extent of peak shift and line broadening is expected to
depend on the shape of the dispersion curve. For phonon
branches with less dispersion the effects are expected to be
small. On the other hand, the phonons that exhibit large
dispersion would get modified significantly. This was demon-
strated for the first time [37] in the case of zinc oxide
nanoparticles by examining the phonons of different symme-
tries (irreducible representations). Zinc oxide has wurtzite
structure and consequently has phonons of symmetries A1,
E1, and E2 at 393, 591, and 465 cm−1, respectively. For
a 4-nm particle size, E1-LO mode exhibited a change in
linewidth from 18 to 38 cm−1 whereas E2 mode showed
an increase of only 2 cm−1. Figure 9 shows the fitted line-
shape for 4-nm particles along with the data. Because of
insufficient intensity, A1 mode was not analyzed in detail.
The widely different behavior of E1 and E2 phonons could
be understood when the widths of the corresponding dis-
persion curves 
� were taken into account. Table 1 shows
the peak shift and line broadening data for these modes in
4-nm particles.

There are a number of Raman spectroscopic studies on
nanocrystalline powders which exhibit broadening and peak
shifts similar to those expected for phonon confinement
[73–75]; however, quantitative analyses have not been car-
ried out. In the case of composites synthesized either as thin
films using co-sputtering [15] or by doping melt-quenched
oxide glasses [76], nanocrystalline precipitates form during
annealing at elevated temperatures [77, 78]. A departure
of LO phonon frequency from the expected behavior for
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Table 1. Peak shift �� and line broadening � data for optical phonons
of different symmetries for 4-nm zinc oxide nanoparticles.

Phonon 
� (cm−1� �0 (cm−1� � (cm−1� �� (cm−1�

E2 12 12 14 1
E1-LO 60 18 38 7

Note: 
� is the width of the dispersion curve and �0 is the natural linewidth
of the phonon.

CdS nanoparticles smaller than 5 nm dispersed in GeO2
matrix has been attributed to defects [79]. Evidence of the
presence of CdO surface capping layer on pulsed laser
deposited CdS nanoparticles in SiO2 matrix has been found
from the presence of its characteristic peak in the Raman
spectrum [80]. A comparison of the Raman spectra of Si
doped SiO2 films with those of theoretically calculated vibra-
tional density of states of Si33 and Si45 clusters suggested
the presence of such clusters in SiO2 [81]. Semiconduc-
tor mixed crystals such as CdSxSe1−x [82] and Cd1−xZnxS
[77] dispersed in oxide glasses as nanocrystalline precipi-
tates have been extensively studied in view of their interest-
ing optical properties and applications as long-pass optical
filters. The system CdSxSe1−x exhibits two-mode behavior
and both CdSe-like and CdS-like confined LO phonons
are observed [20]. On the other hand, Cd1−xZnxS system
exhibits single-mode behavior. The shift of the LO phonon
frequency during late stage of annealing of Cd1−xZnxS
nanoparticles dispersed in oxide glass host containing 20%
ZnO suggested a change in the stoichiometry (x� in the
nanoparticle [77]. A few monolayers of AlSb deposited on
GaAs substrate using molecular beam epitaxy are found to
self-assemble in the form of platelike quantum dots during
annealing at 500 �C [83]. In addition to phonon confinement
effects, sometimes compressive stresses also play a role in
determining Raman lineshapes [84]. Nanopores of zeolites
have also been used to capture nanoparticles of Se and Te
[85]. Raman spectra showed evidence of trapping of either
a molecular Se8 or Te8 or formation of an irregular array
of chains and clusters depending on the size and connectiv-
ity of pores. The lifetime of phonons in nanocrystalline Si
has also been measured and found to be more than that in
amorphous Si [86].

As pointed out earlier, in most of the systems the opti-
cal phonon frequency decreases as one moves away from
the Brillouin zone center; that is, the optical phonon branch
exhibits negative dispersion. In this context, thorium oxide
is a unique system, whose optical phonon branch splits
into two components; one exhibits a negative dispersion
with 
� = −50 cm−1, while the other undergoes a positive
dispersion of 
� = +160 cm−1 [87]. For nanocrystalline
thorium oxide both the branches are expected to con-
tribute to the Raman lineshape. Recently, Raman spec-
tra of nanocrystalline ThO2 have been reported, which are
found to be less asymmetric as compared to other crystals
[88]. This is attributed to the broadening arising on the left
and the right side of the peak from the contributions from
branches of the dispersion curve with negative and positive
dispersions, respectively.

In addition to the confined optic phonons, the presence
of surface phonons in the Raman spectra of nanostructured
materials has been reported in a number of systems

[72, 89–91]. Surface phonons are expected to have frequen-
cies between TO and LO phonons [72]. As the fraction of
surface atoms increases as the grain size of a nanostructured
material reduces, the surface phonons are observed with
noticeable intensity for small size particles. The dependence
of surface phonon frequency on the dielectric constant of
the surrounding medium has also been examined [90]. In
the nanoparticles of mixed crystals such as CdSxSe1−x, two
surface phonons, one each of CdSe-like and CdS-like, have
been reported [89].

Porous-silicon (p-Si), obtained from electrochemical etch-
ing of Si [92], has been a subject of considerable interest in
view of its efficient photo- and electroluminescence at ambi-
ent temperature [93]. The pore diameter and consequently
the size of interconnected Si-nanostructure depends on the
electrochemical conditions [94]. Raman spectrum of p-Si
consists of an asymmetrically broadened F2g phonon line
characteristic of nanocrystalline Si and an overlapping broad
peak at 480 cm−1 associated with amorphous Si [95, 96]. Fit-
ting of the Raman spectrum to a confined phonon lineshape
has frequently been carried out to estimate the average par-
ticle size [97]. Confined phonons of p-Si have been found
to be responsible for the photoluminescence arising from
radiative recombination of carriers across the indirect tran-
sition [98] similar to that found in crystalline Si.

As mentioned earlier, if the phonon spectrum of the
particle overlaps significantly with that of the surround-
ing medium, phonons of the particles can propagate into
the surrounding medium. In such cases a strong confine-
ment model of the Gaussian type is not expected to be
satisfactory. This was indeed found to be true [99] in the
case of nanocrystalline diamond particles surrounded by
amorphous-carbon region. Figure 10 shows the Raman spec-
trum of nanocrystalline diamond embedded in amorphous-
carbon matrix. The observed linewidth was found to be
much more than expected for a Gaussian confinement
model. In order to understand these results, an alternate
confinement model was proposed, which took into account
the reflection of the phonon from the dielectric/elastic
boundary of the particle. This leads to the existence of a
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Figure 10. Raman spectrum of 26-nm diamond particles embedded in
amorphous-carbon host. The continuous curve is the calculated spec-
trum based on the discrete model of phonon confinement. Adapted
with permission from [99], A. K. Arora et al., Diamond Relat. Mater. 10,
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Phonon Confinement in Nanostructured Materials 507

standing wave pattern in the particle with phonon wavevec-
tor sampling the Brillouin zone at discrete points qn =
nQB/N (1≤ n ≤ N�, where Na is the size of the particle. The
intensities In from the discrete phonons ��qn� were taken to
vary according to a power law In ∼ bn (b < 1). The discrete
model of the phonon confinement yielded a satisfactory fit
to the experimental phonon lineshape.

In order to probe the changes in the electron-phonon
interaction, resonance Raman scattering from confined
optical phonons has been investigated in a number of
systems. Effect of valence band mixing, arising from the
degeneracy at � point in the Brillouin zone of zinc-blende
semiconductors, on the electron phonon coupling has been
studied [100] in GaP nanoparticles. Surface phonons with
angular momentum l = 2 were found to participate in the
resonance Raman scattering, while in another study [101]
only the transitions with l = 0� 2 have been argued to con-
tribute to the resonance Raman scattering. In addition to the
LO phonons, zone-boundary TO phonons and their over-
tones have also been observed [102] in the nanoparticles of
indirect gap semiconductor AgBr under resonant conditions.
Using a phenomenological model, the ratio of intensities
of the overtone and the fundamental Raman spectra have
been analyzed [103] and the results suggested that electron-
phonon coupling decreased as the particle size reduced.
Interference effects in the resonance Raman efficiency pro-
file [104] of 1- and 2-LO confined phonons in Cd1−xZnxS
mixed crystal nanoparticles, arising from a nonresonant con-
tribution to the polarizability, have also been reported.
A detailed theory [105] of the one-phonon resonance
Raman scattering from spherical nanoparticles has shown
that in the dipole approximation, only l = 0 phonon modes
couple to the photon. On the other hand, in the elec-
tric quadrupole approximation l = 1 phonon modes can be
excited and their polarizability amplitude is proportional to
the wavevector of the photon.

In most of the analyses of the phonon lineshapes, the
bulk phonon dispersion curves have been assumed to be still
applicable. However, this is not guaranteed for very small
particles. Recent studies have shown that use of bulk phonon
dispersion in Gaussian confinement model gives a good
agreement for 6-nm CdS particle; on the other hand, for
1.6-nm particles the predicted lineshape is more asymmetric
(Fig. 11) than that observed [106]. This disagreement has
been attributed to the inapplicability of the bulk phonon dis-
persion curves. It may be pointed out that the phonon den-
sity of states (DOS) of nanocrystalline iron [107] measured
using neutron scattering exhibits smearing of sharp features
and broadening on both low- and high-frequency side as
compared to the bulk. Molecular dynamics simulations show
that the increased density of states at low energies arises
from the vibrations of atoms at surface/grain boundaries
[108], whereas the increase in the DOS at high frequencies
has been attributed to shortening of bond length [109] and
lifetime broadening [110] due to anharmonic effects.

4. ACOUSTIC PHONONS
Similar to the optical phonons, the acoustic phonons also
get confined within the particles. In the elastic continuum
limit, the confinement of long-wavelength acoustic phonons
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Figure 11. Raman spectra of CdS nanoparticles of diameter 1.6 and
6 nm. The disagreement of the calculated lineshape and the data for
the 1.6-nm particles suggests inapplicability of bulk phonon dispersion
curves. Reprinted with permission from [106], P. Nandakumar et al.,
Physica E 11, 377 (2001). © 2001, Elsevier Science.

(sound waves) leads to the emergence of discrete modes
of particle which depend on the elastic properties through
the longitudinal and transverse sound velocities [111]. These
are spheroidal and torsional modes of the particle and their
frequencies depend on the angular momentum associated
with the vibration. We now briefly describe the procedure to
obtain the frequencies of these modes.

4.1. Vibrational Modes of a Small Particle

By considering a spherical particle to be a homogeneous
elastic body, its free vibrations can be obtained by solving
the equation of motion [111–113],

*+2D/+t2 = �. + /�0�0 · D� + /0 2D (16)
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where D is the displacement, * is the density, and . and /
are Lame’s constants. The solutions are obtained by intro-
ducing scalar and vector potentials and by using appropri-
ate boundary conditions for spheroidal and torsional modes.
The eigenvalue equation for the spheroidal modes is [111]

2�12 + �l − 1��l + 2��1jl+1�1�/jl�1� − �l + 1���

× 2jl+1�2�/jl�2� − 1
21

4 + �l − 1��2l + 1�12

+ �12 − 2l�l − 1��l + 2��1jl+1�1�/jl�1� = 0 (17)

where l is the angular momentum, 1 = �R/ct and 2 =
1ct/cl are dimensionless variables, � is the spheroidal mode
frequency, R is the radius of the particle, and ct and cl

are the transverse and longitudinal sound velocities, respec-
tively. jl(1) is the spherical Bessel function of the first kind.
The angular momentum quantum number l can take val-
ues 0� 1� 2� � � � � The eigenvalue equation for torsional modes
is [114]

jl+1�1� − �l − 1�
1

jl�1� = 0 for l ≥ 1 (18)

Solving these equations for discrete values of l results in
a set of eigenvalues for each l, labeled as 1S

�l� n� and 1T
�l� n�

for spheroidal and torsional modes, respectively. The index
n represents the branch number. It may be mentioned that
l = 0 torsional mode has null displacement. In addition,
the eigenvalues of the torsional modes do not depend on
the material, whereas those of spheroidal modes are com-
pletely determined by the ratio cl/ct . The eigenvalues of
these modes have been reported for many materials with
widely different values of the velocity ratio, such as 1.54
(MgAl2O4) [115], 2.00 (Se) [38], 2.28 (CdS) [116, 114], 2.32
(CdSe) [117], 2.51 (Pb) [111], and 2.77 (In) [111]. The low-
est eigenvalues for n = 0 for both spheroidal and torsional
modes correspond to the surface modes. These modes have
large amplitude near the surface. The subsequent eigenval-
ues (n ≥ 1) correspond to the inner modes. These discrete
modes for different values of l are essentially similar to the
acoustic phonons at discrete q-points in the Brillouin zone
given by ��l+ 1/2�/R up to a maximum value �/a at the zone
boundary [111]. These modes modify the density of states of
the bulk [118] and have been argued to be responsible for
excess specific heat of small particles at low temperatures
[119, 120].

The symmetries of the particle vibrations correspond to
the irreducible representations of the rotation inversion
group O(3) of the sphere. The spheroidal modes transform
according to the irreducible representations D

g
1 �Du

2 �D
g
3 � � � �

[121]. The subscripts represent the angular momentum, and
the superscripts g and u imply symmetry and antisymmetry
with respect to inversion. In addition, the components of
electric dipole moment transform according to Du

1 . On the
other hand, the components of the symmetric polarizabil-
ity tensor for Raman scattering will transform according to
the irreducible representations resulting from the symmetric
product �Du

1 ×Du
1 �sym = D

g
0 +D

g
2 . Therefore the only allowed

Raman active modes are the spherical mode D
g
0 and the

quadrupolar mode D
g
2 . The torsional modes are not Raman

active [121]. This is different from the assignment by other

researchers [114, 122] based only on the parity of the wave-
functions, where all spheroidal modes with even l and all
torsional modes of odd l were argued to be Raman active.

In addition to the elastic continuum model, a microscopic
lattice dynamical calculation of confined acoustic phonons
in nanocrystalline Si has been carried out [123]. For this
the bond polarizability model within the partial density
approximation has been used, similar to the confined optical
phonon calculation [29]. The disagreement of the calculated
confined acoustic phonon frequencies with the experimen-
tal data [124] was attributed to the fact that the calculations
were carried out for free Si particles while the data was
for Si nanoparticles dispersed in SiO2 matrix. On the other
hand, studies of the effect of host matrix on the spheroidal
mode frequencies [111, 125] suggest only marginal changes.
In a recent formalism the linewidth of the confined acous-
tic phonon has also been taken into account by making the
eigenvalue complex [126].

4.2. Low-Frequency Raman Scattering

The frequencies of the spheroidal and torsional modes can
be calculated from the eigenvalues 1S

�l� n� and 1T
�l� n�, respec-

tively, as

�S
�l� n� = 1S

�l� n�ct/R (19a)

and

�T
�l� n� = 1T

�l� n�ct/R� (19b)

In order to express the vibrational frequencies in cm−1, one
can divide Eqs. (19) by the velocity of light in vacuum c. In
most materials, for particles of diameter less than 10 nm,
these frequencies lie in the range of 5 to 50 cm−1. Hence
it is possible to observe the modes, allowed by the selection
rules, in the low-frequency Raman scattering. It is notewor-
thy that Brillouin spectroscopy is extensively used for prob-
ing the acoustic phonon branch close to the zone center in
crystalline solids. The Brillouin shifts of the order of 1 cm−1

are conveniently measured by interferometric techniques
using Fabry–Perot etalon. However, the range of confined
acoustic phonon frequencies makes Brillouin spectroscopy
unsuitable for this purpose. On the other hand, the particle
modes were observed for the first time by Duval et al. [115]
in the spinal (MgAl2O4) particles dispersed in oxide glass
in the low-frequency Raman scattering. The inverse depen-
dence of the mode frequencies on the particle size was also
established experimentally. Subsequently, confined acoustic
phonons have been reported in metal [127–129] and semi-
conductor [124, 130, 131] nanoparticles.

Often the assignment of the peaks observed in the low-
frequency Raman spectrum in terms of angular momentum
quantum number l and branch number n may be tricky and
nonunique. In order to obtain unambiguous assignment, it
is useful to know the size of the particle from independent
measurements such as high-resolution transmission electron
microscopy (HRTEM) [122], X-ray diffraction (XRD) [132],
or small-angle X-ray scattering (SAXS) [117] and plot the
observed mode frequencies as a function of inverse diameter
along with the theoretically expected linear dependencies
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[72, 114]. In addition, making a polarized measurement is
useful in the assignment, as the spheroidal mode appears
only in the polarized geometry while the quadrupolar mode
occurs in both polarized and depolarized geometry.

Silver nanoparticles dispersed in different hosts such as
alkali halides [128], soda-lime glass [129], SiO2 [122, 127],
and ZrO2 [132] have been studied in great detail. Fuji et al.
found the frequencies of Ag particles of sizes between 2 and
5 nm close to those expected for l = 0 and l = 2 spheroidal
modes [122]. The strong Raman signal was attributed
to resonance associated with localized surface plasmons.
The growth of Ag nanoparticles in SiO2 during isochronal
annealing has been recently examined [127]. In view of its
depolarized characteristics, the Raman peak was assigned
to the l=2 quadrupolar mode. The average size thus esti-
mated was found to be consistent with that obtained from
the width of the surface plasmon absorption. Quadrupolar
mode has been observed also for Ag nanoparticles dispersed
in soda-lime glass [129]. Silver nanoparticles synthesized in
ZrO2 by annealing a polycrystalline pellet coated with Ag,
at 1073 K exhibited as many as four peaks in the Raman
spectra [132] which were assigned to the quadrupolar mode.
These were interpreted as arising from a multimodal dis-
tribution of particle sizes ranging between 3.5 and 7 nm.
However, the average particle diameters obtained from the
width of the XRD peak and TEM were of the order of
23 nm. The quadrupolar mode frequency corresponding to
such a large average size is much smaller and not expected
to be observed in the low-frequency Raman spectrum. This
makes their assignment to quadrupolar modes doubtful. The
average size of gold clusters found in SiO2 due to ion beam
mixing and subsequent annealing has been estimated to be
around 4 nm from low-frequency Raman scattering [133].

Semiconductor nanoparticles dispersed in oxide glass
[77, 116, 134], SiO2 [135], and GeO2 [114] have been exten-
sively studied. Many of these composites are synthesized
by doping the glass by the semiconductor up to about
2% in the melt and rapidly cooling to room temperature.
The solid solution thus formed is supersaturated and semi-
conductor nanoparticles nucleate and grow upon anneal-
ing the “semiconductor doped glass” above 500 �C [136].
Synthesis of composites in the form of thin films is car-
ried out using the technique of co-sputtering. There have
been several studies on commercial long-pass optical fil-
ters such as GG495, GG475, and RG630 from SCHOTT,
which contain CdSxSe1−x mixed crystals dispersed in oxide
glass [137]. In the early studies the lowest energy surface
mode and the lowest energy breathing mode were identi-
fied in the Raman spectra [116]. The frequencies of these
modes were found to decrease during annealing, suggesting
growth of particles [117]. Figure 12 shows the dependence
of spheroidal mode frequency and the estimated particle
size on the annealing temperature in Cd1−xZnxS0�95Se0�05
nanoparticles dispersed in oxide glass. During annealing the
zinc concentration x in the nanoparticle was reported to
increase, if the host glass contained ZnO as one of the
constituents [77]. Some studies have revealed very large
width of the confined acoustic phonon ��2� 2� in semicon-
ductor doped glass GG495 [134]. This has been attributed
to the existence of a log-normal particle size distribution.
In addition, resonance enhancement of the quadrupolar
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mode was found for excitation with green wavelength but
not with blue line. For CdS nanoparticles dispersed in GeO2
glass, a linear dependence of confined phonon frequencies
on inverse diameter has been reported [114]. From this anal-
ysis the mode was identified as the l = 0 spheroidal mode.
In addition to the confined acoustic phonons, another broad
peak called “boson peak” arising from the glassy host has
been observed in the low-frequency Raman spectra of semi-
conductor doped glasses [72]. Confined acoustic phonons
have also been reported in selenium nanoparticles dispersed
in a polymer host [38].

5. SUMMARY
In this chapter we have examined the consequences of
confinement of the optical and acoustic phonons within a
grain of nanostructured materials on the vibrational spectra.
These are the shift and asymmetric broadening of the opti-
cal phonon lineshape and the appearance of spheroidal and
quadrupolar modes of the nanoparticle in the low-frequency
Raman spectra. Among the confined acoustic phonons, only
the spherical mode with angular momentum l = 0 and
quadrupolar mode with l = 2 are Raman active. The inverse
dependence of the particle mode frequencies on its diameter
is useful as a secondary method for the estimation of par-
ticle size. Changes in the optical phonon Raman lineshape
arise from the contribution of phonon with finite wavevector
whose magnitude is of the order of inverse diameter of the
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grain. Noticeable differences in the spectra are found only
when the particle/grain size is smaller than about 20 lattice
parameters. Furthermore, the effect of confinement is least
for 1D confinement and maximum for 3D confinement. For
very small grain size the phenomenological models that use
the bulk phonon dispersion curves as inputs fail because for
these sizes, phonon density of states differs significantly from
that of the bulk. Detailed theoretical studies are required to
obtain a full understanding of the vibrational spectra of very
small size particles.

GLOSSARY
Acoustic phonons Phonons created by atoms vibrating in
phase with each other.
Anharmonic effects Effects such as thermal expansion,
arising from non-parabolic nature of interaction potential
between atoms. Parabolic atomic potential leads to har-
monic atomic vibrations.
Brillouin scattering Inelastic scattering of photons by
acoustic phonons in a solid.
Brillouin zone Unit cell formed in the reciprocal space by
reciprocal lattice vectors.
Carbon nanotube A graphene layer rolled up into a tube
of diameter of the order of a few nanometers and length
several micrometer.
Chiral vector A vector formed from the superposition of
integral multiples of unit vectors of a 2D-hexagonal plane
of graphite. This vector is perpendicular to the axis of the
carbon nano-tube, and its magnitude determines the circum-
ference of the tube.
Dispersion curve Plot of phonon frequency versus
wavevector for a phonon of specific symmetry.
Long-pass filter An optical filter that allows light longer
than a given wavelength to pass through.
Nanowire Wire/rod of a few nanometers diameter and sev-
eral micrometer length.
Optical phonon Phonons in the high frequency region cre-
ated by atoms in a crystal vibrating out-of-phase with each
other.
Phonon Quantum of atomic vibrations in crystalline solids.
Quantum dot A small particle surrounded by vacuum or a
material of larger band gap, capable of exhibiting effects of
quantum mechanical confinement of charge carriers.
Quantum well A thin layer of a material of smaller band
gap sandwiched between adjacent layers of another material
with larger band gap, capable of exhibiting effects of quan-
tum mechanical confinement of charge carriers.
Raman scattering Inelastic scattering of photons by
atomic vibrations or other elementary excitations in
solids/molecules.
Resonance Raman scattering Enhancement of efficiency
of Raman scattering when the incident photon energy is
close to one of the electronic transitions in a solid/molecule.
Scattering vector Wavevector transferred in the scattering
of light by elementary excitations.
Superlattice A periodic arrangement formed by depositing
thin alternate layers of two materials on a substrate.

Wavevector A vector in the direction of propagation of
phonon with a magnitude that is inverse of wavelength of
the phonon.
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1. INTRODUCTION
The scope of this chapter is the review of recent experi-
mental studies of phonons in nanostructures made of nitride
semiconductors with an hexagonal structure. First let us
recall some basic definitions. A quantum well (QW) is
described as a thin layer exhibiting semiconducting proper-
ties, located between a couple of layers made of another
semiconductor and playing the role of barriers. Indeed, the
electronic bandgap energy in the latter is higher than its
counterpart in the former, thus favoring carrier confinement
and electrical transport inside the well. Single or multiple
QW structures can be fabricated as well as superlattices (SL)
which are periodic arrays of QWs. A quantum dot (QD)
is an island made of a given semiconductor embedded in
another semiconductor acting as barrier. It is usually char-
acterized by a pyramidal shape and a small height (typically
5 nm). The samples are periodic stackings of planes contain-
ing the QDs, which can be self-assembled by the effect of
vertical correlation.

The purpose of the extensive work recently devoted to
GaN-AlN or GaN-AlGaN nanostructures is the develop-
ment of new devices, particularly laser diodes emitting in
the ultraviolet range. Their light emission is expected to be
much stronger than from heterostructures made of GaN and
AlN (or AlGaN) thick layers grown in the nineties, due to
the low-dimensional geometry of nanostructures. In addi-
tion, the crystallographic structure of nitride semiconductors
is responsible for their piezoelectric properties, generating
very strong electric fields in strained nanostructures; as a

result, the emission is significantly red-shifted with respect to
the absorption edge by the so-called confined quantum Stark
effect, and the luminescence can be tuned within a wide
interval from the visible range up to the near ultraviolet.

Such high-performance devices, grown using techniques
recently developed, are currently fabricated and are already
on the market. However, the knowledge of the structural
and optical properties involved in the light emission pro-
cess must be improved. So numerous experimental studies
have been recently devoted to such nanostructures. Among
the various techniques used for this purpose, Raman spec-
troscopy is known to be a powerful probe of vibrational
modes (or phonons) in semiconductor materials. Measure-
ments of phonon frequencies in nanostructures give the
opportunity of determining the strain state inside their con-
stituent layers; these results are key data, directly related to
the light emission of the device. This kind of experiment is
rather simple, nondestructive, and usually needs no special
sample preparation. The size of the optical probe can be
very small (as low as 1 �m). In addition, this technique is
accurate and very reproducible, allowing measurements of
the phonon energy within an uncertainty lower than 1 cm−1

(about 0.1 meV).
This chapter is organized as follows: basic concepts con-

cerning phonons in bulk nitride semiconductors and GaN-
based nanostructures, as well as Raman scattering, are given
in Section 1. Section 2 is devoted to the Raman studies on
GaN-AlN (or GaN-GaAlN) QW structures and SLs, in non-
resonant and resonant conditions. Section 3 of this chapter
deals mostly with phonons in QDs stackings.

2. RAMAN SCATTERING
IN HEXAGONAL CRYSTALS
AND NANOSTRUCTURES

2.1. Phonons in “Bulk”
GaN-Like Semiconductors

Only GaN, AlN, or AlGaN semiconductors with wurtzite
structure will be considered in the present article. Before
dealing with nanostructures, we must recall briefly the
vibrational properties of bulk crystals, which were recently
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reviewed by Frandon et al. [1]. In fact, almost all the samples
studied up until now are layers grown on a substrate and
on a buffer layer, but they behave usually as “bulk” mate-
rials due to their large thickness. Hexagonal nitride crys-
tals belong to the space group C4

6v. The unit cell contains
two nitrogen atoms and two Ga or Al atoms [2]. The lat-
tice constants a and c of GaN [3] and AlN [4] are given in
Table 1. In the following, the c axis of the hexagonal struc-
ture will be chosen as the z axis. Let us recall briefly how
the symmetry of Raman active modes are derived in this
structure. Here we are only interested in the zone center
phonons, that is, characterized by a vanishing q wavevector.
The 12-dimensional representation of the atomic motions
in the unit cell can be reduced into irreducible representa-
tions of the C6v group. Besides the acoustic modes and the
“silent” (inactive) B1 optic phonons, one obtains four opti-
cal modes, two nonpolar (infrared inactive), and two polar
(both Raman and infrared active) phonons [5]. The non-
polar phonons exhibit the E2 symmetry, corresponding to
atomic motions perpendicular to the z axis. One of them
may be observed at low frequency. The other, denoted by E2
(high), shows up at a higher frequency with a high intensity
in Raman spectra recorded far from resonant conditions. In
addition, it cannot couple to plasmons and does not display
any angular dispersion, on account of its nonpolar charac-
ter. Therefore, it is frequently used as a probe of structural
properties in the Raman characterization of nitride semi-
conductors.

Polar optic phonons are characterized by their A1 or E1
symmetries, related to atomic motions, parallel or normal
to the z axis, respectively. They may be either longitudinal
or transverse (LO or TO). In these ionic crystals, the long-
range forces associated with the strong macroscopic electric
field of longitudinal phonons are responsible for an impor-
tant LO-TO splitting (202 cm−1 for GaN). Moreover, due
to the uniaxial properties of these crystals, the LO and one
of the TO phonons are extraordinary modes, thus exhibit-
ing an angular dispersion; their frequency varies with the
angle � between the phonon wavevector q and the z axis [6].
This variation range corresponds to the A1-E1 splitting gov-
erned by short-range interatomic forces. However, it should
be noted that this variation (27 cm−1 for TO phonons of
GaN) is much lower than the LO-TO splitting. The symme-
try of the q = 0 extraordinary modes depends on the value
of �; for a vanishing angle, the LO and TO phonons exhibit
the A1 and E1 symmetry, respectively, and the reverse is
found for � = 90�. For intermediate q values, the extraor-
dinary modes called quasi-LO and TO (QLO and QTO),
have a mixed symmetry. Finally, the ordinary TO phonon is
nondispersive and keeps the E1 symmetry when varying the
angle �. Table 2 gives the frequencies of the q = 0 phonons
for relaxed “bulk” GaN and AlN [7, 8].

Table 1. Lattice constants a and c (nm) for wurtzite GaN and AlN.

a c

GaNa 0.31890 0.51864
AlNb 0.31106 0.49795

a From [3].
b From [4].

Table 2. Long wavelength phonon frequencies (cm−1	 for wurtzite GaN
and AlN.

E2 (low) A1 (TO) E1 (TO) E2 (high) A1 (LO) E1 (LO)

GaNa 144 533 561 569 735 743
AlNb 249 610 669 656 889 912

a From [7].
b From [8].
Note: The notation of phonons is that used in [5].

Note that q �= 0 phonons, usually not involved in first-
order Raman scattering, must be invoked in some cases,
for example, when the translational symmetry is lost in
the sample under study. For hexagonal GaN, the phonon
dispersion 
�q	, which is quite distinct from the angular
dispersion previously discussed, has been calculated in the
high-symmetry directions of the Brillouin zone [9, 10] and
have been recently determined by X-ray inelastic scattering
[11]. A scatter of results is observed, but the dispersion of
published data is always found much lower for the branch
starting from the E2 (high) phonon than for its LO coun-
terpart, for example. We must keep in mind this difference
when effects of phonon confinement in the nanostructures
will be considered later.

For bulk-disordered AlGaN solid solutions, the evolu-
tion of phonon frequencies versus their aluminum cont-
ent is characterized either by a “two-mode” or a “one-mode”
behavior, depending on the symmetry of the vibrational
mode. In the first case, corresponding to the E2 (high)
optic phonon for example, the GaN- and AlN-like oscillators
exhibit strengths of comparable orders of magnitude in most
parts of the composition range. In the second case, observed
for A1 (LO) and E1 (LO) phonons, the oscillator strength
is strongly transferred from one to the other type of oscil-
lators, thus allowing the observation of one mode only in
the whole composition range of the alloy [12–16]. Evidence
for two-mode behavior of the E1 (TO) mode has been given
from infrared measurements [17]. In contrast, the case of
the A1 (TO) phonon seems to be more complicated [16].

As previously mentioned, most samples are thick layers
grown on a substrate (sapphire, SiC, or Si) and on a buffer
layer (GaN or AlN). Due to the lattice mismatch and to the
different expansion coefficients of materials constituting the
nanostructure, the layers are usually submitted to a strong
biaxial stress acting in the plane normal to the z axis of the
hexagonal crystal. The induced strains �zz and �xx , respec-
tively parallel and perpendicular to the z axis, modify the
phonon frequencies in the layers. For the mode �, the cor-
responding frequency shift with respect to its value in the
relaxed material is given by the following linear equation

�
� = 2 a��xx + b��zz (1)

where a� and b� are the deformation potentials of the
phonon �. The knowledge of these parameters is of crucial
importance for evaluating the strains in the thick layers as
well as in the nanostructures. For GaN, the phonon defor-
mation potentials were measured [18–19] and calculated
[20–21], but they are more controversial for AlN [22–25].
Some of the calculated and experimental values of phonon
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deformation potentials are given for wurtzite GaN and AlN
in Table 3.

When the material is under biaxial stress �B (�B > 0 for
compressive stress), one can also use the Raman stress coef-
ficient, defined by

KB = d


d�B
(2)

If Hooke’s law is obeyed, KB can be expressed using the
deformation potentials and the elastic constants only. As
a rule, the observed frequency shift of phonons is positive
(resp., negative) if the material is under compressive (resp.,
tensile) biaxial stress.

2.2. Phonons in GaN-Based Nanostructures

Let us consider nanostructures made of alternate layers
exhibiting the wurtzite structure, grown along the z axis.
Their structural and optical properties have been extensively
studied during recent years. Under adequate growth con-
ditions, the Stranski–Krastanov mechanism of strain relax-
ation of GaN on AlN leads to the growth of strained GaN
islands on very thin (two monolayers thick) GaN wetting
layers, embedded in the AlN barriers, leading to QD struc-
tures [26]. Different experimental conditions allow a two-
dimensional growth, thus leading to strained QW structures
or to SLs; the internal strain of the layers depends on
numerous factors, including the nature of the underlying
buffer layer and the thicknesses of the layers in the struc-
ture. Obviously, as a result of internal strains, the phonons
from the wells and barriers will be shifted in the Raman
spectra according to Eq. (1). The same equation may also be
tentatively applied to QDs, assuming a nearly biaxial stress,
in consideration of their pyramidal shape and their lateral
size usually about 10 times larger than their height.

But new vibration modes must be considered in nano-
structures. Some phonons can be confined inside one type
of layer. Their properties have been extensively studied in
the SLs made of III–V cubic semiconductors, such as GaAs

Table 3. Phonon deformation potentials in Wurtzite GaN and AlN.

a� (cm−1)

E2 (low) A1 (TO) E1 (TO) E2 (high) A1 (LO) E1 (LO)

GaN, calculateda +75 −640 −717 −742 −664 −775
GaN, measured +115b −630b −820b −850b, −818c −685c

AlN, calculateda +149 −776 −835 −881 −739 −867
AlN, measured −930d −982d −1092d, −1083e −643d

b� (cm−1)

E2 (low) A1 (TO) E1 (TO) E2 (high) A1 (LO) E1 (LO)

GaN, calculateda 4 −695 −591 −715 −881 −703
GaN, measured −80b −1290b −680b −920b, −797c −997c

AlN, calculateda −223 −394 −744 −906 −737 −808
AlN, measured −904d −901d −965d, −1187e −1157d

a From [21].
b From [19].
c From [18].
d From [25].
e From [23].

and AlAs [27]. Confined vibrational modes are oscillations
located in one type of layer and characterized by an effec-
tive wavevector qz. The latter is quantized, due to boundary
conditions at the interfaces with the adjacent layers

qz = n · �

d1
(3)

where n is an integer and d1 is the layer thickness. The fre-
quencies of confined modes can be deduced from the LO
phonon dispersion 
�q	 of the bulk material along the z
direction; they correspond to the discrete qz values calcu-
lated using Eq. (3). If the top of the branch of the LO branch
is at the zone center � , as for the LO phonon of GaN, fre-
quency shifts towards lower frequencies are expected and
can be measured, specially for very thin (a few nanometers
thick) layers. On the other hand, confinement effects should
be negligible for the E2 (high) phonon, due to the weak dis-
persion of the corresponding branch in the Brillouin zone.

Other phonons specific to the SLs are the “folded” acous-
tic phonons. Indeed, if the dispersion of acoustic branches
is similar in both materials, that is, when their sound veloc-
ities are not too different, acoustic waves can propagate
through the whole nanostructure. Folding of the acoustic
phonon branches of the constituent layers into the reduced
Brillouin zone of the SL generate new vibrational modes,
which are characteristic of the periodicity d = d1 +d2 of the
SL (d1 and d2 stand for the thicknesses of wells and barri-
ers, respectively). They may show up as doublets located in
the low-frequency range of the Raman spectra. The average
frequencies of these doublets are given by [27]


n = n · 2� · v

d
(4)

where n is an integer and v is an average sound velocity
in the nanostructure calculated from the sound velocities v1
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and v2 in the wells and barriers of the SL according to

v = v1 · v2

�1 − �	v2 + �v1
(5)

where � = d2/�d1 + d2	. The frequency difference between
the components of each doublet depends on the phonon
wavevector qz

�
 = 2 qz · v (6)

The value of qz is determined by the experimental geometry
of Raman scattering, as it will shown in the following section.

2.3. Experiments

In the following, the incident (resp., scattered) light is
defined by its wavevector ki, its frequency 
i, and its lin-
ear polarization ei (resp., kS, 
S and eS). The experimental
configuration will be indicated by the usual Porto’s notation
ki�ei eS	kS. For bulk crystals, conservation law between the
initial and final states is obeyed both by the wavevector and
the energy. In first-order Raman scattering, the wavevector
q and the frequency 
 of the phonon involved in the scat-
tering process are given by

q = ki − kS (7)

and


 = 
i − 
S (8)

According to Eqs. (7) and (8), q is completely defined by the
experimental geometry and the laser energy. In the particu-
lar case of backscattering �kS = −ki	, Eq. (7) can be written
as

�q� = 2�ki� =
4� · n

�i

(9)

where n is the refractive index of the material at the fre-
quency 
i, and �i is the wavelength of the incident light.

Most Raman spectra of GaN-AlN or GaN-AlGaN nano-
structures reported in the literature have been recorded at
room temperature. The simplest experiment is performed
in a backscattering geometry along the growth axis z of the
nanostructure, with polarizations of incident and scattered
light either perpendicular or parallel, corresponding to the
configurations z�xy	z or z�xx	z, respectively. In the latter
case, both E2 and A1 (LO) phonons are allowed. More-
over, a micro-Raman spectrometer, using a small laser spot
whose diameter is lower than 1 �m, allows the achievement
of other scattering conditions, particularly backscattering on
the edge of the sample under study. In this configuration,
the phonon wavevector q is perpendicular to the z axis and
additional phonons can be evidenced. The selection rules
for all the Raman active phonons in wurtzite materials are
recalled in Table 4.

The excitation of Raman scattering is usually made using
the monochromatic lines of an argon or krypton laser, either
in the visible or ultraviolet range (from 3.41 eV to 3.80 eV).
The experimental results strongly depend on the excitation
energy. If the latter corresponds to the visible range, that is,

Table 4. Selection rules for phonons in wurtzite crystals.

Configuration Allowed phonons

z�xx	z E2, A1 (LO)
z�xy	z E2

x�zz	x A1 (TO)
x�yy	x E2, A1 (TO)
y�zy	x E1 (LO)

Note: The notation of phonons is that used in [5].

far from any electronic resonance, the dominant electron-
phonon interaction is the “deformation potential” process
and the nonpolar E2 (high) optic phonon exhibits a scat-
tering cross section much stronger than the other phonons,
specially the A1 (LO) mode also allowed in the z�xx	z con-
figuration. Note that the Raman spectra usually contain fea-
tures from the GaN QDs or QWs and from the barriers of
the nanostructure, but also from the underlying thick buffer
layer (usually GaN or AlN), due to the negligible optical
absorption of the constituent layers in the visible range; thus
an unambiguous assignment of phonons may prove difficult.
However, the signature of the nanostructure itself can be
obtained using a confocal set-up with a low depth of focus,
as illustrated later.

On the other hand, a strong enhancement of Raman scat-
tering by the polar LO phonon is observed under near res-
onant conditions, that is, if the energy of incident or/and
scattered photons is close to an electronic transition energy,
when the “forbidden” scattering process associated with
the intraband Fröhlich electron-phonon interaction becomes
dominant [28]. With the present materials, resonant condi-
tions can be achieved in the ultraviolet range only; indeed
the room temperature bandgap energy is about 3.4 eV and
6.1 eV for bulk GaN and AlN, respectively. The scattering
cross section of the A1 (LO) phonon can be enhanced by
several orders of magnitude [29], thus allowing the signature
of very small volumes inside the sample. However, it should
be noted that the penetration depth of the incident light in
the sample is strongly reduced under ultraviolet excitation,
due to high optical absorption. In addition, an intense pho-
toluminescence (PL) band may show up in the spectra, mak-
ing an observation of faint Raman features superimposed
on the PL signal very difficult.

3. PHONONS IN QUANTUM WELLS
AND SUPERLATTICES

3.1. Nonresonant Raman Scattering:
Signature of Wells and Barriers
in Superlattices

When Raman experiments are performed far from resonant
conditions, the signal coming from the nanostructure itself
is rather weak; it can be easily measured only if the sample
is thick enough (about 0.5 �m), due to the low-scattering
cross section of GaN, and specially of AlN. Actually, this
kind of research study is still scarce; the main motivation is
to determine the nature of the vibrational modes in the SLs
and to derive the built-in strain of the constituent layers.
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The first Raman study of an SL with a wurtzite structure
was published by Gleize et al. [30]. This structure was made
of a hundred periods of undoped GaN wells and AlN barri-
ers, with nominal thicknesses of 6.3 nm and 5.1 nm respec-
tively, deposited by MBE on a thick AlN buffer layer and a
sapphire substrate. The layer thicknesses were large enough
for neglecting the frequency shift of phonons induced by
confinement, specially for the E2 mode. Micro-Raman spec-
tra were recorded in backscattering geometry under various
polarization configurations, under a 2.54 eV excitation, far
from resonant conditions. Thanks to selection rules, most
observed features could be unambiguously assigned to all
optical phonons but the E1 (LO), either from the underly-
ing AlN buffer layer or from each type of SLs layers. Due
to internal strains, phonons from wells and barriers were
found significantly shifted with respect to their frequency in
relaxed materials. Using the phonon deformation potentials
of GaN, a biaxial stress of 6.3 GPa and an in-plane strain
�xx =−1 3% were derived for the GaN layers of the SL from
the measured shift of the E2 (high) phonon. This strain is
close to the value expected for a “free-standing” state of the
present nanostructure. On the other hand, the measured fre-
quency shifts of AlN phonons, actually larger than those of
GaN phonons, could not be used to determine the internal
strain in the barriers of the SL, because the corresponding
deformation potentials were not known at this time. Note
that a feature observed at 560 cm−1 in x�yy	x Raman spec-
tra could not be associated to an A1 (TO) phonon from
strained GaN layers, although it obeyed the regular selection
rules; it was thus tentatively assigned to an interface mode.
Finally, micro-Raman spectra were also recorded from place
to place on a bevel made by mechanical polishing of the
nanostructure; the angle between the beveled surface and
the (0001) plane was about 1�. The strain-induced shift of
the E2 (GaN) phonon was found higher in the deeper part
of the SL than near the surface, giving evidence for a partial
strain relaxation in the first layers of the structure.

Schubert et al. [31–32] performed other investigations
combining Raman scattering and infrared ellipsometry
experiments. The latter is an indirect technique for inves-
tigating the polar phonons, specially the E1 (TO) phonon
when a near normal incidence is used for the measurements.
A standard calculation allows the reproduction of the exper-
imental infrared spectrum; this model needs several fitting
parameters, including the TO and LO phonon frequencies
of the constituent materials, together with the concentra-
tion and mobilities (parallel and perpendicular to the z axis
of the SL) of free carriers. The latter data must be intro-
duced when the sample under study is doped, intention-
ally or not. Indeed, the free-carrier plasmon and the LO
phonon, which are both longitudinal excitations, can cou-
ple together if their energies are close to each other, thus
shifting in frequency the high frequency component of the
coupled mode with respect to the uncoupled phonon [33].
In [32], eight GaN-AlGaN SLs, grown by MOVPE or by
MBE on thick GaN layer and on sapphire, exhibiting typi-
cal layer thicknesses of 25 nm and various aluminum con-
tents in the barriers (0 08 < x < 1), were compared. As
expected, the strain-induced frequency shifts of the nonpolar
E2 phonon for each constituent layer, derived from Raman
measurements, proved that GaN (resp., AlGaN) layers were

submitted to an internal compressive (resp., tensile) stress.
A detailed discussion of the Raman data suggested that
these SLs were in a free-standing state: both kinds of lay-
ers adopted a common in-plane lattice parameter, different
from the one of the underlying thick GaN layer. The analysis
of infrared ellipsometry measurements led to the determi-
nation of an electron concentration higher than 1018 cm−3

in the GaN layers of the SLs; these free carriers could orig-
inate from dislocation-activated donors or from the AlGaN
layers. Moreover, the in-plane mobility introduced for fitting
the infrared spectra was found higher than its out-of-plane
counterpart: this result indicated a confinement of free car-
riers inside the wells along the z axis, the AlGaN layers of
the SL acting as barriers for the free electrons as expected.

Another more recent article combining Raman and X-ray
diffraction measurements [34] deals with a GaN-AlN SL
grown on an AlN buffer layer and on a 6H-SiC substrate;
the GaN wells were specially thin (1.5 nm) in this sample,
compared to the AlN barriers (10 nm). The map of the
reciprocal lattice, which was deduced from X-ray diffraction
experiments, gave the average value of both lattice constants
a and c of the whole SL. Figure 1 shows three micro-Raman
spectra recorded in the z�xx	z configuration, when the laser
spot was focused slightly higher and higher upon the surface
of the sample. The variation of relative intensities of the
experimental features made their assignment easy either to
the SLs layers or to the underlying buffer layer, allowing the
measurement of the strain-induced frequency shift of the E2
(high) phonons from the SL. Combining all these data and
taking into account the measured in-plane strain of GaN
layers (�xx = −2 35%) derived from in-situ RHEED exper-
iments, both components of the biaxial strain of AlN and
GaN layers could be determined. The out-of-plane strain
�zz was found almost negligible for both types of layers,
giving for the ratio �zz/�xx a value quite different from
that predicted from the simple elastic theory (−2C13/C33 =
−0 51). This difference is likely due to the large spontaneous
and piezo-electric polarization effects which can significantly
decrease this strain ratio in the hexagonal SL, as demon-
strated in a calculation by Gleize et al. [35].

3.2. Resonant Raman Scattering: Signature
of Single or Multiple QWs

The first resonant Raman study of single GaN QWs was
published by Behr et al. [36]. In these samples grown by
MOCVD directly on a sapphire substrate without any buffer
layer, the wells lying between thick Ga0 85Al0 15N layers were
2 nm, 3 nm, or 4 nm thick. As expected, only the phonons
from the alloy were evidenced when the excitation was
achieved in the visible range, due to the negligible volume
of the QW. However, when the 3.54 eV laser line was used
for the excitation, that is, for an energy close to the esti-
mated fundamental electronic transitions in the wider QWs,
the resonance conditions were nearly fulfilled and Fröhlich-
induced scattering by the GaN A1 (LO) mode was favored.
As can be shown in Figure 2, a Raman feature was observed
at 732 cm−1 for the structures containing the 3nm- and 4nm-
wide QWs. The origin of this feature could be unambigu-
ously assigned to the single well; its measured frequency
shift was negligible, because both confinement and strain
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Figure 1. Micro-Raman spectra recorded in backscattering along the
z axis, on a GaN (1.5 nm)-AlN (10 nm) SL grown on an AlN BL and
a SiC substrate. The excitation was made at 2.33 eV. Spectra 1 to 3
were obtained by focusing farther and farther away from the surface of
the sample. Modes from the SL and the BL are indicated by arrows.
Asterisks mark phonons from the substrate. Reprinted with permission
from [34], J. Frandon et al., Physica E (2003). © 2003, Elsevier Science.

effects were probably weak in the well. In contrast, the LO
feature was broadened and shifted towards higher frequen-
cies for the 2 nm thick QW. This observation was explained
by cation intermixing at the GaN-AlGaN interface, which
could not be neglected in that case. Smoothing of interfaces
likely due to poor growth conditions prevents the signature
of confinement effects, which would induce an opposite fre-
quency shift.

Figure 2. Resonant Raman spectra of GaN single QW with different
widths embedded in Al0 15Ga0 85N barriers, recorded under the 3.54 eV
excitation. Reprinted with permission from [36], D. Behr et al., Appl.
Phys. Lett. 70, 363 (1997). © 1997, American Institute of Physics.

Further resonant scattering experiments on single or mul-
tiple GaN-AlGaN QW structures will be reported in the fol-
lowing. Later Ten GaN QWs of 1.5 nm width, embedded
in 5 nm wide Ga0 89Al0 11N barriers and grown on a GaN
buffer layer, have been investigated under various ultra-
violet excitations [37]. In the present structure, the QWs
were nearly relaxed, whereas the barriers were submitted
to an internal compressive stress, due to the presence of
the underlying buffer layer. As expected, first-order scatter-
ing by the A1 (LO) phonons from GaN wells, favored by
the Fröhlich interaction, was found strongly enhanced by
electronic resonance in the incoming channel when excita-
tion is achieved using the 3.54 eV laser line. Indeed, the
energy of the incident photon was very close to the QWs’
fundamental transition, as estimated using the simple model
of independent square potential wells of finite height. In
these experimental conditions, the second-order scattering
by the LO phonons from the thick buffer layer was domi-
nant. Under a 3.70 eV excitation, LO phonons from GaN
wells were clearly evidenced in the second-order scattering
signal, due to electronic resonance in the outgoing channel;
weak contributions from the barriers were also evidenced.
Similar features were also observed in third-order scattering
under 3.80 eV excitation.

Another study performed in resonant conditions has been
devoted to a collection of four different single GaN QWs
separated by 10 nm thick Ga0 83Al0 17N barriers and grown
on a thick GaN buffer layer [38]; their thicknesses were
1 nm, 2 nm, 3 nm, and 4 nm (corresponding, respectively, to
4, 8, 12, 16 monolayers). The fundamental excitonic transi-
tions in these wells were already determined from previous
PL measurements performed at a low temperature. In this
work, thick GaN and Ga0 83Al0 17N layers were also investi-
gated in the same experimental conditions for comparison
with the structure under study. The Raman spectra recorded
at room temperature in backscattering geometry are shown
in Figure 3. The PL signature of the various wells was clearly
observed in the spectra, thus accurately giving the energy of
the fundamental transitions in the wells at room tempera-
ture. Under excitation at 3.53 eV, first-order scattering by
GaN A1 (LO) phonons confined in one of the wider QWs
(3 nm) showed up in the spectra, enhanced by electronic
resonance in the outgoing channel; no similar observation
could be achieved on the thick GaN layer used as reference,
since the excitation was too far from resonance in the bulk
material. The measured frequency was close to 734 cm−1,
corresponding to relaxed GaN, because the well involved
was almost unstrained in the nanostructure. In this case, the
Raman signature of the 3 nm-thick well, whose PL signal
was located at 3.43 eV, close to the observed Raman feature,
could be obtained. On the other hand, when the 3.70 eV
excitation was used, a first-order Raman feature peaking
at higher frequency (775 cm−1	 and a weak contribution
at lower frequency was observed. They are clearly related
to phonons of the Ga0 83Al0 17N barriers and of the GaN
wells, respectively. Scattering by vibrational modes of both
layers requires an extended intermediate electronic state
of the QW with a significant penetration into the barriers.
This delocalization implies high-lying states whose energy is
close to the bandgap of the alloy. Resonance most likely
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Figure 3. Resonant Raman spectra of four single GaN QW in
Al0 17Ga0 83N barriers, recorded using 3.53 eV and 3.70 eV excitations.
The thicknesses of these QWs were 4, 8, 12, and 16 monolayers. Arrows
mark the PL signal from the QWs. Reprinted with permission from [38],
F. Demangeot, Phys. Stat. Sol.(B) 216, 799 (1999). © 1999, Wiley-VCH.

occurred in the incoming channel, as the incident photon
energy was almost tuned on the bandgap of the alloy. More-
over, the Raman signal was found just superimposed on the
PL signal from the thinner (1 nm) QW, centered at 3.60 eV;
no similar Raman features could be observed with thick
GaN or Ga0 83Al0 17N thick layers. The signal was thus likely
enhanced by a double resonance effect, as the second inter-
mediate state involved in the Raman process was a bound
electronic state localized in the 1 nm-thick QW.

3.3. Calculations of Lattice-Dynamical
Properties of Wurtzite Nanostructures

Komirenko et al. [39] first investigated the extraordinary
polar phonons of wurtzite single QWs in the framework of
a dielectric continuum model. The anisotropy of the materi-
als was taken into account by introducing both components
�⊥�
	 and �z (
) of the frequency-dependant dielectric ten-
sor of the constituent materials; the latter involve the fre-
quencies of A1 and E1 (LO and TO) phonons, polarized
along the z axis and in the (xOy) plane, respectively. The
electrostatic boundary conditions on the interfaces, together
with the assumption of a scalar potential vanishing far from
the wells, were used. For a long wavelength phonon charac-
terized by the in-plane q⊥ wavevector, the angular dispersion
can be deduced from the following equation:

�⊥�
	 · q2
⊥ + �z�
	 · q2

z = 0 (10)

where qz is the z component of an effective wavevector.
Depending on the sign of the product �⊥ · �z in each
medium, qz is found either real or imaginary, leading to lin-
ear superposition of oscillating or decaying solutions, respec-
tively. Therefore, phonons could be classified according to
their localization. Confined modes are mainly located inside

the well but can penetrate significantly into the surrounding
layers, interface modes decay exponentially from the inter-
faces in both types of layers, and propagating modes oscillate
in the whole structure. Their frequency variation versus the
product q⊥ · d was given for a GaN well of width d embed-
ded in infinite barriers made of AlN or of Ga0 85Al0 15N.
Note that in another article, the same authors extended their
study to the calculation of scattering rates by the Fröhlich
electron-phonon interaction in QW structures [40].

Very few investigations of lattice dynamics in hexagonal
superlattices by ab initio calculations have been published up
until now. Wagner et al. [41] computed the structural, dielec-
tric, and lattice-dynamical properties of short-period hexag-
onal GaN-AlN SLs, which were compared to their cubic
counterparts. In this calculation, the widths of barriers as
well as of QWs were as low as two monolayers. Both types
of layers were assumed to be pseudomorphically strained
on the same in-plane lattice constant; the latter could be
either that of relaxed constituent materials (AlN or GaN)
or an average value corresponding to an elastically relaxed
SL. The goal of this work was to study the angular dis-
persion of phonons in the structures. The frequency 
 of
the zone center phonons was calculated as a function of �,
the tilt angle of the phonon wavevector with respect to the
z axis, within the framework of the density-functional pertur-
bation theory. Most calculated modes were assigned either
to confined phonons or to interface phonons. The atoms
involved in each vibration mode, together with the strength
of the associated dynamical polarization, were also given.
The angular dispersion of these modes is shown in Figure 4
for a GaN-AlN wurtzite SL in several strain states. Actu-
ally, only a few differences were evidenced in the angular
dispersions of cubic and hexagonal SLs. In both cases, for
an increasing in-plane lattice constant, all modes decrease
in frequency, except the folded TA modes; the downward
shift was found more pronounced for LO phonons than for
the TO phonons. The only remarkable difference affects the
TO modes confined in the GaN layers of the hexagonal SL,
spreading in a narrower range than their counterparts in the
cubic nanostructure.

However, the latter results cannot be easily checked.
Indeed, experimental studies are usually performed on
nanostructures with much larger periods. An alternative
calculation based on the dielectric continuum model, first
developed in [39] for the GaN QWs, was applied to wurtzite
SLs with more realistic periods [42–44]. Within this frame-
work, the vibrational modes were described by the dynami-
cal polarization associated with the atomic motions in each
type of layer. The Maxwell equations, the electric bound-
ary conditions at each interface, and the Bloch’s theorem,
taking into account the SLs periodicity, were used together
with the q = 0 phonon frequencies of the two types of lay-
ers in the strain state actually achieved in the SL. Note
that the phonon dispersion 
�q	 of the bulk constituents
was ignored in this model. For GaN-AlN SLs, this calcula-
tion predicted two types of polar phonons characterized by
an angular dispersion 
��	. The first ones were the inter-
face modes which have been already found for SLs of cubic
structure; the corresponding amplitude of atomic motions
decreases from the interface in both types of layers. Their
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Figure 4. Angular dispersion of zone-center phonons of an ultra-thin hexagonal GaN (0.5 nm)-AlN (0.5 nm) SL calculated in different strain
situations. From (l)–(r), the results are given for SLs pseudomorphic on AlN, elastically relaxed on an average in-plane lattice constant, and
pseudomorphic on GaN. Reprinted with permission from [41], J. M. Wagner et al., IPAP Conference Series 1, 669 (2000). © 2000, Institute of Pure
and Applied Physics.

dispersion is related to the anisotropy of the nanostruc-
ture. In contrast, another type of phonon, the quasi-confined
modes, exhibit an angular dispersion originating from the
anisotropy of the constituent materials. Indeed, the frequen-
cies of the A1 and E1 phonons of GaN and AlN, in the
TO as well in the LO range, are the limits of their spectral
regions; the corresponding intervals are finite for wurtzite
crystals, but vanish for isotropic materials. Quasi-confined
modes correspond to oscillations in one type of SLs layers
but, in contrast with confined modes in cubic SLs, the asso-
ciated electric field penetrates into the adjacent layer with
a decay length much larger than the lattice constant: that is
why they are called “quasi-confined.” Note that modes delo-
calized throughout the whole nanostructure, characterized
by an oscillatory behavior in both types of layers, were found
only in GaN-GaAlN SLs with barriers made of Ga-rich
alloys within this dielectric approach.

Very recently, Romanov et al. [45–46] calculated the polar
phonons of a single GaN QD, within the framework of a
macroscopic continuum dielectric model. They obtained for-
mal analytical solutions for the surface vibrations of a GaN
QD exhibiting an oblate spheroidal form, embedded in AlN.
These modes are not discrete, in contrast with their coun-
terparts in cubic GaAs-AlAs QDs, and they are found inside
a continuous, allowed frequency range, due to the crystal
anisotropy. In addition, two other types of phonons were
found: runaway modes that freely leave the QD surface and
quasi-stationary leaky modes.

The influence of strong electric fields present in GaN-
AlN nanostructures has been discussed by Coffey and Bock
[47]. These authors calculated the wavefunctions associated
with electron and holes confined in strained GaN-AlN QWs.
The influence of the electric fields (up to 1 MV/cm) induced
by internal strains on these states was shown in the par-
ticular case of a 2.6 nm-thick QW: holes and electrons are

spatially separated in the QW by the confined quantum
Stark effect. Strong effects on the Raman cross section by
A1 (LO) phonons confined in the GaN layer were proven
to proceed from the breaking of symmetry with respect to
the center plane of the well. In the calculated cross sec-
tion, both contributions to the electron-phonon interaction
associated with deformation potentials and Fröhlich pro-
cesses were taken into account. For vanishing electric fields,
only confined phonons characterized by a quantum number
of even parity are allowed. In contrast, it was found that
confined phonons with an odd parity dominate the calcu-
lated Raman spectrum when strong fields are present in the
involved layer. Therefore, it was suggested that this break-
down of parity selection rules could be used for measuring
the electric field in wurtzite nanostructures. Unfortunately,
the frequencies given for confined modes is questionable,
considering the dispersion 
�q	 calculated by the authors for
the LO phonon of bulk GaN, which is in agreement neither
with measurements nor with calculations already published
[9–11].

3.4. Experimental Investigations of Phonons
in Nitride-Based Superlattices

As previously shown for superlattices made of cubic III–V
semiconductors, the Raman signatures of disordered solid
solutions and ordered nanostructures with the same mean
composition are quite different, except for SLs containing
ultra-thin (thinner than three monolayers) layers. Evidence
for SL ordering can thus be achieved by Raman spec-
troscopy, which is a nondestructive technique in contrast to
transmission electron microscopy (TEM) needing cross sec-
tions of the samples. However, Raman spectra of GaN-AlN
SLs and AlGaN alloys can at first sight exhibit some sim-
ilarities, specially concerning the frequencies of E2 (high)
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phonons, due to the “two-mode behavior” of the latter
modes in the alloy (see Section 2.2). Gleize et al. [30] have
observed that the ambiguity could be lifted by considering
the A1 (LO) phonon which is, on the contrary, characterized
in alloys by its “one-mode behavior.” Indeed, the phonon fre-
quency expected for the A1 (LO) mode of the Ga1−xAlxN
alloy with the mean Al content of the SL under study (x =
0 45) would be 821 cm−1 [13]. Actually, the only feature obey-
ing the appropriate selection rules, found at a much lower
frequency (738 cm−1	 in Raman spectra, was assigned to A1
(LO) phonons confined in the wells, slightly shifted from
the corresponding frequency in relaxed GaN by the oppo-
site effects of confinement and strain. It should be noted
that the A1 (LO) phonon confined in the barriers could not
be observed, likely due to the low-scattering cross section of
AlN. Finally, it was concluded that the SLs modes could be
unambiguously probed by nonresonant Raman scattering.

At this point of the discussion, one can wonder if Raman
experiments can determine the nature of the SL phonons,
delocalized or confined in one type of layer. A simple crite-
rion has been suggested by Davydov et al. in several articles
[48–50]; if two distinct phonons of the same symmetry can
be evidenced in Raman spectra from short period SLs, the
corresponding modes are claimed to be confined in one type
of layer. In the opposite case, the modes can be considered
as delocalized. However, it should be noted that the weak-
ness of the Raman signal coming from one type of layer can
make a convenient use of this criterion difficult. The same
approach has been used by Gleize et al. [30], who implicitly
considered phonons confined in each type of layer, with the
exception of a phonon exhibiting the A1 (TO) symmetry,
assigned to an interface mode.

Chen et al. [51] claimed to obtain the first evidence for
a confinement effect of the A1 (LO) phonon in GaN lay-
ers of an hexagonal superlattice. In this study, three GaN-
Ga0 8Al0 2N SLs were investigated; the thickness of the GaN
layers was 1.2 nm, 2.4 nm, and 3.6 nm, respectively. The
authors concentrated on the A1 (LO) mode observed in
z�xx	z micro-Raman spectra. The corresponding broad fea-
ture was slightly red shifted in frequency, compared to
the relaxed material; this shift was found increasing for
shrinking GaN wells. An approximate fit of the measured
frequencies was obtained, using 
�qz	 ≈ sin2�qz · c/4	 for
the dispersion of the LO branch of GaN. However, it should
be noted that the SLs contained only 30 periods and that the
total thickness of GaN in the SL was as low as 36 nm for the
thinner layers; one can thus wonder if a clear signature of
the wells could be really obtained in nonresonant scattering
conditions, considering the presence of an underlying thick
GaN buffer layer.

Davydov et al. [48–50] investigated by nonresonant
Raman scattering a set of GaN-Ga1−xAlxN superlattices,
grown by MOCVD on buffer layers and sapphire substrates.
The SL period was varied between 2.5 nm and 320 nm. For
the sake of simplicity, the thicknesses of wells and barri-
ers in the various nanostructures were the same in all the
nanostructures investigated. The aluminum content x in the
alloy of the barriers was lower than 50%. The total thickness
of the SLs under study was sufficient for achieving Raman
experiments in nonresonant scattering, with an excitation at
2.54 eV. In the recorded spectra, E2 (high) and E1 (TO)

phonons from GaN were observed and assigned to confined
modes in the wells, whereas their counterparts could not be
evidenced for the AlGaN layers of the SL. The lack of signal
from the barriers has been tentatively attributed to the low-
scattering cross section by phonons of the AlGaN alloy. On
the other hand, the E2 (low) phonon confined in the barri-
ers of the SL was also found in the low-frequency range of
the spectra, together with that from GaN layers [50]. Due to
its high sensitivity to the Al content (but not to the built-in
strain), the E2 (low) phonon from the alloy could be used
as a probe of the composition in the barriers of the SL. The
same authors also gave evidence for confinement of the A1
(LO) phonon either in GaN or in GaAlN layers. In Figure 5,
two modes are clearly observed in z�yy	z spectra from var-
ious SLs where the alloy content of the barriers was kept
constant (28%). Note that the range of investigated periods
was very wide, between 5 nm and 3 �m.

In contrast, the behavior of E1 (LO) and A1 (TO)
phonons was found quite different. Actually, each of them is
always observed as a single line; its location in Raman spec-
tra is similar to that in a Ga1−xAlxN disordered alloy, whose
composition corresponds to the mean Al content in the SL


x� = x
d2

d1 + d2
(11)

where d1 and d2 are the width of wells and barriers, respec-
tively. Accordingly, these modes are considered as delocal-
ized in the whole structure. The frequency variations of the

Figure 5. Raman spectra in the region of the A1 (LO) phonons,
recorded in backscattering along the z axis, on a set of GaN–
Al0 28Ga0 72N SL with different periods: (1) 3 �m, (2) 640 nm,
(3) 320 nm, (4) 160 nm, (5) 80 nm, (6) 40 nm, (7) 20 nm, (8) 10 nm,
(9) 5 nm. The thicknesses of wells and barriers in the SLs were the same
(unpublished results). Reprinted with permission from V. Yu. Davydov.
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A1 (TO) phonons from the SLs under study and from the
corresponding ternary alloy were found rather similar. The
same observation was made on the E1 (LO) phonons. This
kind of evolution seems to be consistent with results of a
calculation performed in the framework of a dielectric con-
tinuum model, where the nanostructure was treated as an
homogeneous and anisotropic crystal, characterized by an
average dielectric constant �z�
	.

Another possible evidence for the nature, localized or not,
of SLs phonons could be found by measuring their angular
dispersion 
��	 experimentally, if the latter is significantly
different from that of the “bulk” material. This has been
done by Gleize et al. [44] for polar phonons through an
experimental study of a GaN-AlN SL, performed for check-
ing the validity of the continuum dielectric model previ-
ously developed [42]. Micro-Raman spectra were recorded
under 2.54 eV excitation, in backscattering geometry on the
top surface (� = 0), on the edge (� = 90�), and also on a
bevel at 45˚ fabricated on the edge of the nanostructure
by ion etching. The variation of the angle � around the
above values was achieved by tilting the sample with respect
to the incident light beam; in this experiment, the uncer-
tainty on � was lower than 5�. The measured frequencies of
various polar modes from the SL could be compared with
the predicted ones. As observed in Figure 6, the agreement
was found rather satisfactory, particularly for the TO modes
quasi-confined in GaN and AlN layers, which could not be
confused with the dispersive extraordinary TO modes from
the underlying thick AlN buffer layer.

3.5. Folded Acoustic Phonons in
Hexagonal Superlattices

The work published by Davydov et al. [49] on GaN-AlGaN
superlattices has evidenced for the first time zone-center-
folded acoustic phonons in hexagonal SLs, characteristic of

Figure 6. Angular dispersion of polar phonons of a GaN (5 nm)- AlN
(5 nm) superlattice. Full circles and full lines correspond to the experi-
mental values and to the calculated variation, respectively. The angular
dispersion of the relaxed thick buffer layer is indicated by dashed lines.
Reprinted with permission from [44], J. Gleize et al., Phys. Stat. Sol.
(A) 195 (2003). © 2003, Wiley-VCH.

their periodicity. As shown in Figure 7, remarkable sharp
Raman features were detected in the low-frequency range of
the spectra recorded in the z�yy	z scattering configuration,
from a few nanostructures made of GaN and Al0 28Ga0 72N
layers of same thicknesses, with SLs periods ranging between
6.1 nm and 23.8 nm. Actually, only the doublet expected
from the first folding of acoustic branches was clearly
observed in each case. As expected, the mean frequency of
the doublet increases for decreasing SLs periods. The mea-
sured frequencies of both components of the doublet obeyed
fairly well Eqs. (4) and (6) appearing in Section 1.2. An aver-
age sound velocity v = 8140 m/s in the nanostructure was
derived from these measurements. Finally, different scatter-
ing configurations were achieved for changing the z compo-
nent qz of the wavevector of the phonon involved in Raman
scattering. This experiment allows the probing of the fre-
quency dispersion of the folded acoustic modes [27]. Indeed,
the authors found that the spectral spacing of both lines in
the doublet was decreasing with qz.

4. PHONONS IN QUANTUM
DOTS STRUCTURES

4.1. Nonresonant Raman Scattering

The first Raman signature of QD structures has been pub-
lished by Gleize et al. [52]. The samples were stackings of
GaN-AlN QDs grown along the (0001) direction on an AlN
buffer layer and a sapphire substrate. As demonstrated by
TEM studies [53], GaN islands exhibited a pyramidal shape
with a broad basis (about 30 nm) and a typical height of
4 nm, as shown in Figure 8. Micro-Raman spectra were
recorded under 2.54 eV excitation, in a backscattering geom-
etry along the z axis. However, the whole sample was probed

Figure 7. Raman spectra of GaN–Al0 28Ga0 72N superlattices with dif-
ferent periods (23.8 nm, 12.8 nm, and 6.1 nm), recorded under a 2.54 eV
excitation. Only the low frequency part of the spectra, exhibiting the
folded acoustic phonons, is shown. Reprinted with permission from [49],
Phys. Stat. Sol. (A), 188, 863 (2001). © 2001, Wiley-VCH.
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Figure 8. Cross section of a GaN-AlN QD stacking, observed by trans-
mission electron microscopy. The typical height of GaN QDs was 4
nm. Reprinted with permission from [53], C. Adelmann, Compte-Rendus
Academ. Sci. (Paris) 1, Serie IV, 61 (2000). © 2000, Bruno Daudin.

under visible excitation and the distinction between signals
originating from the stacking and the buffer layer was not
straightforward. In order to overcome this difficulty, the con-
focal configuration was used and the laser spot was focused
higher and higher above the surface, inducing a relative
intensity variation of the E2 phonons from the buffer layer
and from the QDs, as already illustrated for SLs. It allowed
the unambiguous signature of the GaN islands. A slight
(tensile) strain of the AlN spacers was deduced from the
measured (negative) frequency shift of the E2 phonon. The
effect of vertical correlation of QDs in these structures can
be evidenced from small changes of the strain measured for
the spacers.

Another study has been devoted to a set of GaN-AlN QD
stackings characterized by various heights and densities of
dots, deposited either on sapphire or on silicon [54]. Using
various backscattering geometries, most Raman-active optic
phonons from the structure could be observed. Except for
the A1 (LO) mode, the measured phonon frequencies were
rather close to those found in the similar disordered AlGaN
alloy. The observed frequency shifts were assigned to strain
effects, as in the case of SLs. An in-plane strain in GaN
dots of −2 4% or −2 6% was estimated from the frequency
shift (as high as +35 cm−1 or +38 cm−1	 of the correspond-
ing E2 phonon, using the corresponding deformation poten-
tials. The QDs were found completely strained on AlN in
all the structures under study, as expected. Obviously, the
mean strain in the AlN spacers, tentatively derived from the
experimental data, was found much lower.

4.2. Resonant Raman Scattering

Room temperature micro-Raman experiments have been
also performed on QD structures using ultraviolet laser
lines, in order to enhance the scattering intensity by means
of electronic resonance. In the paper by Gleize et al. [55]
the sample under study was a stacking of 39 periods of GaN
QDs embedded in 18 nm thick AlN spacers, grown on both
GaN and AlN buffer layers and on a Si (111) substrate.
A thick GaN unstrained layer was also available for com-
parison. Three laser lines at 3.41 eV, 3.70 eV, and 3.80 eV

were used. In fact, large internal electric fields take place
in this kind of nanostructure, thus lowering the fundamen-
tal bandgap energies significantly. In the present structure,
this quantum confined Stark effect was specially strong. The
room temperature PL originating from GaN QDs was cen-
tered around 2.35 eV, much lower than the excitation energy,
and thus did not merge the Raman signal. The more inter-
esting result was obtained using the 3.80 eV laser line. A fea-
ture clearly showed up in the first-order scattering range
at 744 cm−1 in Raman spectra from the nanostructure, in
contrast to those recorded on the GaN layer used as a refer-
ence (see Fig. 9). The observed peak, which could not orig-
inate from the underlying GaN buffer layer of the sample,
was assigned to the polar A1 (LO) phonon from the QDs.
A weaker Raman feature located at 602 cm−1 was associ-
ated with the nonpolar E2 phonon from the strained dots.
It should be noted that the latter mode could be observed
under the 2.33 eV excitation, that is, at an energy close
to the PL maximum, in contrast to the A1 (LO) phonon
from QDs. These results gave evidence for a strong reso-
nant enhancement of the scattering by polar phonons in the
incoming channel at 3.80 eV, implying probably an excited
state of the dots.

Another original study was carried out by Kuball et al.
[56] on a single plane of self-assembled GaN QDs grown
on a Al0 15Ga0 85N layer, using silicon as anti-surfactant.
Two clearly distinct distributions of QD sizes were revealed
by means of atomic force microscopy. The Raman spectra
from the nanostructures are shown on the top of Figure 10.
Under a 3.53 eV excitation, first-order scattering located at
736 cm−1, superimposed onto a broad PL band, was assigned
to the A1 (LO) phonon from the “large” (about 40 nm high)
dots, where confinement effects on the LO phonon fre-
quency are almost negligible. In the same experimental con-
ditions, a phonon was observed at the same frequency but
with a lower intensity, on another sample grown in similar

Figure 9. Raman spectra of a thick GaN layer (a) and of a GaN–AlN
quantum dot structure (b) grown on GaN and AlN buffer layers and on
a Si substrate, recorded in backscattering along the z axis under 3.41 eV
and 3.80 eV excitations. Reprinted with permission from [44], J. Gleize
et al., Phys. Stat. Sol. (A), 95 (2003). © 2003, Wiley-VCH.
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Figure 10. Raman spectra of self-assembled GaN QDs grown on
Al0 15Ga0 85N using Si as antisurfactant �A	, and of a continuous GaN
layer grown on Al0 15Ga0 85N �B	. The spectra have been recorded at
3.53 eV (top) and at 5.08 eV (bottom). In the latter case, a reference
spectrum of an Al mirror shows the system response function. Asterisks
and circles mark laser plasma lines and the Raman signal from the SiC
substrate, respectively. Reprinted with permission from [56], M. Kuball
et al., Appl. Phys. Lett. 78, 987 (2001). © 2001, American Institute of
Physics.

conditions but without Si, made of a continuous 0.3 �m
thick GaN layer on the alloy layer. The spectra recorded
at 3.70 eV and 3.81 eV did not give any signature of the
QDs. But under excitation in the far ultraviolet (5.08 eV),
a significant shift (9 cm−1	 towards lower frequencies was
observed for the A1 (LO) phonon from the GaN dots, as
shown on the bottom of Figure 9. In the same experimental
conditions, no frequency shift could be evidenced with the
continuous GaN layer. The feature found at 727 cm−1 was
thus assigned to the A1 (LO) phonon in “small” QDs; the
shift should be due to confinement effects in dots exhibiting
smaller heights of about 2–3 nm. The electronic transition
favoring the resonant effect under the 5.08 eV excitation
was not yet identified.

4.3. GaN Nanowires and Pillars

Several investigations of samples containing GaN nanowires
have been recently published. For example, Jun-Zhang
and Lide-Zhang [57] studied by Raman spectroscopy such
as nanostructures, made of nanowires embedded in the
nanochannels of an anodic alumina membrane. The hexag-
onal structure of the nanowires was checked by X-ray

diffraction. The shift towards lower frequencies observed in
the Raman spectra for the E2 (high), E1 (TO), and A1 (TO)
phonons of GaN was associated with nanosize effects.

Demangeot et al. [58–59] studied structures made of
nanometer-size GaN pillars designed for photonic crystals.
The samples were obtained by reactive ion-etching using a
mask technique on 300 nm thick GaN layers grown on a
thick AlN buffer layer and on a sapphire substrate. Indi-
vidual pillars of 300 nm in height, with diameters rang-
ing between 5 �m and 100 nm, were fabricated in this
way. The samples were investigated by micro-Raman spec-
troscopy under a 2.54 eV excitation. No one-dimensional
effects were observed as expected, considering the pillar size.
Spectra recorded in the z�xx	z configuration showed the
allowed phonons from each pillar. Due to the compressive
strain of the larger pillars, the E2 (high) mode was slightly
shifted from the frequency of relaxed material; in contrast,
strain relaxation was evidenced in smaller pillars. Moreover,
the upward shift of the LO phonon in the smaller pillars
could be explained by angular dispersion (see Section 2.1).
Indeed, the wavevector transferred to the phonon by the
incident and scattered light entering and coming out, respec-
tively, through the facets of the pillars was tilted with respect
to the z axis, leading to the observation of a shifted quasi-
LO mode. The measured frequency shift was found in good
agreement with the value of the facet angle (25�).

5. SUMMARY
Hexagonal GaN-AlN or GaN-GaAlN QW and QD struc-
tures have been extensively studied in the last few years, on
account of their important applications in opto-electronics.
The lattice-dynamical properties of two-dimensional systems
have been reviewed in this article. Only a few calculations of
phonons in such nanostructures have been performed yet.
Most articles published are actually devoted to experimen-
tal studies by Raman spectroscopy, or less often by infrared
measurements. The signature of QW and QD structures has
been obtained from nonpolar or polar phonons, by means
of nonresonant or resonant Raman scattering, respectively.
The results allowed the probing of internal strains and con-
finement effects in the constituent materials. Up until now,
specific modes of GaN-AlN or GaN-GaAlN SLs have been
the subject of a few investigations. However, phonon con-
finement in layers of the structures has been evidenced for
SLs in a wide range of periods. Moreover, the angular dis-
persion of quasi-confined and interface modes has been pre-
dicted and checked experimentally for the former. Finally,
GaN pillars recently investigated by Raman spectroscopy did
not exhibit lattice dynamical properties characteristic of one-
dimensional systems.

GLOSSARY
Quantum dot (QD) A small island made of a given semi-
conductor embedded in another semiconductor.
Quantum well (QW) A thin layer made of a given semi-
conductor located between two other semiconductors called
barriers.
Superlattice (SL) A periodic array of wells and barriers.
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1. INTRODUCTION
In everyday life we make extensive use of macroscopic
devices, which are assemblies of components designed to
achieve a specific function. Each component of the device
performs a simple act, while the entire device performs a
more complex function, characteristic of the assembly. For
example, the function performed by a hair dryer (produc-
tion of hot wind) is the result of acts performed by a switch,
a heater, and a fan, suitably connected by electric wires and
assembled in an appropriate framework (Fig. 1a).

The concept of a device can be extended to the molec-
ular level [1–4]. A molecular-level device can be defined as
an assembly of a discrete number of molecular components
(i.e., a supramolecular structure) designed to achieve a spe-
cific function. Each molecular component performs a sin-
gle act, while the entire assembly performs a more complex
function, which results from the cooperation of the various
molecular components (Fig. 1b).

The extension of the concept of a device to the molec-
ular level is of interest for the growth of nanoscience and
the development of nanotechnology. Indeed, the minia-
turization of components for the construction of useful

∗ This chapter first appeared in Handbook of Photochemistry and
Photobiology, Volume 3: Supramolecular Photochemistry; Edited by
H. S. Nalwa, © 2003, American Scientific Publishers.

devices, which is an essential feature of modern technol-
ogy, is currently pursued by the large-downward (top-down)
approach [5]. This approach, however, which leads physicists
and engineers to manipulate progressively smaller pieces
of matter, has intrinsic limitations [6]. An alternative and
promising strategy is offered by the small-upward (bottom-
up) approach [7]. Chemists, by the nature of their disci-
pline, are already at the bottom, since they are able to
manipulate molecules (i.e., the smallest entities with distinct
shapes and properties) and are therefore in the ideal posi-
tion to develop bottom-up strategies for the construction of
nanoscale devices.

1.1. Role of Light in
Molecular-Level Devices

Light is made of photons, and photons are at the same time
quanta of energy and bits of information [8]. This is evident in
nature, where light constitutes an energy source and is con-
sumed (converted) in massive amounts in photosynthesis,
while it functions as a signal in vision-related processes, the
energy used to run the operation being biologic in nature.
Therefore, taking one of these two extreme views, one can
think of molecular-level devices that use light as an energy
supply to perform energy-expensive functions, for example,
conversion into chemical energy. On the other hand, light
could be used by a molecular device as an input/output sig-
nal to be processed and eventually stored and retrieved.

In general, molecular-level devices that perform light-
induced functions, that is, in which photons act as an energy
supply and/or input/output signals, can be termed photo-
chemical molecular devices (PMDs) [2, 4, 9]. The role of
light in reference to the relevant features of molecular-level
devices will be discussed in more detail in the following
section.

1.2. Characteristics of
Molecular-Level Devices

Molecular-level devices operate via electronic and/or
nuclear rearrangements, that is, through some kind of chem-
ical reaction. Like their macroscopic counterpart, they are
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SIMPLE ACTS COMPLEX FUNCTION

molecular
components

supramolecular
assembly

a

b

Figure 1. Schematic representation of the assembly of (a) a macro-
scopic device and (b) a supramolecular system capable of performing
as a molecular-level device.

characterized by (a) the kind of energy input supplied to
make them work, (b) the way in which their operation can
be monitored, (c) the possibility of repeating the operation
at will (cyclic process), (d) the time scale needed to com-
plete a cycle, and (e) the performed function.

As far as point (a) is concerned, the most obvious way to
supply energy to a chemical system is through an exergonic
chemical reaction. In his address to the American Physical
Society, R. P. Feynman observed [10]: “An internal combus-
tion engine of molecular size is impossible. Other chemical
reactions, liberating energy when cold, can be used instead.”
This is exactly what happens in our body, where the chemi-
cal energy supplied by food is used in long series of slightly
exergonic reactions to power the biological machines that
sustain life.

If a molecular-level device has to work by inputs of chem-
ical energy, it will need addition of fresh reactants (“fuel”)
at any step of its working cycle, with the concomitant for-
mation of waste products [11]. Accumulation of such waste
products, however, will compromise the cyclic operation of
the device unless they are removed from the system, as it
happens in our body as well as in macroscopic internal com-
bustion engines. The need to remove waste products intro-
duces noticeable limitations in the design and construction
of artificial molecular-level devices based on “chemical fuel”
inputs. In any case, since a molecular device has to work by
repeating cycles [point (c)], a fundamental requirement is
that any chemical process taking place in the system has to
be reversible.

Chemical fuel, however, is not the only means by which
energy can be supplied to operate molecular-level devices.
As recalled in the previous section, nature shows that in
green plants the energy needed to sustain the machinery of
life is supplied by sunlight. Photochemical energy inputs can
indeed cause the occurrence of endergonic chemical reac-
tions, which can make a device work without formation of
waste products. Currently there is an increasing interest in

the development of photon-powered molecular-level devices,
taking advantage of the recent, outstanding progress made
by supramolecular photochemistry [2, 4]. Photochemical
inputs offer other advantages compared to chemical inputs.
For example, they can be switched on and off easily and
rapidly. It should also be noted that lasers provide the
opportunity of working in very small spaces and very short
time domains.

To control and monitor the device operation [point (b)],
the electronic and/or nuclear rearrangements of the compo-
nent parts should cause readable changes in some chemical
or physical property of the system. In this regard, photo-
chemical and electrochemical methods are very useful since
both photons [2, 4] and electrons (or holes) [12, 13] can
play the dual role of “writing” (i.e., causing a change in
the system) and “reading” (i.e., reporting the state of the
system). Luminescence spectroscopy [14], in particular, is
a valuable technique since it is easily accessible and offers
good sensitivity and selectivity, along with the possibility of
time-resolved studies.

The operation time scale of molecular-level devices [point
(d)] can range from less than picoseconds to seconds,
depending on the type of rearrangement (electronic or
nuclear) and the nature of the components involved.

Finally, as far as point (e) is concerned, the functions per-
formed by molecular-level devices can be various and, to a
large extent, still unpredictable; some specific examples will
be discussed in this chapter.

In the past 10 years, a noticeable number of pho-
tochemical molecular devices based on threaded and
interlocked supramolecular architectures, such as pseudoro-
taxanes, rotaxanes, and catenanes, have been developed.
From the viewpoint of the functions performed [point (e)],
PMDs of this kind can be subdivided into three cate-
gories, namely, artificial photosynthetic systems, molecular-
level mechanical machines, and devices for information
processing. It is worth noting that, although the energy-
carrying and information-carrying aspects of light cannot
be separated sharply, artificial photosynthetic devices and
molecular-level mechanical machines can be regarded as
“light-powered” PMDs, while the third kind of system repre-
sents “light-processing” devices. Before illustrating specific
examples belonging to these categories, it is useful to recall
some important features of pseudorotaxanes, rotaxanes, and
catenanes.

2. PSEUDOROTAXANES, ROTAXANES,
AND CATENANES

Research on pseudorotaxanes, rotaxanes, and catenanes has
grown exponentially during the past few years [15–27].
Figure 2 shows schematically the structure of pseudorotax-
anes, rotaxanes, and catenanes. The names of these com-
pounds derive from the Latin words rota and axis for wheel
and axle and catena for chain. In general, these species are
referred to as [n]name, where n is the number of molecular
components; therefore, the diagrams in Figure 2 represent
[2]pseudorotaxane, [2]rotaxane, and [2]catenane.
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Figure 2. Schematic representation of a [2]pseudorotaxane, a [2]rotax-
ane, and a [2]catenane. The number in brackets indicates the number
of molecular components.

2.1. Pseudorotaxanes

Pseudorotaxanes are a particularly interesting family of host–
guest systems. As in the case of any host–guest complex,
formation of a pseudorotaxane occurs via a molecular recog-
nition process between two “instructed” components [1]. It
is a thermodynamically controlled self-assembly process that
may occur as a result of a variety of interactions deriving
from the size, shape, and electronic properties of the part-
ners. The most important types of interactions are those
involving electron donor/acceptor ability, hydrogen bonding,
hydrophobic/hydrophylic character, �–� stacking, coulom-
bic forces, and, on the side of the strong interaction limit,
metal–ligand bonding. Usually, it is not difficult to under-
stand which is the predominant interaction in a given sys-
tem. It should be noted, however, that in some cases the
strongest interaction as far as association is concerned is not
that causing the most relevant changes in the properties of
the system [e.g., ultraviolet–visible (UV–vis) absorption, flu-
orescence and NMR spectra, electrochemical behavior] on
going from the separated components to the pseudorotax-
ane structure.

A number of pseudorotaxanes have been obtained
by threading a wire-type molecule containing �-electron
acceptor units into a macrocycle comprising �-electron
donor units or, vice versa, a wire-type component con-
taining electron donor units into a macrocycle that com-
prises electron acceptor units. Two examples are shown
in Figure 3: (a) the 1,1′-dibenzyl-4,4′-bipyridinium elec-
tron acceptor dication 12+ threaded into the 1,5-dinaphtho-
38-crown-10 (1/5DN38C10) electron donor macrocycle 2
[28] and (b) the acyclic polyether 3 containing a tetrathi-
afulvalene electron donor unit threaded into the electron
acceptor cyclophane 44+ [29]. Species composed of a macro-
cycle covalently connected to a wirelike moiety, giving
rise to self-threaded pseudorotaxane structures, are also
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Figure 3. Two examples of self-assembling of pseudorotaxanes based
on �-electron donor/acceptor interactions: (a) from [28] and (b) from
[29].

known [30]. Although in these cases a large contribution
to the association driving force comes from the electron
donor/acceptor interaction, other kinds of interactions, par-
ticularly hydrogen bonding, can play an important role, as
clearly shown in the cases of [2]pseudorotaxanes composed
of 4,4′-bipyridinium [31] or 1,2-bis(pyridinium)ethane [32]
threads and crown ethers.

Several pseudorotaxanes have been obtained by thread-
ing wire-type and macrocyclic components carrying comple-
mentary hydrogen-bonding functions. Figure 4a shows, as
an example, the threading of a wire-type component con-
taining a secondary ammonium function, such as the N ,N -
dibenzylammonium ion 5H+, into a suitable crown ether
like dibenzo-24-crown-8 (DB24C8), 6 (Fig. 4a) [33]. Besides
hydrogen bonding, other types of interactions (e.g., ion–
dipole, �-stacking) can contribute to stabilize the pseudoro-
taxane structure.

Pseudorotaxanes can also be obtained as a consequence of
simple hydrophobic/hydrophilic interactions. This is the case
for the since long-known species in which a wire-type com-
ponent (72+) threads the cavity of �-cyclodextrin 8 (Fig. 4b)
[34].

A different approach is the metal-based template method
[15, 23], for example, starting from a wire (9) and a macro-
cycle (10), both containing a phenanthroline unit, and using
Cu+ as a template (Fig. 4c) [15]. Species of this kind are
essentially metal complexes and may have very large forma-
tion constants.

The examples reported above refer to pseudorotaxane
species with a 1 : 1 thread/macrocycle ratio ([2]pseudoro-
taxanes). It is also possible to obtain species exhibiting
different stoichiometric ratios, as illustrated by the fasci-
nating [5]pseudorotaxane formed from four cyclophane 44+

components and a Zn(II)-phthalocyanine with appended
four polyether substituents carrying �-electron-rich hydro-
quinone units [35]. Examples of pseudorotaxanes are known
in which a macrocycle is threaded by two linear compo-
nents [36] and a linear component threads two macro-
cycles [37]. Long linear arrays can be obtained by using
homoditopic threads and macrocycles [38]; homogeneous or
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Figure 4. Examples of self-assembling of pseudorotaxanes based on (a)
[N+—H· · ·O] hydrogen bonding [33], (b) hydrophobic/hydrophilic inter-
actions [34], and (c) coordination around a metal ion [15].

heterogeneous pseudopolyrotaxanes [16] have also been pre-
pared, as well as dendritic ones [39].

Pseudorotaxane species whose components incorporate
units capable of exhibiting specific photochemical and/or
redox properties are of particular interest for the purpose of
constructing photochemical molecular devices. Some exam-
ples are reported in Figure 5, namely, a thread (11H+) with
an ammonium function and a photoactive anthracene as a
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Figure 5. Some pseudorotaxane components containing units capable
of exhibiting specific properties. The wirelike molecule 11H+, with an
ammonium center and a photoactive anthracene unit as a stopper [40];
the bipyridinium-containing wire 124+, with a photo- and redox-active
[Ru(bpy)3]2+ moiety [41]; crown ether 13, incorporating a binaphthyl
unit [42]; cyclophane 146+, which contains a [Ru(bpy)3]2+ complex and
two bipyridinium units [43].

stopper [40], a bipyridinium-type wire (124+) with a photo-
and redox-active [Ru(bpy)3]2+ (bpy = 2,2′-bipyridine) moi-
ety [41], a crown ether (13) incorporating a binaphthyl unit
[42], and a cyclophane (146+) containing a Ru complex and
two bipyridinium units [43].

2.2. Rotaxanes and Catenanes

Rotaxanes and catenanes are supramolecular (multicompo-
nent) species [1, 15] strictly related to, but also very different
from, pseudorotaxanes (Fig. 2). Whereas pseudorotaxanes
can undergo dissociation into their wirelike and macro-
cyclic components, rotaxanes and catenanes are interlocked
species, whose dissociation requires breaking of a covalent
bond. The general strategy to prepare rotaxanes and cate-
nanes with high yields is based on the template effect [44],
which relies on the presence of molecular recognition sites
in the components to be assembled.

Figure 6 shows the routes by which components bearing
suitable recognition sites lead to the formation of rotaxanes:
(i) threading of a molecule through a preformed ring, fol-
lowed by capping the end(s) of the thread; (ii) slipping of a
preformed ring over the stoppers of a preformed dumbbell-
shaped component into a thermodynamically favorable site
on the rod part of the dumbbell; and (iii) clipping of
a preformed dumbbell with a suitable U-type component
that is subsequently cyclized. Figure 7 shows the synthesis
of a rotaxane based on donor/acceptor interaction by the
threading or the clipping approach [45]. In the first case
(Fig. 7a), threading of the electron acceptor tetracationic
cyclophane by a thread containing a dioxybenzene electron
donor unit yields a pseudorotaxane; then, reaction of the
terminal hydroxy groups of the thread with triisopropylsi-
lyl triflate leads to the rotaxane. In the clipping approach
(Fig. 7b), the rotaxane is obtained by constructing the elec-
tron acceptor cyclophane around the preformed dumbbell-
shaped component.

In the case of catenanes, the most rationale synthetic
strategy is the clipping of a macrocycle onto a preformed
one (Fig. 8). A double-clipping procedure can also be used
[46]. Figure 9 shows the synthesis of a catenane templated
by electron donor/acceptor interactions [45]. Reaction of a

Figure 6. Routes for the synthesis of [2]rotaxanes.
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Figure 8. Routes for the synthesis of [2]catenanes.
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dication with a dibromide gives a tricationic intermediate,
which interacts with bis-p-phenylene-34-crown-10 to afford
a pseudorotaxane-like, or precatenane, structure. The sub-
sequent cyclization, as a result of nucleophilic displacement
of a bromide ion, gives the corresponding catenane.

In some cases, catenanes are formed from relatively small
molecules by one-pot synthesis in a more or less serendipi-
tous manner [47–49]. Figure 10 shows the one-pot synthesis
of an amide-based [2]catenane from very simple compounds
[48]. This synthesis is thought to involve the perpendicular
preorganization of the components caused by three templat-
ing effects: (i) steric complementarity, (ii) hydrogen bond-
ing between carbonyl oxygen atoms and amide protons, and
(iii) �–� interactions between the benzene rings of host and
guest units. Several related amide-based rotaxanes have also
been prepared [18, 21, 27].

Besides simple rotaxanes and catenanes, a great variety
of more complex systems have been synthesized, includ-
ing branched [n]rotaxanes [50], rotaxanes bearing dendritic
stoppers [51], catenanes composed of three, five, and seven
interlocked macrocycles [52], polyrotaxanes and polycate-
nanes [16–18, 24], catenanes with very special shapes [53],
rotacatenanes [54], pretzelanes [55], and knots [15, 23, 27].
Some of these compounds are shown in Figure 11.
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3. ARTIFICIAL PHOTOSYNTHETIC
DEVICES

An intelligent approach toward the design of artificial sys-
tems for solar energy conversion (artificial photosynthetic
devices) is to take the natural energy conversion sequence
as a model and see whether some of the processes involved
can be replaced by more convenient routes and/or the natu-
ral components can be replaced by artificial ones. In nature,
a large number of light-absorbing species (pigments) deliver
the excitation energy to a small number of energy-converting
centers where the collected electronic energy is used to
obtain charge separation [56]. This choice, made by nature,
is very suitable and should therefore also be adopted in arti-
ficial systems.

Generally speaking, an artificial photosynthetic device
should be made of a light-harvesting molecular array (i.e.,
an antenna system), a charge separation supramolecular
species (a reaction center), and some kind of device capable
of making use of the separated charges to produce stable,
high-energy chemical species (fuels) or electricity [57–60].
Production of electricity by artificial photoelectrochromic
devices has already been achieved [61], whereas photogen-
eration of fuels by artificial systems is a much more difficult
task [62].

3.1. Antenna Systems

Generally speaking, an antenna for light harvesting is an
organized multicomponent system in which several chro-
mophoric molecular species absorb the incident light and
channel the excitation energy to a common acceptor com-
ponent. Artificial antenna systems based on porphyrin
arrays [63], multichromophoric cyclodextrins [64], polynu-
clear metal complexes [65, 66], dendrimers [66–68], and
polymers [69, 70] have been reported. In all these systems,
the chromophoric units are connected by means of covalent

a

O O O

N

N O

O

O
OO

O
O O

O

O

O

O

N

N

O
O

O

O

O
O

O

O

O

O
O

O

N

N

O
O O

O

O

O
O

O
O

O O O O Si

O O O O Si

N

N

O O O

O
O

O O O

O

N

N

b

c

d

O

N

N

N

N

O O O

OO

O
O

O

O

O

O

N

NN

NN

NN

N
O

O

O
OO

O

O

O

O

O
O O

O
O

O

O

N

N
S

S

S

S S

O
O S

S

O
O

S

S S

S S S

S

S

SO

O
OS

O

O
O

S

N

N

CH3S

CH3S

SCH3

SCH3

Figure 11. Examples of peculiar rotaxane and catenane structures: (a)
a branched [4]rotaxane [50], (b) a [5]catenane named “olympiadane”
[52], (c) a rotacatenane [54], and (d) a [2]catenane composed of three
macrocyclic rings [53].
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bonds, in contrast with natural photosynthetic systems where
the molecular components are held together by noncovalent
interactions.

Artificial antenna systems in which several chromophoric
units are mechanically linked together in a polyrotaxane
structure have recently been reported [71, 72]. Such species
are composed of many �-cyclodextrin units, each bearing
one or more naphthyl chromophoric groups, threaded by a
poly(ethyleneglycol) chain and stoppered by bulky groups.
The polyrotaxane 15, schematized in Figure 12 [71], con-
tains about 15 �-cyclodextrins, each bearing two naphthale-
nesulfonate units and an axle composed of an average of
45 [OCH2CH2] units, stoppered by two adamantane groups.
When the dansyl-modified �-cyclodextrin 16 is added to 15
in aqueous solution at 298 K, a photoinduced energy trans-
fer process takes place from the naphthyl chromophoric
groups of 15 to the dansyl unit of 16, which binds to the
adamantane stoppers by virtue of hydrophobic interactions
(Fig. 12). Such a process, evidenced by the quenching of
naphthalene fluorescence and sensitization of the dansyl flu-
orescence, can be switched off by adding 1-adamantanol to
the solution, which competes with the adamantane extremi-
ties of 15 for the cavity of 16.

In a successive related work [72], anthracene units have
been employed as stoppers for a series of polyrotaxanes;
indeed, an efficient energy transfer process from the naph-
thalene units of the �-cyclodextrin rings to the anthracene
stoppers takes place within the polyrotaxanes. Fluorescence
anisotropy measurements also indicate excitation energy
migration between naphthalene chromophoric units. The
rotaxane architecture, in conjunction with the threading pro-
cedure (Fig. 6) employed for the synthesis of this series of
compounds, gives the interesting opportunity of adjusting
the number of chromophores simply by changing the ratio
between naphthalene-decorated and plain �-cyclodextrin
units during the preparation of the polyrotaxanes.

3.2. Charge Separation Devices

The simplest supramolecular species capable of perform-
ing a charge separation process are those containing two
components (diads) [73]. A possible scheme for a diad is
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Figure 12. The light-harvesting polyrotaxane 15 [71] is composed of a poly(ethyleneglycol) axle encircled by an average of 15 �-cyclodextrin
units, each bearing approximately two naphthalenesulfonate groups; therefore, 15 contains about 30 naphthyl chromophoric groups held together
mechanically. In aqueous solution, the dansyl-modified �-cyclodextrin 16 is able to bind to the adamantane stoppers of 15; under such conditions,
a photoinduced energy transfer process from the excited naphthalenesulfonate moieties of 15 to the dansyl group of 16 is observed.

represented in Figure 13. Light excitation of the electron
donor (D) (process 1) leads to an electron transfer (process
2), which produces a charge separation and is in competition
with the deactivation of the excited state of D (process 3).
However, the recombination of the charges in such systems
(process 4) is usually very fast. To increase the lifetime of
charge separation, which is of fundamental importance for
utilizing the energy transiently stored in the charge separa-
tion process, more complex systems have to be considered.
In particular, an additional charge stabilization step may be
introduced, in which the charges are moved far apart from
each other. Supramolecular species of this type are called
triads [73]. Two possible schemes for charge-separating tri-
ads are shown in Figure 14. Although the scheme in Figure
14b is reminiscent of the natural photosynthetic reaction
center, that of Figure 14a seems to be more popular in the
field of artificial triads. In both cases, excitation of a chro-
mophoric component (process 1) is followed by a primary
photoinduced electron transfer to a primary acceptor (pro-
cess 2). This is followed by a secondary thermal electron
transfer (process 3) from a donor component to the oxi-
dized chromophore (Fig. 14a) or from the primary acceptor
to a secondary acceptor component (Fig. 14b). The primary
process competes with excited-state deactivation (process
4), while the secondary one competes with primary charge
recombination (process 5). Finally, charge recombination
between remote molecular components (process 6) leads the
triad back to its initial state.

Porphyrins, owing to their outstanding photophysical and
redox properties [74], are extensively used for the construc-
tion of photochemical molecular devices to achieve charge
separation over nanometric distance [75]. Porphyrin units
have been successfully incorporated into rotaxane struc-
tures [76, 77], first playing the role of stoppers. In CH3CN
solution at room temperature, [2]rotaxane 172+ (Fig. 15)
[78, 79] undergoes a very fast (ca. 2 ps) electron transfer
process from the Zn(II) to the Au(III) porphyrin upon exci-
tation of the Zn(II) porphyrin moiety (process 1 in Fig. 15).
Although direct back electron transfer from the Au(II) to
the Zn(III) porphyrin indeed occurs (530 ps), the initial
state is restored mainly via oxidation/reduction of the cen-
tral copper unit, that is, through an electron transfer from
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Figure 13. Cartoon illustration and working scheme, based on an
orbital representation, of a supramolecular diad for photoinduced
charge separation.

the Cu(I) unit to the oxidized Zn porphyrin (process 2;
20 ps) followed by another electron transfer from the oxi-
dized copper site to the Au porphyrin (process 3; 2.5 ns).
Interestingly, if the copper ion is removed, the so-obtained
demetallated [2]rotaxane exhibits electron transfer proper-
ties similar to those of the free bis-porphyrin dumbbell
components [80]. However, the very short lifetime of the
primary charge-separated state and the complexity of the
deactivation pattern constitute major limitations to the per-
formance of 172+ as a charge separation system. Rotaxane
182+ (Fig. 16) [81] is composed of an axle bearing one Cu(I)-
bis(phenanthroline) complex and two Zn(II) porphyrins as
stoppers and a macrocyclic component that incorporates one
Au(III) porphyrin. In such a compound, excitation of the
Zn(II) porphyrin units (CH3CN; room temperature) leads to
energy transfer to the central copper unit (process 1), which,
in turn, transfers an electron to the Au(III) porphyrin (pro-
cess 2). Since the oxidized Cu(II) moiety can be reduced by
the Zn(II) porphyrin, a charge shift occurs (process 3), lead-
ing to the final charge-separated state, which lasts for 5 ns
before back electron transfer from the Au(II) to the Zn(III)
units (process 4) takes place [81]. Therefore, this assembly
operates according to the scheme depicted in Figure 14a,
except for the fact that light is absorbed by porphyrins and
not by the central copper unit; however, an efficient energy
transfer process takes place from the zinc porphyrin to the
copper complex.

Figure 14. Cartoon illustrations and working schemes, based on an
orbital representation, of two types of supramolecular triads for pho-
toinduced charge separation.
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Among the systems proposed as models for the photosyn-
thetic reaction center, supramolecular assemblies in which
Ru(II)-polypyridine complexes and 4,4′-bipyridinium units
are held together noncovalently in threaded and interlocked
structures have been extensively studied [43, 82–88]. In such
assemblies, connections between the molecular components
rely on charge transfer interactions between the electron
acceptor bipyridinium units and aromatic electron donor
groups (Fig. 3). For instance, in the various pseudorotaxanes
formed in acetonitrile solution at 298 K by the threading
of cyclophane 44+ by the dioxybenzene-containing tethers
of 192+ (Fig. 17) [84], an efficient photoinduced electron
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efficient photoinduced electron transfer takes place from the excited
state of the ruthenium complex of 192+ to the bipyridinium units of 44+.

transfer process takes place from the excited state of the
[Ru(bpy)3]2+ moiety of 192+ to a 4,4′-bipyridinium unit of
44+. The back electron transfer occurs on a time scale
(ca. 1 �s) considerably longer than that found for covalently
linked [Ru(bpy)3]2+/bipyridinium assemblies (nanosecond
time domain), a behavior that has been attributed to
increased spatial separation of the photogenerated redox
pair due to repulsive electrostatic interactions between the
positively charged macrocycle and Ru(II) complex [84]. It
has also been found that recombination takes place within
the threaded supramolecular assemblies, indicating that the
pseudorotaxanes do not break apart upon light irradiation.
However, in the light of the large variety of threaded species
that can be formed, as well as of the relatively small stabil-
ity constants of the resulting pseudorotaxanes, well-defined
interlocked (catenane or rotaxane) structures might be pre-
ferred [85–88].

One intriguing aspect of the bacterial photosynthetic reac-
tion center is the redox asymmetry of the cofactors; electron
transfer proceeds exclusively along one branch of an almost
symmetrical pair of reagents [89, 90]. The catenane struc-
ture can be exploited to reproduce such an asymmetry with
artificial systems; in catenane 206+ (Fig. 18) [86], the two
bipyridinium electron acceptors, linked to a [Ru(bpy)3]2+-
type primary electron donor, possess different reduction
potentials because one of them is encircled by an electron
donor crown ether that both attenuates its electron acceptor
affinity via charge transfer interactions and hinders access
to solvent molecules. Indeed, in CH3CN solution at 293
K, a very fast �k = 5
9 × 1010 s−1� electron transfer takes
place from the photoexcited [Ru(bpy)3]2+ moiety to a bipyri-
dinium unit. Although it can be anticipated with thermo-
dynamic arguments that the redox asymmetry of the two
acceptor branches in 206+ should result in a fivefold differ-
ence in rate constants [86], there is no means to distinguish
between the two electron transfer paths by time-resolved
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Figure 18. In [2]catenane 206+ [86], upon excitation of its [Ru(bpy)3]2+

moiety, a very fast electron transfer process to a bipyridinium unit
occurs. Owing to the catenane structure, the two bipyridinium units do
not possess the same reduction potential (half-wave potential values
versus SCE for the “inside” and “outside” units are indicated); such
a redox asymmetry could mimic that of the cofactors in the bacterial
photosynthetic reaction center.

spectroscopic techniques. In such a system, back electron
transfer is also extremely rapid �k = 2
4 × 1010 s−1�, owing
to the close proximity of the reactants, despite the fact that
it should fall in the Marcus “inverted” region.

The photoinduced processes taking place in triad 216+

(Fig. 19), made of a Zn(II) porphyrin linked to a
[Ru(bpy)3]2+-crown ether component catenated with one
44+ macrocycle have been studied recently (H2O, phosphate
buffer, 293 K) [88]. Upon excitation of the Zn(II) porphyrin
moiety, direct electron transfer occurs from the photoex-
cited porphyrin to the tetracationic macrocycle. The same
charge-separated state can be reached upon excitation of
the Ru(II) complex followed by two electron transfer steps
(Fig. 19), according to the scheme reported in Figure 14a.
Two semisynthetic systems, obtained by incorporation of
216+ into two different proteins, namely, cyctochrome b562
and myoglobin, were also studied [88]. Interestingly, the
lifetime values for the photoinduced charge-separated state
increase substantially when the heme moiety of the triad is
embedded in the protein matrix: from 300 ns found for free
216+ to 600–900 ns of cytochrome-b562-(216+) and 1.1–18 �s
of myoglobin-(216+). This study not only demonstrates that
protein matrix effects play a crucial role in electron trans-
fer processes of biological importance, but also that hybrid
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natural/artificial supramolecular assemblies are promising
candidates for the realization of molecular devices to be
used in artificial photosynthetic systems.

4. MOLECULAR-LEVEL MACHINES
A molecular-level machine can be defined [91–93] as an
assembly of a distinct number of molecular components that
are designed to perform mechanical movements as a result
of an appropriate external stimulation. Although there are
many chemical compounds whose structure and/or shape
can be modified by an external stimulus (see, e.g., photoi-
somerizable species), the term molecular machine is used
only for systems showing large-amplitude movements of the
molecular components. Chemical, photochemical, or elec-
trochemical stimuli can be used to feed molecular-level
machines [91–93]; however, for the reasons discussed in the
Introduction, light is the most convenient form of energy
to make molecular machines work [11]. Two kinds of light-
induced processes have been used so far for this purpose:
photoisomerization reactions [94] and photoinduced elec-
tron transfer processes [95]. It is very important that such
molecular-level motions are accompanied by changes of
some chemical or physical property of the system, resulting
in a readout signal that can be used to monitor the opera-
tion of the machine. The reversibility of the movement, that
is, the possibility to restore the initial situation by means of
an opposite stimulus, is an essential feature of a molecular
machine. Since the induced motions usually correspond to
transitions between two stable structures (states), systems of
this kind behave according to a binary logic and could also
prove useful for information processing [3].

Threaded and interlocked compounds, owing to their
peculiar structure [15–27], are attractive candidates for the
construction of molecular-level machines; therefore, it is not
surprising that most of the recently designed molecular-
level machines are based on pseudorotaxanes, rotaxanes,
and catenanes. Figure 20 shows pictorially some of the
movements that can be imagined for these systems, namely,
threading/dethreading of the wire and ring components of
pseudorotaxanes (Fig. 20a), shuttling of the macrocyclic

Figure 20. Pictorial representation of machine-like movements that
can be obtained with pseudorotaxanes, rotaxanes, and catenanes:
(a) dethreading/rethreading of the molecular components in a [2]pseu-
dorotaxane, (b) shuttling of the macrocyclic component along the axle
in a [2]rotaxane, and (c) ring rotation in a [2]catenane.

component along the axle in rotaxanes (Fig. 20b), and rota-
tion of one molecular ring with respect to the other in cate-
nanes (Fig. 20c).

4.1. Piston/Cylinder Systems

Dethreading/rethreading of the wire and ring components
of a pseudorotaxane resembles the movement of a piston
in a cylinder (Fig. 20a) [91]. The first attempts at design-
ing a photochemically driven molecular machine of this
type were carried out on pseudorotaxanes stabilized by elec-
tron donor/acceptor interactions (Fig. 3). In such systems,
the donor/acceptor interactions introduce low-energy charge
transfer (CT) excited states responsible for absorption bands
in the visible region. Light excitation in these CT absorption
bands leads formally to the transfer of an electron from the
donor to the acceptor component, as illustrated in Figure 21
for the pseudorotaxane formed in H2O or CH3CN solution
by the electron donor thread 22 and the electron acceptor
macrocycle 44+. As a consequence, particularly when this
process leads to formation of charges of the same sign in the
two components, one can expect destabilization of the pseu-
dorotaxane structure followed by dethreading. In practice,
however, this simple approach does not work because the
back electron transfer process is much faster than the sepa-
ration of the molecular components, a process that requires
extended nuclear motions and solvent rearrangement. In
some particular cases [96, 97], laser flash photolysis experi-
ments have suggested that a small fraction of the irradiated
pseudorotaxane may undergo dissociation.

To really achieve photoinduced dethreading, a different
approach has been devised [98, 99], based on the use of
an external electron transfer photosensitizer (P) and a sac-
rificial reductant (Red), as illustrated in Figure 22. The
photosensitizer must be able to (i) absorb light efficiently
and (ii) have a sufficiently long-lived and reductant excited
state, so that its excitation (process 1) in the presence
of the pseudorotaxane will lead (process 2) to the trans-
fer of an electron to a bipyridinium unit of the cyclo-
phane. The relatively fast back electron transfer from the
reduced cyclophane component to the oxidized photosen-
sitizer is prevented by the sacrificial reductant, which, if
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present in a sufficient amount, intercepts the oxidized pho-
tosensitizer and regenerates (process 3) its original redox
state. Good candidates for the role of photosensitizer are 9-
anthracenecarboxylic acid [100] and metal complexes such as
[Ru(bpy)3]2+ [101], while efficient reductant scavengers are
triethanolamine and polycarboxylate (e.g., oxalate) anions
[102]. Under these conditions, the persistent reduction of a
bipyridinium unit of 44+ is achieved and the pseudorotax-
ane dethreads (process 4), as evidenced by absorption spec-
tral changes and, more important, by the increase in the
intensity of the dioxynaphthalene fluorescence, which can
only originate from free 22. Oxygenation of the solution,
from which O2 was initially removed, reoxidizes the macro-
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described in Figure 22, a reductant scavenger is employed, and rethreading is performed by allowing oxygen to enter the irradiated solution.

cycle back to the tetracationic form (process 5), thereby pro-
moting rethreading with 22 (process 6), as also shown by
the absorption and luminescence spectra. Very recently, it
has been shown that this same system can be operated in
unconventional environments such as the interior pores of a
sol–gel silica framework [103]. The possibility of mounting
such a molecular-level machine on a solid support, by trap-
ping the wirelike molecule onto the surface of a sol–gel film,
has also been demonstrated [103].

This strategy has been extended recently to second-
generation pseudorotaxanes [23⊂2]4+ and [22⊂24]4+ in
which the metal-complex photosensitizer (the “light-fueled”
motor [104]) has been incorporated either into the thread
(Fig. 23a) [41] or into the ring (Fig. 23b) [105] component.
The successful operation of these pseudorotaxanes as molec-
ular machines is the result of (i) the appropriate choice
of the functional units and (ii) their covalent linking into
the thread and ring components in order to achieve the
correct integration of the needed functions (e.g., receptor
ability, redox features, photophysical properties, etc.), the
right sequence of processes, and the lack of interference
between the active units. As in the case of the molecular
machine shown in Figure 22, the dethreading and rethread-
ing motions of the pseudorotaxanes represented in Figure 23
can be triggered by visible-light irradiation and oxygenation
of the solution, respectively. The motions can also be easily
monitored by means of UV–vis absorption and luminescence
spectroscopy. The most important readout signal is the
intensity of the dioxynaphthalene fluorescence associated
with the free ring 2 (Fig. 23a) or free thread 22 (Fig. 23b)
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components. It is worth noting that many [deoxygenation–
irradiation (dethreading)/oxygenation (rethreading)] cycles
can be performed on the same solution without any appre-
ciable loss of signal until most of the reductant scavenger is
consumed. It should also be stressed that systems that rely
on this photosensitizer–scavenger strategy utilize, in addi-
tion to light energy, the irreversible decomposition of a
reductant scavenger that produces “waste” species. In this
regard, the search for efficient molecular machines exploit-
ing “clean,” reversible photochemical reactions (in other
words, machines that use only light as an energy supply) is
of fundamental importance.

Photoisomerization reactions, particularly the well-known
[94] reversible cis/trans photoisomerization of the azoben-
zene group, have long been used to exert photochemical
control on chemical systems [106]. Since the early 1980s,
azobenzene-containing compounds have been employed
both as photocontrollable hosts [107, 108] and guests [109].
The first example of a pseudorotaxane in which dethread-
ing/rethreading is based on such a principle and is powered
exclusively by light energy, without generation of any waste
products, has been reported only recently (Fig. 24) [110].
The threadlike species trans-25, which contains an electron-
rich azobiphenoxy unit, and the electron acceptor macrocy-
cle 264+ self-assemble very efficiently in acetonitrile solution
to give a pseudorotaxane, stabilized by donor/acceptor inter-
actions. In the pseudorotaxane structure, the intense fluo-
rescence characteristic of free 264+ is completely quenched
by the donor/acceptor interaction. Irradiation with 365 nm
light of a solution containing trans-25 and 264+, in which the
majority of the species are assembled to give the pseudoro-
taxane, causes trans → cis photoisomerization of 25. Since
the affinity of the macrocycle for cis-25 is much lower than
that for trans-25, photoexcitation causes a dethreading pro-
cess (Fig. 24), as indicated by a substantial increase in the
fluorescence intensity of free 264+. On irradiation at 436 nm
or by warming the solution in the dark, the trans isomer of
25 can be reformed and, as a result, it rethreads inside the
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Figure 24. Dethreading/rethreading of [2]pseudorotaxane [25⊂26]4+ as
a consequence of the cis/trans photoisomerization of the azobenzene-
type unit contained in the threadlike component 25 [110].

macrocycle. Owing to the full reversibility of the photoiso-
merization process, the light-driven dethreading/rethreading
cycle can be repeated at will (Fig. 24). Another relevant fea-
ture of this system is that it exhibits profound changes of a
strong fluorescence signal.

4.2. Molecular Shuttles

In rotaxanes containing at least two (or more) different
recognition sites (“stations”) in the axle component, it is
possible to switch the position of the macrocycle between
the two stations by an external stimulus [91]. The [2]rotax-
ane trans-274+ (Fig. 25) [111] incorporates an �-cyclodextrin
torus and a trans-azobiphenoxy-containing axle. Initially,
the cyclodextrin ring resides exclusively around the trans-
azobiphenoxy recognition site. Upon irradiation at 365 nm
in H2O at 278 K, the azobiphenoxy unit isomerizes [94] from
trans to cis, “pushing” the �-cyclodextrin component away
to encircle one of the [(CH2)2O] chains. Further irradia-
tion at 430 nm causes back isomerization of the azobiphe-
noxy group from the cis to the trans form, leading to the
shuttling of the cyclodextrin component back to the trans-
azobiphenoxy recognition site (Fig. 25). The photoisomer-
ization/shuttling processes are accompanied by changes in
the circular dichroism signals induced by the chiral cavity of
the cyclodextrin on the azobiphenoxy �–�∗ transitions.

The [2]rotaxane 28+ (Fig. 26) [112] has a phenanthroline
and a terpyridine unit in its axle component, and it incorpo-
rates a Cu(I) ion coordinated tetrahedrally by the phenan-
throline ligand of the axle together with the phenanthroline
ligand of the macrocycle. Oxidation of the tetracoordinated
Cu(I) center produces a tetracoordinated Cu(II) complex;
in response to the preference of Cu(II) for a pentacoordina-
tion geometry, the macrocycle shuttles away from the biden-
tate phenanthroline ligand of the axle and places itself on
the terdentate terpyridine site. Subsequent reduction of the
Cu(II) center to Cu(I) causes an opposite shuttling process,
affording a return to the original structure. These move-
ments can of course, be, performed electrochemically [113],
but can also be induced photochemically [114], as illustrated
in Figure 26. Upon irradiation at 464 nm of an acetonitrile
solution of the [2]rotaxane (process 1), the Cu(I)-based
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chromophoric unit is excited to a metal-to-ligand charge
transfer (MLCT) state. In the presence of a suitable oxidant
(p-nitrobenzylbromide), electron transfer from the photoex-
cited rotaxane to the oxidant follows (process 2), which
generates a tetracoordinated Cu(II) center and products
deriving from reduction of p-nitrobenzylbromide. Such a
reaction competes with the intrinsic deactivation of the
MLCT excited state, which includes luminescence; there-
fore, emission spectroscopy is a useful tool to evaluate
whether photooxidation takes place. Indeed, light excitation
of the rotaxane causes spectral changes indicating the dis-
appearance of the Cu(I) chromophore and the concomi-
tant formation of the tetracoordinated Cu(II) center [114];
spectroscopic measurements showed that subsequent trans-
formation of tetracoordinated Cu(II) into the more stable
pentacoordinated Cu(II) species, that is, shuttling of the
macrocyclic component (process 3), was slowly occurring.
The cycle can be completed upon addition of an excess of
ascorbic acid, which reduces the Cu(II) center back to Cu(I)
(process 4), affording the shuttling of the macrocyclic ring
back to its initial position (process 5). It is worth noticing
that in this case the back reduction step cannot be induced
by light since in Cu(II) complexes the lowest excited state
decays to the ground state very rapidly and therefore cannot
be involved in a bimolecular reaction with a reductant.

The design principles that form the basis of the light-
driven molecular machines shown in Figure 23 have been
employed to obtain the [2]rotaxane 296+ (Fig. 27) [115],
specifically designed to achieve photoinduced ring shut-
tling. This compound is made of the electron donor macro-
cycle R and a dumbbell-shaped component that contains
(i) [Ru(bpy)3]2+ (P) as one of its stoppers, (ii) a 4,4′-
bipyridinium unit (A1) and a 3,3′-dimethyl-4,4′-bipyridinium
unit (A2) as electron-accepting stations, (iii) a p-terphenyl-
type ring system as a rigid spacer (S), and (iv) a tetraaryl-
methane group as the second stopper (T). The stable
translational isomer of rotaxane 296+ is the one in which the
R component encircles the A1 unit, in keeping with the fact

that this station is a better electron acceptor than the other
one. Two strategies have been devised in order to obtain the
photoinduced abacus-like movement of the R macrocycle
between the two stations A1 and A2: One is based on pro-
cesses involving only the rotaxane components (intramolec-
ular mechanism), while the other one requires the use of
external reactants (sacrificial mechanism).

The intramolecular mechanism, illustrated in the left part
of Figure 27, is based on the following four operations [115]:

(a) Destabilization of the stable translational isomer. Light
excitation of the photoactive unit P (process 1) is fol-
lowed by the transfer of an electron from the excited
state to the A1 station, which is encircled by the ring
R (process 2), with the consequent “deactivation” of
this station; such a photoinduced electron transfer
process has to compete with the intrinsic decay of ∗P
(process 3).

(b) Ring displacement. The ring moves from the reduced
A1 station to A2 (process 4), a step that has to com-
pete with the back electron transfer process from A−

1
(still encircled by R) to the oxidized photoactive unit,
P+ (process 5). This is the most difficult requirement
to meet in the intramolecular mechanism.

(c) Electronic reset. A back electron transfer process from
the “free” A−

1 station to P+ (process 6) restores the
electron acceptor power to the A1 station.

(d) Nuclear reset. As a consequence of the electronic
reset, back movement of the ring from A2 to A1 takes
place (process 7).

The results obtained (CH3CN solution, 298 K) [115] seem
to indicate that the back electron transfer (process 5) is
faster than the ring displacement (process 4). It is worth-
while noticing that in a system that behaves according to the
intramolecular mechanism shown in Figure 27 (left) each
light input causes the occurrence of a forward and back
ring movement (i.e., a full cycle) without generation of any
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Figure 27. [2]Rotaxane 296+ and schematic representation of the intramolecular (left) and sacrificial (right) mechanisms for the photoinduced
shuttling movement of macrocycle R between the two stations A1 and A2 located on the axle component.

waste product. In some way, it can be considered as a “four-
stroke” cyclic linear motor powered by light.

The alternative, less demanding mechanism is based on
the use of external sacrificial reactants (a reductant like tri-
ethanolamine and an oxidant like dioxygen) that operate as
illustrated in the right part of Figure 27:

(a) Destabilization of the stable translational isomer, as in
the previous mechanism.

(b′) Ring displacement after scavenging of the oxidized pho-
toactive unit. Since the solution contains a suitable
sacrificial reductant, a fast reaction of such species
with P+ (process 8) competes successfully with the
back electron transfer reaction (process 5); there-
fore, the originally occupied A1 station remains in its
reduced state, A−

1 , and the displacement of the ring
R to A2 (process 4), even if it is slow, does take place.

(c′) Electronic reset. After an appropriate time, restoration
of the electron acceptor power of the A1 station is
obtained by oxidizing A−

1 with a suitable oxidant, such
as O2 (process 9).

(d) Nuclear reset, as in the previous mechanism (process
7).

Such a sacrificial mechanism, although fully successful,
is less appealing than the intramolecular one because it
leads to the formation of waste products. However, instead
of using a sacrificial reductant, that is, an electron donor
molecule that undergoes a fast decomposition reaction after
electron transfer has taken place, a “reversible” reductant,
giving rise to a stable oxidized form, may be successfully
employed, provided that the back electron transfer process
can be slowed down by a wise choice of the partners.

A light-driven molecular shuttle that relies on this strat-
egy has been reported [116]. The [2]rotaxane 30 (Fig. 28)
consists of a benzylic amide macrocycle that surrounds
an axle featuring two hydrogen-bonding stations, namely,
a succinamide unit and a naphthalimide unit, separated
by a long alkyl chain. Initially, the macrocycle resides on
the succinamide station because the naphthalimide unit is
a much poorer hydrogen-bonding recognition site. Light
excitation at 355 nm (process 1) in acetonitrile at 298 K
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Figure 28. Light-induced reversible shuttling of the macrocyclic com-
ponent in the hydrogen-bonded [2]rotaxane 30 [117]. The operation of
this system relies on the use of a reductant (DABCO). For more details,
see the text.

generates the singlet excited state of the naphthalimide
unit, which then undergoes high-yield intersystem cross-
ing to the triplet excited state. Such a triplet state can be
reduced in bimolecular encounters by an electron donor
(1,4-diazabicyclo[2.2.2]octane; DABCO) added to the solu-
tion in a sufficiently large amount (process 2). Because the
back electron transfer process (process 3) is spin forbidden
and thus slow, the photogenerated ion pair can efficiently
dissociate; as a matter of fact, the naphthalimide radical
anion survives for hundreds of microseconds before it decays
by bimolecular charge recombination with a DABCO radi-
cal cation. Since the naphthalimide anion is a much stronger
hydrogen-bonding station compared to the succinamide,
upon reduction of the naphthalimide unit the macrocycle
is expected to shuttle from the latter to the former station
(process 4); this has been demonstrated by cyclic voltammet-
ric experiments. Laser flash photolysis studies have demon-
strated that this is indeed the case; the time required for
ring shuttling (ca. 1 �s) is much shorter than the lifetime of
the naphthalimide radical anion (ca. 100 �s). After charge
recombination (process 5), the macrocycle moves back to
its original position (process 6). This [2]rotaxane consti-
tutes an outstanding example of a linear molecular motor
driven exclusively by light, although its operation still relies
on the presence of external reactants, which, however, are
not consumed. The device can be cycled at a frequency
depending on the charge recombination rate of the rotax-
ane radical anion. It can be estimated that if the shuttle is
pumped by a laser at the frequency of its “recovery stroke”
(process 5), that is, 104 s−1, this molecular-level machine
generates approximately 10−15 W of mechanical power per
molecule [116].

In a very recent work [117], the complex fluorescence
behavior exhibited by a similar peptide-based [2]rotaxane
bearing an anthracene unit as one of the stoppers has
been interpreted in terms of a very fast (subnanosecond),
short-amplitude translation of the macrocycle upon light
excitation of the anthracene subunit. However, it seems that
alternative explanations, such as the formation of intercom-
ponent exciplexes [118], cannot be ruled out.

4.3. Ring Rotation in Catenanes

There are several examples of catenanes where ring move-
ments can be induced by external stimulations like simple
chemical reactions or homogeneous or heterogeneous elec-
tron transfer processes [91–93], but only very few cases are
reported in which the stimulus employed is light. It has
been shown that in azobenzene-containing [2]catenanes like
314+ (Fig. 29) it is possible to control the rate of thermally
activated rotation of the macrocyclic components by photo-
isomerization of the azobenzene moiety [119, 120]. Such
systems can be viewed as molecular-level brakes operated
by light.

To date, only one case has been reported in which the
ring motions are induced photochemically, using the same
strategy adopted to operate molecular shuttle 28+ (Fig. 26).
Irradiation at 464 nm of the [2]catenane 32+ (Fig. 30) [121]
in CH3CN solution at room temperature in the presence
of p-nitrobenzylbromide causes an electron transfer process
from the photoexcited [2]catenane to p-nitrobenzylbromide,
thus generating a Cu(II) center. Owing to the preference
of the Cu(II) ion for a pentacoordination geometry, the
terpyridine-containing macrocycle rotates through the cav-
ity of the other, affording a pentacoordinated Cu(II) center.
Upon addition of ascorbic acid, the Cu(II) ion is reduced
to Cu(I); in response to the preference of Cu(I) for tetra-
coordination, the terpyridine-containing macrocycle rotates
again through the cavity of the other, restoring the original
structure (Fig. 30).

5. MOLECULAR DEVICES FOR
INFORMATION PROCESSING

As mentioned in Section 1.1, photons represent not only
quanta of energy, but also information bits, and can be
used by a PMD as input/output signals, to be processed and
eventually even stored and retrieved. Apart from futuris-
tic applications related, for instance, to the construction of
a chemical computer [122], the design and realization of a
molecular-level electronic set—that is, a set of molecular-level
systems capable of playing functions that mimic those per-
formed by macroscopic components in electronic devices—is
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of great scientific interest because it introduces new con-
cepts into the field of chemistry and stimulates the inge-
nuity of researchers engaged in the bottom-up approach
to nanotechnology. In the past few years, many systems
that could prove useful for information processing at the
molecular level [3, 4, 6–9, 123] (e.g., wires [6, 124–127],
antennas [63–70], switches [127, 128], rectifiers [129, 130],
plug/socket devices [42], memories [127, 128, 131], logic
gates [3, 127, 128, 132–134]) have been constructed and
studied. It has already been pointed out that suitably
designed pseudorotaxanes, rotaxanes, and catenanes could
prove useful for information processing because they can
be interconverted at will between two (or more) stable
states that can be used to represent information bits on
the molecular scale. In some particular cases, the relation-
ship between the input and output signals in such molecular
devices corresponds to a logic operation, opening the way
to the construction of molecular-level logic gates based on
pseudorotaxanes, rotaxanes, and catenanes.

5.1. Molecular Wires

Very attractive candidates to play the role of wire-type
compounds for the vectorial transfer of energy or elec-
trons are linear oligo- or poly-p-phenylenes [135]. Such
rigid rodlike conjugated molecules have been employed as
spacers between chromophoric units in systems designed to
achieve long-range photoinduced energy or electron trans-
fer (photonic molecular wires) [136, 137]. It has been
shown that the luminescence, stability, and processability
of polymers of the poly-p-phenylene type can be enhanced
by threading them through macrocycles to form conju-
gated polypseudorotaxanes and polyrotaxanes that could be
viewed as “insulated molecular wires” [138, 139]. Hydropho-
bic binding holds the monomer inside the cavity of a macro-
cycle, for example, a cyclodextrin; such a [2]pseudorotaxane

is then polymerized to form a conjugated polypseudorotax-
ane, which can then be stoppered at both ends to give a
polyrotaxane (Fig. 31) [139]. It remains to establish, though,
whether the encirclement of the molecular wire with macro-
cyclic rings in the polyrotaxane will result in improvement
of the performance of photonic molecular wires.

5.2. Plug/Socket and Extension Systems

A macroscopic plug/socket system is characterized by the
following features: (i) the possibility to connect/disconnect
the two components in a reversible way and (ii) the occur-
rence of energy flow from the socket to the plug when
the two components are connected. Pseudorotaxane-type
supramolecular systems have been designed that may be
considered as molecular-level plug/socket devices. In the
system illustrated in Figure 32 [42], the plug-in function
is related to the threading, driven by the formation of
strong N+—H· · ·O hydrogen bonds in dichloromethane
solution [33], of (±)binaphthocrown ether 33 by a (9-
anthracenyl)benzylammonium ion, obtained by protonation
of the corresponding amine (34). The association process
can be reversed quantitatively (plug-out) by addition of a
suitable base, like tributylamine, which deprotonates the
ammonium ion. In the plug-in state, which corresponds to
a pseudorotaxane structure, light excitation of the binaph-
thyl unit of the crown causes the sensitized fluorescence of
the anthracenyl unit of the thread, showing that an efficient
electronic energy transfer process has occurred between
the two chromophoric groups. Addition of a stoichiomet-
ric amount of base to the pseudorotaxane structure causes
the revival of the binaphthyl fluorescence and the disap-
pearance of the anthracenyl fluorescence upon excitation in
the binaphthyl bands, demonstrating that plug-out has hap-
pened. The plug/socket concept at the molecular level can

Figure 31. Synthesis, directed by hydrophobic binding, of an “insulated
molecular wire” [139].
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Figure 32. Acid/base-controlled plug-in/plug-out of (9-anthracenyl)
benzylammonium ion 34H+, obtained by protonation of the correspond-
ing amine 34, with (±)-binaphthocrown ether 33 [42]. The occurrence
of photoinduced energy transfer in the plug-in state is schematized.

be extended straightforwardly to the construction of systems
where (i) light excitation induces an electron flow instead of
an energy flow and (ii) the plug-in/plug-out function is stere-
oselective (the enantiomeric recognition of chiral ammo-
nium ions by chiral crown ethers is well known).

The plug/socket concept has recently been used to design
and construct a self-assembling [3]pseudorotaxane that mim-
ics at the molecular level the function played by a macro-
scopic extension. The system is made (Fig. 33) [140] of
three components, 352+, 36H3+, and 2. Component 352+

consists of two moieties—a [Ru(bpy)3]2+ unit, which plays
the role of electron donor under light excitation, and a

N

N N

N

N

N

RuII

O

O

O

O
O O

O
O

O
H2N

O

N N
O

O

O
O

O
O

O

O
O

N

N N

N

N

N

RuII

O

O

O

O
O O

O
O

O HN

N N

N

N N

N

N

N

RuII

O

O

O

O
O O

O
O

O

O

HN

N N
O

O

O
O

O
O

O

O N

N N

N

N

N

RuII

O

O

O

O
O O

O
O

O
H2N

N N

+

+ +

+ +

+

+

+ +

+
+

352+⊃36H3+⊂2

352+⊃36H·2+

352+

362+⊂2

352+

36·+

2

2

¥
+

O
O

O

O
O

O
O

O

O
O

+ H+

oxidation

reduction

O
O

O

O
O

O
O

O

O
O

e
_

H+

hν' hν

_

+ H+H+_

oxidation

reduction
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DB24C8 crown ether, which plays the role of a socket. The
wire-type component 36H3+ is also made of two moieties:
an ammonium unit, which, driven by hydrogen-bonding
interactions, threads as a plug into the DB24C8 socket,
and a bipyridinium unit, which, driven by donor/acceptor
interaction, threads as a plug into the third component
2, a 1/5DN38C10 crown-ether socket. In CH2Cl2/CH3CN
(98 : 2 v/v) solution, reversible connection/disconnection of
the two plug/socket functions can be controlled indepen-
dently by acid/base and red/ox stimulation, respectively. In
the fully connected 352+⊃36H3+⊂2 triad, light excitation of
the [Ru(bpy)3]2+ unit of component 352+ is followed by elec-
tron transfer to the remote bipyridinium unit of component
36H3+, which is plugged into component 2. Possible schemes
to improve the system have also been discussed.

5.3. Logic Gates

Computers are based on semiconductor logic gates that
perform binary algebraic operations [141]. Logic gates are
switches whose output state (0 or 1) depends on the input
conditions (0 or 1). YES and NOT single-input gates are
the simplest logic devices. A YES gate passes the input bits
to the output without changes (input: 1, output: 1; input: 0,
output: 0), while a NOT gate inverts any input data (input:
1, output: 0; input: 0, output: 1).

Molecular systems that can perform simple YES and
NOT logic operations are very common, and luminescence
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is a particularly useful signal to monitor such operations
[132, 142]. To perform more complex logic operations, how-
ever, carefully designed multicomponent chemical systems
are needed. Figure 34 shows schematically the changes that
have to occur in a chemical system in order to perform the
AND, OR, and XOR fundamental logic operations under
the action of two chemical inputs (X and Y). For illustration
purposes, the equivalent (from a logic viewpoint) electric cir-
cuits are also shown. The equivalent circuit of the AND gate
has switches connected in series (Fig. 34a), whereas that of
the OR gate has switches connected in parallel (Fig. 34b).
An XOR (eXclusive OR) gate is a much more complex
device, as one can understand from the fact that its equiv-
alent circuit contains two bipolar switches (Fig. 34c). The
truth table of the XOR operation is the same as that of the
OR operation except that the output is 0 if both the inputs
are 1. In today’s processors, addition is performed with an
AND gate, which gives the carry digit, and an XOR gate,
which gives the sum digit. It is also important to notice that
the XOR gate is actually a comparator because it can estab-
lish whether the two inputs have the same value. Interesting
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examples of supramolecular systems capable of performing
the AND, OR, and XOR logic operations, as well as more
complex ones, and even integrating two such functions in a
single supramolecular device, have been reported [132, 142–
147]. In all these systems, binding of different chemical
species (input) results in changes in luminescence intensity
(output).

The first example of a chemical system capable of
performing the XOR logic operation was based on the
pseudorotaxane [37⊂38]2+ illustrated in Figure 35 [148].
It results from self-assembly, in CH2Cl2/CH3CN (90 : 10
v/v) solution, of the electron-accepting 2,7-dibenzyldiaza-
pyrenium dication 372+ with the crown ether 38, which con-
tains two 2,3-dioxynaphthalene electron-donating units. In
the pseudorotaxane structure, the electron-deficient diaza-
pyrenium unit is sandwiched between the electron-rich
2,3-dioxynaphthalene units of 38. Because of the electron
donor/acceptor interaction, a low-energy charge transfer
excited state is formed that is responsible, inter alia, for
the disappearance of the strong fluorescence exhibited by
38 (�max = 343 nm). Upon addition of tributylamine (B,
Fig. 35), a 1 : 2 adduct, [37�(B)2]2+, is formed between the
2,7-dibenzyldiazapyrenium dication 372+ and the amine, with
the consequent dethreading of 38 (process 1 in Fig. 35). This
process causes large spectral changes, including the recov-
ery of the fluorescence of free crown ether 38. Subsequent
addition of a stoichiometric amount (relative to the previ-
ously added amine) of trifluoromethanesulfonic acid unlocks
372+ from the [37�(B)2]2+ adduct (process 2 in Fig. 35) and
allows rethreading between dication 372+ and macrocycle 38
to give back the original pseudorotaxane. This process is
accompanied by spectral changes opposite to those observed
upon addition of amine. Processes 1 and 2 can be repeated
on the same solution by repeating the addition of amine
and acid; of course, the ammonium ion originated from pro-
tonation of amine B is also produced at the end of each
cycle. As shown in Figure 35, the dethreading/rethreading
cycle can also be performed by reverting the order of the
two inputs. Both processes 1 and 3 cause a strong increase
in emission intensity at 343 nm, which is cancelled by pro-
cesses 2 and 4, respectively. Therefore, we can conclude that
the chemical system described above shows the input/output

Figure 35. Schematic representation of the threading/dethreading pat-
tern of [2]pseudorotaxane [37⊂38]2+, which corresponds to an XOR
logic function.



Photochemical Molecular Devices 545

relationships indicated by the truth table of the XOR logic
gate (Fig. 34c): The strong fluorescent signal at 343 nm is
present (output: 1) only when either amine or H+ (inputs X
and Y in the truth table) are added (i.e., X: 1 and Y: 0 or
vice versa); conversely, the fluorescent signal is absent (out-
put: 0) when none or both of the inputs are present (i.e.,
X = Y: 0 or X = Y: 1).

6. CONCLUSION
The progress made in the fields of supramolecular chem-
istry and photochemistry, and in particular the investiga-
tions performed in the last few years on pseudorotaxanes,
rotaxanes, and catenanes, has led to the design and con-
struction of molecular-level devices capable of performing
a variety of light-induced functions (photochemical molecu-
lar devices). Light stimulation is particularly convenient for
operating molecular-level devices. For example, it can be
switched on and off easily and rapidly and, by employing
lasers, it provides the opportunity of working in small space
regions and very short time domains. A further advantage
offered by the use of photochemical techniques is that pho-
tons, besides supplying the energy needed to make a device
work, can also be useful in reading the state of the system
and thus controlling and monitoring its operation.

It should be noted, however, that the molecular-level
devices described in this chapter operate in solution, that
is, in an incoherent fashion. For most kinds of applications,
they need to be interfaced with the macroscopic world by
ordering them in some way, for example, at an interface or
on a surface [103, 149], so that they can behave coherently,
either in parallel or in series. Research on this topic is devel-
oping at a fast-growing rate [6, 7]. Furthermore, addressing
a single molecular-scale device by instruments working at
the nanometer level is no longer a dream [150, 151].

The extension of the concept of a device to the molecular
level is of interest not only for the development of nanotech-
nology, but also for the growth of basic research. Looking
at supramolecular chemistry from the viewpoint of functions
with reference to devices of the macroscopic world is indeed
a very interesting exercise that introduces novel concepts
into chemistry as a scientific discipline.

GLOSSARY
Antenna for light harversing (molecular-level) A recog-
nized array of molecular components (i.e., a supramolecular
species) capable of absorbing light and delivering the
resulting electronic energy to a predetermined component
of the array; this function is often called antenna effect.
Catenane A supramolecular species consisting of two or
more interlocked macrocyclic components.
Charge separation A chemical reaction, usually photoin-
duced, involving the transfer of an electron in a supramolec-
ular species from a neutral component to another neutral
component, leading to a species made of a positively and a
negatively charged moieties.
Logic gate (molecular-level) A molecular or supramolecu-
lar species capable of performing a logic operation.

Molecular device An assembly of a discrete number of
molecular components (i.e., a supramolecular species)
designed to perform a specific function.
Molecular machine A particular type of molecular device
in which the component parts display changes in their rela-
tive position as a result of some external stimulus.
Molecular wire A common name to indicate a long, highly
conjugated molecule.
Pseudorotaxane An inclusion complex in which a molecu-
lar thread is encircled by a macrocyclic component; see also
rotaxane.
Rotaxane A supramolecular species consisting of a
dumbbell-shaped component and a macrocyclic component
which surrounds the linear portion of the dumbbell and is
trapped mechanically by bulky stoppers; when at least one
of the stoppers is absent, the macrocyclic component can
dethread and the supramolecular species is called pseudoro-
taxane.
Supramolecular chemistry Branch of chemistry bearing on
organized entities of higher complexity that result from the
association of two or more molecular components.
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1. INTRODUCTION
The spectroscopic and chemical behavior of ion radicals gen-
erated through photo-induced electron transfer reaction has
attracted much attention in the last several decades. The
invention of flash photolysis techniques and the improve-
ment of laser light pulse-width made it possible for us to
directly observe ion radicals with nano- and pico-second
order lifetimes and to make a significant contribution to
our understanding of the reaction mechanisms involved
in organic photochemistry. However, now that the behav-
ior of ion radicals has been well elucidated, the inter-
est of researchers in photochemistry is shifting from small
molecules to supramolecules.

There has been much interest in the discovery that
the spectroscopic and photochemical behavior of organic
small molecules included in zeolite nanocavities (zeolite
supramolecules) is very different from that in solution and
also that short-lived species such as ion radicals and carboca-
tions generated spontaneously in the cavities are surprisingly
stable [1–13]. These findings suggest that zeolite nanocav-
ities have considerable potential as novel reaction vessels
which can regulate the photochemical reaction of organic
guest molecules. The characteristics of zeolite nanocavities
affecting spectroscopic and photochemical behavior are well

understood, and as a result, it is to be expected that the
cavities will be used increasingly as photoreaction vessels.

This article provides a brief summary of the spectroscopic
and photochemical behavior of organic guest molecules in
the cavities, mainly using aliphatic and aromatic alkenes:

1. direct (nonsensitized) photo-oxygenation by excitation
of contact charge-transfer (CCT) complexes between
alkenes and oxygen molecules,

2. oxygenation by singlet oxygen,
3. cis-trans photoisomerization,
4. photodimerization,
5. photorearrangement,
6. spectroscopy and photoreaction of short-lived species,
7. photochemical asymmetric induction.

Particular emphasis will be given to the differences between
the reaction behavior in the zeolite nanocavities and that
in solution. In addition, the factors influencing the excited
states of guest molecules will be concisely summarized.

2. ZEOLITE NANOCAVITIES AS
PHOTOCHEMICAL MICROREACTORS

Zeolites are crystalline aluminosilicates that have been
widely utilized as molecular sieves and in thermal catalysis.
They comprise corner-sharing SiO4−

4 and AlO5−
4 tetrahedral,

and the framework contains a large number of pores, chan-
nels, and cages of various dimensions that can accommodate
organic molecules of the right size. The supercage structure
of X- and Y-type synthetic zeolites, and the cation location
(I, II, and III) within the cages are illustrated in Figure 1 [1].
The two zeolites have the following typical unit cell compo-
sitions:

X type M86(AlO2�86(SiO2�106 � 264H2O�

Y type M56(AlO2�56(SiO2�136 � 253H2O�

where M is a monovalent cation. These zeolites can adsorb
most small organic molecules including aromatic compounds
in the cavities, which have supercages (diameter, ca. 13 Å)
and pore windows (ca. 7.4 Å) of sufficient size; accordingly,
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Figure 1. Supercage structure, cation location (I, II, III) within X and
Y type zeolites. Bottom portion shows the reduction in available space
(relative) within the supercage as the cation size increases. Reprinted
with permission from [45], V. Ramamurthy and N. J. Turro, J. Incl.
Phenom. Mol. Recog. Chem. 21, 239 (1995). © 1995, Kluwer Academic
Publishers.

they have often been used in the photoreactions described
in this article. The average number �S� of guest molecules
adsorbed in a supercage per 1 g of dry NaY zeolite can
be estimated as follows [14, 15]. Because the weight of a
unit cell with eight supercages is M56(AlO2�56(SiO2�136 =
12742 g, the weight of a supercage is 12742 g/8 = 1594 g.
Accordingly, the number of supercages per 1 g of dry NaY
is estimated to be the Avogadro number × (1 /1594) =
ca. 3.8 × 1020. The supercage capacity per 1 g of dry NaY
has been determined experimentally to be 0.378 cm3 [16].
When this value is divided by the volume (827 Å3) of a
supercage for NaY, the number of supercages is calculated
to be ca. 4.6 × 1020. This is in close agreement with the
above calculated value, ca. 3.8 × 1020. Reference [1] should
be referred to for other zeolites such as ZSM-5 and Mor-
denite. The physical parameters of M+Y zeolite are summa-
rized in Table 1. As zeolites are photo-inert, the confined
environment of their framework can be successfully utilized
to attain remarkable selectivity in photochemical reactions
[1–13].

Table 1. Dependence of physical parameters of MY zeolites on the cation.

Vacant space
within the supercage (Å3)

Ionic Electrostatic Electrostatic
Cation radius of the field (V/Å) potential (e/r) spin-orbit
(M+) cation (Å) within the case of the cation coupling Y Zeolite X Zeolite

Li 0�76 2�1 1�67 834 873
Na 1�02 1�3 1�05 27 827 852
K 1�38 1�0 0�75 87 807 800
Rb 1�52 0�8 0�67 360 796 770
Cs 1�67 0�6 0�59 840 781 732

Source: Reprinted with permission from [2], V. Ramamurthy et al., Acc. Chem. Res. 25, 299 (1992). © 1992, American
Chemical Society.

3. INFLUENCE OF BRØNSTED
AND LEWIS ACID SITES
IN ZEOLITE NANOCAVITIES

Brønsted and Lewis acid sites in zeolite nanocavities may
spontaneously generate the carbocations and ion radicals of
alkenes adsorbed in the cavities [17–23]. Thus, these acid
sites sometimes impede the study of the photoreaction of
the guest molecules. It is very common for the acidity of
Brønsted acid sites on solid surfaces to be determined by
using Hammett indicators. Recently, it was found that the
fluorescence and phosphorescence characteristics of organic
guest molecules, such as pyrene and acetophenone, were
also useful in determining the acidity in the cavities [24–27].
Kojima et al. [28] studied the influence of Brønsted and
Lewis acid sites on the fluorescence lifetime of 2-quinolone
(1) in order to estimate the acidity. The lifetimes (�) of 1–
Brønsted acid (1.2 ns) and 1–Lewis acid complexes (1.6 ns)
have been measured in dichloromethane [29]. It was found
that the acidity of the sites in zeolite nanocavities signifi-
cantly affected the lifetimes of the complexes, as can be seen
in Table 2. On the basis of the lifetimes, the acidity can be
estimated more precisely than by using Hammett indicators.
Therefore, the data provided the criteria necessary to select
zeolites suitable for use in studying the photochemistry of
guest molecules.

Corrent et al. [30] found that the dye coumarin 6 (2) was
extremely sensitive to the presence of Lewis and Brønsted
sites and that it could be employed to determine acidity in
NaY, which was usually considered to be nonacidic, as can
be seen in Figure 2 and Scheme 1. Due to the large shifts
seen for the dye molecule in its neutral 2, monocation 3,
and dication forms, both the absorption and fluorescence
spectra resulted in detection of the dye species in zeolites
with intermediate acidity. The ability of 2 to sense small
amounts of Lewis and Brønsted sites may prove useful in
studying other systems.
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Table 2. Fluorescence decay lifetimes of 2-quinolone (1) in solution and in zeolite.a

Lifetime (�i)/nsb Preexponential factor (ai)

Condition �1 �2 �3 a1 a2 a3 Hamett acidityc

CH2Cl d
2 0�16 
0�18�g 1�0

EtOHd 0�16 0�42 0�69 0�31
HCl/CH2Cl e

2 0�16 1�2 0�93 0�07
BF3/CH2Cl f

2 0�16 1�6 
1�6�g 0�79 0�21
NaY 0�30 1�0 0�88 0�12 +3�3∼+1�5
KL 0�33 1�1 0�94 0�06 +4�0∼+3�3
HY 0�33 1�8 0�88 0�12 −3�0∼−5�6
H-mordenite 0�32 2�3 0�88 0�12 −3�0∼−5�6
H-ZSM-5 0�63 2�6 7�8 0�82 0�17 0�01 −5�6∼−8�2

a The fluorescence decay lifetimes were determined by using a single photon counting apparatus, as reported in [149], H. Satozono,
S. Suzuki, N. Tokou, H. Takehara, and Y. Uno, J. Chem. Soc. Jpn., Chem. Indus. Chem. 115 (1994). The decay curves were analyzed by using
the equation, I
t� = ai exp
−t/�i); the excitation wavelengths were 320 nm for solution and 330 nm for zeolite; the emission wavelength was
373 nm.

b Measured under air.
c Determined by using Hammett indicators.
d Data for 1 = 1�0 × 10−4 M in the absence of HCl and BF3.
e Data for 1 = 1�0 × 10−4 M in the presence of 2 equiv. of HCl-OEt2.
f Data for 1 = 1�0 × 10−4 M in the presence of 2 equiv. of BF3-OEt2.
g Lifetime reported in [29], F. D. Lewis, G. D. Reddy, J. E. Elbert, B. E. Tillberg, J. A. Meltzer, and M. Kojima, J. Org. Chem. 56, 5311

(1991).
Source: Reprinted with permission from [28], M. Kojima et al., Chem. Lett. 675 (1999). © 1999, The Chemical Society of Japan.

4. CHARACTERISTICS OF ZEOLITE
NANOCAVITIES AFFECTING
PHOTOCHEMICAL REACTIONS

4.1. Adsorption Sites

The distribution of guest molecules in zeolites is more com-
plex than in homogeneous solution. The adsorption sites for
guest molecules in zeolites significantly influence the photo-
chemical behavior of the molecules. It is thought that there
are two important adsorption sites in zeolites, one of which
is a pore window and the other a metal cation in the cavities.
Analysis of fluorescence decay from aromatic hydrocarbons
such as pyrene, naphthalene, and phenanthrene provided an
insight into distribution of the sites in zeolites [14]. It was
quite clear, as can be seen in Figure 3, that the distribution
of lifetime measured in NaY reflected the presence of two
main adsorption sites, which are heterogeneous in contrast
to the homogeneous environment in solution. The width of

Figure 2. Absorption (A, left scale) and fluorescence (F, right scale)
spectra of 4 × 10−6 M coumarin 6 in CH2Cl2 for the neutral species
(solid line) and for the monocation formed upon the small addition
of acid (broken line). Reprinted with permission from [30], S. Corrent
et al., J. Phys. Chem. B 102, 5852 (1998). © 1998, American Chemical
Society.

distribution of lifetime was affected by the structure of the
guest molecules and co-adsorbents in NaY. The effect of the
co-adsorbents was demonstrated by the results obtained in
the case of pyrene with water and other solvents, as shown
in Figure 4.

4.2. Effect of Co-Adsorbed Water

Co-adsorbed water in zeolites can impede the interaction of
guest molecules with adsorption sites. For example, the for-
mation of dimers of cationic dyes such as methylene blue
(4) and thionin (5) was accelerated in NaY containing co-
adsorbed water, while in dry NaY the monomers exist as a
main species as shown in Figure 5 and Scheme 2 [31, 32].
The decay rate constants for fluorescence [33] and triplet
excited state [16] were also greatly affected, as was the dis-
tribution of fluorescence lifetimes of aromatic hydrocarbons
by co-adsorbed water as described above. Therefore, careful
attention should be paid to the influence of moisture under
irradiation conditions [34].
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4.3. Acceleration of Intersystem Crossing
by Metal Cations

Intersystem crossing from the excited singlet state of guest
molecules to the excited triplet state is accelerated in zeolite
nanocavities due to electrostatic interaction with the metal
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Figure 3. Distribution of S1 lifetime of (a) pyrene, (b) naphthalene,
and (c) phenanthrene included within “dry” NaY at room temperature.
Reprinted with permission from [14], V. Ramamurthy, Mol. Cryst. Liq.
Cryst. 240, 53 (1994). © 1994, Taylor & Francis Ltd.

cations [35]. Measurements of the fluorescence and phos-
phorescence intensity of aromatic hydrocarbons like naph-
thalene (6) indicated that for light metal cations, such as
Li+ and Na+, the intensity was relatively unaffected by the
interaction. In contrast, for heavy metal cations such as Rb+,
Cs+, and Tl+, it was found that the rate of intersystem cross-
ing increased remarkably to enhance the phosphorescence
intensity, as can be seen in Figure 6. This indicates that
metal cations can be used for controlling the excited state of
guest molecules. On the other hand, it should be noted that
the enlargement of the ion radius of a metal cation causes a
decrease in the vacant space in zeolite cavities, as shown in

Figure 4. Distribution of lifetime of the excited monomer of pyrene
within NaY co-included with organic solvent and water. Compare
Figure 3a and note the change in distribution width. Reprinted with
permission from [14], V. Ramamurthy, Mol. Cryst. Liq. Cryst. 240, 53
(1994). © 1994, Taylor & Francis Ltd.

Figure 1; therefore, �S� decreases and also steric hindrance
on bond formation increases. In addition, it is important
to note that the strength of the electrostatic field depends
on the metal cations, as shown in Table 1. These factors
may affect the spectroscopic and photochemical behavior of
guest molecules.

Sadeghpoor et al. [36] and Pitchumani et al. [37] found
that photolysis of �,�-unsaturated ketone 7 and 8 included
in MY zeolites, as shown in Scheme 3, gave the oxa-di-�-
methane products 9 and 10, which were believed to originate
from the triplet state caused by heavy atom cation present
in the supercage. Warrier et al. [38] observed a difference in
product selectivity between dibenzyl ketones 11 and naph-
thyl esters in zeolites and concluded that this was due to
the difference in spin of the radical pairs formed from these
precursors (Scheme 4). Heavy cations present in zeolites
can enhance intersystem crossing between triplet and singlet
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geminate radical pairs. Furthermore, ab initio molecular
orbital calculations and product analysis have shown that the
nature of the lowest triplet state of enones 12 is altered by
the cations present in Y zeolites (Scheme 5). Excited state
energy, estimated at the CIS(D)/6-31+G* level, indicated
that the lowest triplet was n-�∗ in character for the enones,
but switched to �-�∗ on coordination with alkali metal ions,
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Figure 5. Diffuse reflectance spectra of thionin include within KL
and NaY. (
 
 
) NaY, hydrated; (—-) NaY, anhydrous; and (- - -)
KL, hydrated or anhydrous. Reprinted with permission from [31],
V. Ramamurthy et al., J. Am. Chem. Soc. 115, 10438 (1993). © 1993,
American Chemical Society.

Figure 6. Emission spectra at 77 K of naphthalene included in LiX,
RbX, and CsX (excitation � 285 nm). Note that the ratio of phospho-
rescence to fluorescence changes with the cation, but the ratio change
is independent of the excitation wavelength. Reprinted with permission
from [2], V. Ramamurthy et al., Acc. Chem. Res. 25, 299 (1992). © 1992,
American Chemical Society.

such as Li+, due to interaction with the carbonyl unit of
the enones. The observed product distribution in zeolite was
consistent with this theoretical prediction [39].

4.4. Electrostatic Interaction of Metal
Cations with Guest Molecules

Aromatic carbonyl compounds rarely undergo dark reac-
tion due to the acid sites in zeolite cavities. Therefore,
the differences between the spectroscopic and photochem-
ical behavior in zeolite cavities and that in solution can be
clearly distinguished. The data obtained from the carbonyl
compounds are also useful for predicting the photochemi-
cal reaction of alkenes in zeolites. It was found for carbonyl
compounds in the excited state that the selectivity of �-bond
fission (Norrish type-I reaction) and �-hydrogen abstrac-
tion, followed by �-bond fission from the 1,4-biradical
intermediates generated (Norrish type-II reaction), was reg-
ulated by the electrostatic interaction of the carbonyl oxygen
with metal cations in the zeolite nanocavities, as illustrated
in Scheme 6 [40–45]. This interaction with metal cations
also influences the photochemical behavior of alkenes as
described below; thus, this is one of the most important fac-
tors for regulating the photoreaction of guest molecules.
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H R
O

H R

M+ M+

Scheme 6
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5. PHOTOCHEMICAL BEHAVIOR OF
ALKENES IN ZEOLITE NANOCAVITIES

Although it seems likely that alkenes, which are more
electron-donating compounds than ketones, are sensitive to
Brønsted and Lewis acid sites in zeolite nanocavities [17–23],
their photochemical behavior can be easily observed if the
dark reaction is suppressed by choosing a combination of
guest molecules and zeolites. For Na+- and K+-exchanged
zeolites, in general, due to weak acidity in the cavities, the
dark reaction of alkenes with the acid sites does not occur.
However, alkenes with an electron-donating group like a
methoxy group readily react with the acid sites [46–48]. Par-
ticularly, H+-exchanged zeolites often generate the carboca-
tions and cation radicals of the alkenes.

5.1. Direct Photo-oxygenation

In the 1950’s, Evans [49] discovered the formation of
CCT complexes between aromatic substrates and oxygen
molecules (O2). However, the quantity of literature related
to the photochemical reaction of CCT complexes is rela-
tively small [50]. Kojima and Onodera et al. [51–56] studied
the photoreaction of the CCT complexes for 4-substituted
styrenes, 1-arylcyclohexenes, and 1,1-diarylethenes and
found that excitation of the CCT band caused photo-induced
electron transfer reaction from the alkenes to O2. For
aliphatic alkenes, however, there is no report of photoreac-
tion of the CCT complexes in solution.

Interestingly, Blatter and Sun et al. [57–68] found that
hydrocarbons such as 2,3-dimethyl-2-butene (13), propane,
cyclohexane, and toluene, formed CCT complexes with O2
in zeolite NaY, the absorption band of which was observed
up to the visible wavelength region, as can be seen in
Figure 7. The stabilization of the CCT complexes was
explained as being due to the strong electrostatic field in the
zeolite nanocavities. When the CCT absorption band in the
visible wavelength region was excited by using a laser light,
it was suggested on the basis of infrared (IR) absorption
spectra that the alkene cation radicals and superoxide anion
radical (O�−

2 ) were generated through photo-induced elec-
tron transfer (Scheme 7). Myli, Xiang, Panov, and Larsen et
al. [69–72] further studied the photo-oxygenation of hydro-
carbons in zeolite nanocavities to find a close correlation
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δ

δ

hνcct
O2+

HO2
+

+

13

Scheme 7

Figure 7. Alkene/O2/NaY diffuse reflectance spectra ratioed against
alkene/N2/NaY reflectance spectra. (a) 2,3-Dimethyl-2-butene (13) •O2,
(b) 2-methyl-2-butene • O2, and (c) trans-2-butene • O2. Reprinted with
permission from [60], F. Blatter et al., J. Phys. Chem. 98, 13403 (1994).
© 1994, American Chemical Society.

between the strength of the electrostatic field in the cav-
ities and the distribution and yield of photo-oxygenation
products.

Takeya, Kojima, and Matsubara et al. [73–76] investi-
gated the photoreaction of CCT complexes comprising aro-
matic alkenes and O2 formed in zeolites and compared
the distribution and yield of products with those in solu-
tion. Although styrene (14), 1,1-diphenylethene (15), and
cis- and trans-stilbenes (t-16), but not triphenylethene (17),
formed their CCT complexes with O2 in solutions, the CCT
absorption band was observed in NaY only for 14 and 16,
as can be seen in Figure 8. Irradiation of alkenes 14–17
included in the zeolite nanocavities under O2-produced ben-
zaldehyde (18) and benzophenone (19) as the major oxy-
genation products. In particular, the photo-oxygenation for
14 proceeded at the expense of the dimer formation and
that for 16 and 17 competed with a photoelectrocyclic reac-
tion, which subsequently yielded phenanthrenes (20) as the
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Figure 8. Diffuse reflectance absorption spectra for 14 (a: �S� = 0�15)
and t-16 (b: �S� = 0�19) in NaY observed under O2 (0.025–1 atm).
Reprinted with permission from [74], M. Kojima et al., J. Chem. Soc.
Perkin Trans. 2, 1894 (2002). © 2002, The Royal Society of Chemistry.

exclusive photoproducts under O2 in solution, as shown in
Schemes 8 and 9, respectively. It is likely that the oxygena-
tion products were produced through the alkene cation rad-
icals and O�−

2 generated by excitation of the CCT complexes
and/or photo-induced electron transfer from the excited
alkenes to O2. Kojima et al. [74] also reported that YAG
laser (266 nm) excitation of 14 included in the zeolite cav-
ities under vacuum produced the alkene cation radical and
the trapped electron, Na3+

4 , both of which were quenched
by O2 (Figure 9). On the basis of semi-empirical molec-
ular orbital calculations, it was suggested that the photo-
oxygenation reaction was regulated by the electrostatic inter-
action between the guest molecules and alkali-metal cations
in the nanocavities.
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Itoh et al. [77] found that the mesoporous silica FSM-
16 is a recyclable promoter for the photo-oxidative cleav-
age of double bonds conjugated with an aromatic nucleus,
affording the corresponding carboxylic acid in the presence
of catalytic iodine in aerobic isopropyl ether. When 14 was
irradiated under the same conditions, 68% benzoic acid was
produced. However, 15 and 16, which possess di-substituted
double bonds, behaved differently: the former gave 19 in
low yield (12%), and in the case of the latter, the starting
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Figure 9. Transient absorption spectra observed on 266 nm laser exci-
tation of 14 (�S� = 0�46 and 0.61) in NaY: (a) under vacuum and (b)
at 0.2 atm O2. Reprinted with permission from [74], M. Kojima et al.,
J. Chem. Soc. Perkin Trans. 2, 1894 (2002). © 2002, The Royal Society
of Chemistry.
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material was recovered intact. Scheme 10 shows a possi-
ble path for the oxidative cleavage of double bonds with
FSM-16.
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For 4-methoxystyrene (21), about 30% of the alkene was
consumed by dark reaction with Brønsted acid sites in NaY
to produce chain dimers 22 and alcohol 23 through the
alkene carbocation (Scheme 11) [46–48]. The photoreaction
of the 21/NaY sample was compared to the dark reaction.
As in the case of styrene (14) [74], the formation of dimers
was a minor path in the zeolite, while the product selec-
tivity that gave 4-methoxybenzaldehyde (24) increased sig-
nificantly, as illustrated in Scheme 12 [75, 76]. This result
was also understood in relation both to the formation of
the CCT complex with O2, as can be seen in Figure 10,
and to the electrostatic interaction with Na+ in the nanocav-
ities (Figure 11). Lakshminarasimhan et al. also observed
the formation of CCT complex in NaY between 1,1-bis-
(4-methoxyphenyl)ethene (25) and O2 [78]. The intensity
of the CCT band was much weaker than that for 21 [76].
The product distribution for 15 and 25 in NaY as hexane
slurries were significantly affected by excitation wavelength
and changed in comparison with that under dry conditions,
reported in [74].

5.2. Oxygenation by Singlet Oxygen

Ramamurthy and Shailaja et al. prepared the cationic dye-
exchanged zeolites X and Y using methylene blue and
thionin [31, 32] and studied oxygenation of trisubstituted
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chain alkenes and 1-alkylcycloalkenes by singlet oxygen
(1O2) [32, 79, 80]. It was found that the minor product
in solution became the major product in the zeolites. The
following two reasons were adduced to explain the high
regioselectivity observed in the products: (i) because a metal
cation interacted with � orbital of the carbon-carbon dou-
ble (C C) bond, 1O2 reacted with the alkenes from a
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Figure 10. Absorption spectra for the CCT complexes of 21 with O2:
(a) in MeCN and (b) in NaY. Reprinted with permission from [76],
C. Matsubara and M. Kojima, Res. Chem. Intermed. 27, 975 (2001).
© 2001, VSP.
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(a) 21: C10-C9-C1-C2 = 17.6o, C8-O7-C4-C5 = 0.0o,
O7-C8 = 1.423 Å, C4-O7 = 1.381 Å.

(b) 21/Na+ complex: C10-C9-C1-C2 = 21.3o, C8-O7-C4-C5 = 91.2o,
O7-C8 = 1.433 Å, C4-O7 = 1.396 Å, O7, Na = 3.266 Å.

Figure 11. Optimum structures for 21 (a) and 21–Na+ complex (b)
obtained by a semi-empirical molecular orbital calculation (AM1
method). Reprinted with permission from [76], C. Matsubara and
M. Kojima, Res. Chem. Intermed. 27, 975 (2001). © 2001, VSP.

sterically less-hindered site, where metal cation did not
exist; (ii) because the electron density on the C C bond
decreased due to interaction of the C C bond with a metal
cation, electrophilic 1O2 reacted selectively with a disubsti-
tuted carbon with relatively high electron density, as illus-
trated in Scheme 13.
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Clennan and Zhou et al. [81–84] and Stratakis and
Froudakis [85] independently studied the high regioselective
oxygenation by 1O2 in zeolites. On the basis of the corre-
lation between distribution of products and the bulkiness
of the alkyl groups on the C C bond, they first proposed
another oxygenation mechanism by 1O2, whereby the high
regioselectivity found in the oxygenation of trisubstituted
alkenes was caused by complexation of a metal cation to the
pendant oxygen in the perepoxide intermediate [81, 82, 85],
as depicted in Scheme 14. However, Clennan and Sram et al.
[83, 84] later revised this mechanism and explained that the
novel regiochemistry of the reactions can be rationalized
by invoking both cation complexation with the alkenes and
electrostatic interaction between the cation and the pedant
oxygen. Although further study is required in order to con-
firm the mechanism, the high regioselectivity in the 1O2
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reaction with alkenes that occurred in the nanocavities has
led to an increased interest in zeolites.

As illustrated in Scheme 15, dye-sensitized photo-
oxygenation of stilbenes (16) in solution produced endoper-
oxide 26, while benzaldehyde was the sole product in zeolite
nanocavities [86]. The oxygenation proceeded more effi-
ciently in Li+- and Na+-exchanged zeolites which, com-
pared to Rb+- and Cs+-exchanged zeolites, do not have the
effect of accelerating the intersystem crossing process of the
guest molecules. Therefore, it is likely that this sensitized
oxygenation occurred through the singlet excited state of
the dyes. The oxidation in zeolites was quenched by 1,4-
diazabicyclo[2.2.2]octane and N,N-dimethylaniline, but not
by aliphatic alkene 13 and �-carotene. This supported the
conclusion that the oxidizing species generated in zeolites
was not 1O2 and that the oxygenation was initiated by photo-
induced electron transfer between the dyes and the alkenes.
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5.3. Cis-Trans Photoisomerization

There have been many detailed studies of cis-trans photoi-
somerization in solution for C C and nitrogen-nitrogen
double (N N) bond systems, which is one of the
most important photoreactions so far discovered [87, 88].
Kuriyama et al. studied the direct (nonsensitized) photo-
isomerization of stilbene (16) adsorbed in NaY and KY
zeolites [89]. Compared to the cis-trans isomer ratio in
the photostationary state (PSS) obtained in solution using
254 nm light [(c/t)PSS = 76/24], the ratio of trans isomer in
PSS in the zeolites was remarkably high [(c/t)PSS = 5/95].
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On the basis of the optimized structure of Na+/t-16 com-
plexes calculated using semi-empirical molecular orbital cal-
culations, it was suggested that the trans isomer was better
stabilized than the cis isomer (c-16) due to the electrostatic
interaction of �-electrons on the C C bond with a metal
cation, as depicted in Figure 12. Therefore, it was proposed
that the interaction increased the activation energy from the
excited singlet and triplet states to the ground states, as
shown in Figure 13. Because of this, it was argued that deac-
tivation from the excited states to the ground state would
occur more efficiently in the zeolite cavities.

For 4-aminostilbene (27), on the other hand, (c/t�PSS
obtained in NaY using 313 nm light was in close agree-
ment with that in solution: (c/t�PSS = 85/15 in solution and
75/25 in NaY [90]. The result of molecular orbital calcula-
tions suggested that the metal cation interacted electrostati-
cally with a lone pair of the nitrogen atom, but not with the
�-electrons on the C C bond. Therefore, it was concluded
that the activation energy from the excited state of the trans
isomer to the twisted state was unaffected. Ramamurthy
et al. [91] reported that the excited singlet state lifetime of
t-16 adsorbed in NaY was 200 ps, which was determined by
a single photon counting apparatus. Compared to the life-
time in methylcyclohexane (110 ps), the lifetime measured
in NaY seemed to indicate the stabilization of the excited
state of t-16 in the zeolite, as suggested by Kuriyama et al.
[89]. However, Ellison and Thomas [92] also measured the
fluorescence lifetime of t-16 in NaY, which was 52 ps com-
pared to 66 ps in hexane and 32 ps in methanol. Evidently,
there is a need for further study of the relation between the
photoisomerization and lifetime.

Recently, Kojima et al. [93] also investigated the photo-
isomerization of azobenzene (28) adsorbed in solution. On
the basis of the observation that trans-to-cis photoisomeriza-
tion was very inefficient in higher concentrations and that
4-methoxyazobenzene (29) gave unknown products, which
may be dimers in higher concentration, a novel photoiso-
merization mechanism through excited complexes was pro-
posed. In zeolites (c/t�PSS changed depending on the pore
size as summarized in Table 3 [94]. In contrast to the photo-
isomerization in solution, regardless of the amount of 28
adsorbed, the cis isomer was produced efficiently in NaY
(pore size, 7.4 Å) by irradiation using a high-pressure mer-
cury lamp through a HOYA U-340 glass filter [(c/t�PSS = ca.
80/20]. However, (c/t�PSS in Na-mordenite (7.0 × 6.5 Å) was
ca. 50/50 and no photoisomerization occurred in NaZSM-5
(5.3 × 5.4 and 5.1 × 5.5 Å). On the basis of molecular orbital
calculations it was suggested that the metal cation interacts

Na

Figure 12. Optimum structures for t-16–Na+ complex calculated using
the AM1 method.
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Figure 13. Potential energy surface for photoisomerization of stilbene
in zeolite cage. Reprinted with permission from [89], Y. Kuriyama et al.,
Chem. Lett. 843 (1998). © 1998, The Chemical Society of Japan.

with a lone pair of one of the two nitrogen atoms, as shown
in Figure 14. These results indicate that photoisomerization
can be regulated by both the cavity size and the adsorption
sites in guest molecules.

Hoffmann and Marlow et al. [95–97] found that cis-trans
photoisomerization of 28 in molecular sieve hosts such as
ALPO4-5 and ZSM-5 caused large and reversible changes in
the refractive index of the composite systems. This process
depended heavily on both the irradiation wavelength and
the molecular sieve hosts.

Gessner et al. and Baldovi et al. achieved cis-to-trans
[98] and trans-to-cis one-way photoisomerization of 16 [99],
respectively, using cavity size and the shape of the zeo-
lites. 3,4-Dimethylbenzophenone (30) used as a sensitizer
and c-16 have molecular structures larger than the cavity
size of silicalite S-115. Because of this, only the trans isomer
can be adsorbed in the cavities. Thus, when an isooctane
solution containing c-16 and 30 was irradiated with the sili-
calite, the trans isomer produced was selectively adsorbed in
the nanocavities. Due to the constrained space in the cavi-
ties, the trans-to-cis photoisomerization did not occur in the
cavities.

When solvent slurry containing the trans isomer and
4-aminoazobenzophenone adsorbed in ZSM-5 was irradi-
ated, the trans isomer was sensitized by the ketone in the
cavities and finally isomerized to the cis isomer in the solu-
tion, as illustrated in Scheme 16. The cis isomer was stable
because the isomer did not encounter the sensitizer within
the cavities due to the fact that its molecular size is larger
than the cavity size. This method has considerable potential
for the synthesis of cis isomers.

Lalitha et al. [100] described the influence of metal
cations in Y zeolites in cis-trans isomerization of
4-bromophenyl styryl sulfone (31). The predominance of the
cis isomer in zeolites with larger cations was attributed to
the smaller cage size.

When anils (32) with a C N bond was incorporated in
NaY, Raman spectra analysis showed that 32 existed in the
zeolite nanocavities predominantly in a zwitterionic form 33
[101] (Scheme 17). Steady state irradiation at 400 nm led to
persistent changes in the diffuse reflectance UV-visible spec-
tra with decrease of the reflectance of the band at 400 nm,
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Table 3. Cis/trans isomer ratio of azobenzene (28) in photostationary state (PSS) in cyclohexane
and NaY and Na-MOR zeolites.

cis/trans Isomer ratio in PSS

NaY Na-MOR
Wavelengtha/nm Amountb C6H

d
12 (7.4 Å)e (7�0 × 6�5 Å�e

254 2 × 10−4 M 10/90
1 × 10−2 M 15/85

313 2 × 10−4 M 80/20
1 × 10−2 M 55/45

254 6�9 × 10−5 mol/g 20/80
313 3�4 × 10−5 mol/g 75/25

6�9 × 10−5 mol/g 80/20
1�4 × 10−4 mol/g 80/20

254 saturatedc 20/80
313 saturatedc 50/50

a Effective excitation wavelength.
b Concentration of c- and t-28 in cyclohexane and amount of t-28 loaded in 1 g zeolite.
c Cavities of Na-MOR were saturated by t-28.
d In cyclohexane.
e Pore size.
Source: Reprinted with permission from [94], M. Kojima et al., Mol. Cryst. Liq. Cryst. 344, 179 (2000).

© 2000, Taylor & Francis Ltd.
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as well as the appearance of a new absorption band at longer
wavelengths. No photochromism was observed and this was
attributed to the isomerization of the zwitterionic form to
other stereoisomers, possibly by rotation about C C or
C N bonds with partial double bond character.

Photo-induced electron transfer isomerization of c-16 in
Y zeolite cavities using 2,4,6-triphenylpyrylium cation (TP+),
an electron accepting sensitizer, was studied by Corma et al.
[102]. Isomerization of the cis- to trans-isomer occurred

N

Na

N

Figure 14. Optimized structure for trans-azobenzene (t-28)–Na+ com-
plex calculated using the AM1 method. Reprinted with permission from
[94], M. Kojima et al., Mol. Cryst. Liq. Cryst. 344, 179 (2000). © 2000,
Taylor & Francis Ltd.
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via the corresponding cation radicals. The reaction was not
affected by the presence of oxygen. This contrasted with
the expensive photo-oxygenation by 2,4,6-triphenylpyrylium
tetrafluoroborate under homogeneous conditions. A higher
contribution of the in-cage isomerization, associated with
retardation of back electron transfer in the ion radical
pairs, appeared to be the most noticeable characteristic
of the intrazeolite process (Scheme 18). When the novel
aluminosilicate MCM-41 with 20 Å monodirectional chan-
nels hexagonally arranged was used as a host, the cis-to-
trans photo-induced electron transfer isomerization of 16
occurred more efficiently than in Y zeolite [103].

Lakshminarasimhan et al. [104] also studied photo-
induced electron transfer isomerization of 16 with
N-methylacridinium as the sensitizer and found that iso-
merization of c-16 cation radical to t-16 occurred. Their
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proposal that a recombination of ion radicals resulted in
excited triplet state 16 was based on a cis/trans isomer ratio
in the photostationary state similar to that obtained using
2-acetonaphtone as a triplet sensitizer. Diffuse reflectance
flash photolysis studies showed that independent of the iso-
mer being sensitized only t-16 cation radical is formed.
However, the T-T absorption spectrum for the triplet 16,
believed to have been generated, was not observed by this
time resolved spectroscopy.

5.4. Photodimerization

On the basis of fluorescence spectra, it was estimated that
the number of pyrene molecules per unit cell needed to form
an excimer was 0.14–0.30 and 0.02–0.08 in X and Y zeolites,
respectively [105, 106]. The excimer emission was observed
at a value of 0.00034 in zeolite L, while only the monomer
emission was seen at the same value in Mordenite [107]. It
has been found that the diffusion rate of guest molecules
between the cages slows considerably [108]; therefore, it
seems likely that the excimer emission observed coincided
with the formation of the ground state complexes. These
results indicate that guest molecules do not exist homo-
geneously in the cavities even in the smallest quantity of
adsorbed molecules.

The intermolecular interaction of guest molecules is prob-
ably enhanced in zeolite nanocavities as described above.
But, although numerous investigations of the photodimer-
ization of alkenes in solution have been reported, there are
few studies of this process in zeolites. Ramamurthy et al.
studied [2 + 2] photodimerization of acenaphthylene (34) in
metal-cation exchanged Y zeolites (Scheme 19) [109]. It was
found that the ratio of the cis- (35) and trans-cyclobutane
dimers (36) changed depending on the intersystem crossing
rate enhanced by the metal cations.

hν +

34 35 36

Scheme 19

Lem et al. [110] studied regioselectivity and stereoselec-
tivity in [2 + 2] photodimerization of cyclopentenone (37)
and cyclohexenone (38) in X and Y zeolites. Both enones
formed a head-to-tail [2+ 2] dimer (HT) as the major prod-
uct in solution, while the major dimer produced in zeo-
lites was a head-to-head [2 + 2] dimer (HH), as shown
in Scheme 20. The ratio of HT/HH was lowest in CsX,
which also had the smallest supercage volume and the weak-
est electrostatic interaction of the ion. However, a simi-
lar result was obtained for 37 and 38 in NaX and CsX,
the relative free volumes of which were quite different.
Thus, it was suggested that the complexing effect of the
charge-compensating cation and the size constriction factor

in the NaY supercage probably played a role in controlling
regiochemistry.
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O O
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Scheme 20

Lalitha et al. [111] investigated the photodimerization
of trans-2-styrylpyridine (t-39) in various cation-exchanged
Y zeolite. At a lower loading level, trans-cis isomerization
was the only process observed. When the loading level was
increased, in addition to isomerization, significant amounts
of dimerization (40) and cyclization products (41) were also
observed with the product distribution, depending on the
free volume available inside the cages (Scheme 21). Acidic
zeolites such as HY and MgY were found to catalyze the
thermal reaction of t-39.
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Brancaleon et al. [112] studied photo-induced electron
transfer reactions between excited singlet acceptors and
arylalkenes included in NaX zeolites. Diffuse reflectance
flash photolysis studies indicated that quenching of singlet
cyanoaromatic sensitizers such as 2,3-dicyanonaphthalene
and 1-cyanonaphthalene by trans-anethole (42) and 21
occurred through electron transfer and yielded relatively
long-lived radical cations, which finally yielded the dimeric
cyclobutane products as in solution (Scheme 22 and
Figure 15). However, the dimer ratios were substantially
different with the cis/syn cyclobutanes formed preferen-
tially in the zeolite reactions, presumably as a result of the
constraints imposed by the restricted space of the zeolite
supercage.
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Figure 15. Transient spectra measured after 355-nm excitation of 2,3-
dicyanonaphthalene (10 �mol/g) plus trans-anethole (42: 52 �mol/g) in
NaX under nitrogen (•) and oxygen (�). The insert shows the spec-
trum obtained by direct 266-nm excitation of an oxygen-saturated sam-
ple of 10 �mol 42 in NaX. Reprinted with permission from [112],
L. Brancaleon et al., J. Am. Chem. Soc. 120, 4926 (1998). © 1998, Amer-
ican Chemical Society.

5.5. Photo-Fries and Photo-Claisen
Rearrangements

Pitchumani and Gu et al. demonstrated by investigating
photo-Fries rearrangements of phenyl acetate (35), phenyl
benzoate (43) [113], and 1-naphthyl esters (44) [114], in
addition to photo-Claisen rearrangements of allyl phenyl
ether (45) [113] and aryl benzyl ethers (46) [115], that sharp
selectivity consisted in a subtle matching of size and shape of
reactants and/or products with the size and shape of pores,
cages, and pore volumes of the intracrystalline zeolite phase.
In the photorearrangements, a nearly 1 � 1 mixture of ortho
(47 and 48) and para isomers (49 and 50) was normally pro-
duced in solution (Scheme 23). However, the photoreactions
in zeolites were controlled selectively toward either the ortho
or the para products by conducting the reactions either in
faujasites X and Y or pentasils ZSM-5 and ZSM-11, respec-
tively. For the photo-Fries reactions of phenyl acetate and
phenyl benzoate in X and Y zeolites, the formation of the
ortho isomer was highly selective (76–98%). This selectivity
was not the result of shape exclusion since both the ortho
and para isomers fit well within the supercage. Therefore, it
was suggested that the selectivity resulted from the restric-
tions imposed on the mobility of the phenoxy and the acyl
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(benzoyl) fragments by the supercage framework and also
by the interaction with the cations. Vasenkov and Frei mon-
itored a transient at 2125 cm−1 assigned to acetyl radical
generated in NaY by means of step-scan FT-infrared spec-
troscopy of 1-naphthyl acetate and gained a better mecha-
nistic understanding of the photo-Fries reaction [116]. The
kinetic result was interpreted in terms of a complete separa-
tion of the photogenerated pairs from the parent supercage,
followed by random walks in the subspaces of the zeolite lat-
tice imposed by the much less mobile precursor molecules.
It is likely that these forced the geminate radicals to react
and thereby contributed to the high selectivity of the pho-
torearrangement.

For pentasils ZSM-5 and ZSM-11 only, the para isomers
fit the shape and size of the zeolites. Indeed, when photolysis
was conducted in water and 2,2,4-trimethylpentane, a clear
preference for the para isomer was observed.

5.6. Spectroscopy and Photoreaction
of Short-Lived Species

H+-exchanged zeolites such as HY, H-mordenite, and
H-ZSM-5 have strong Brønsted acid sites. Using the strong
acid sites and an electrostatic field in the zeolites, it has
been possible to generate very stable carbocations in the
cavities [17–23, 46–48, 117]. Garcia et al. [118] investi-
gated the photoisomerization of 1,3-diphenylpropenylium
(51) and 1,5-diphenylpentadienylium (52) ion generated
within acid ZSM-5 and Mordenite zeolites as a per-
sistent species by adsorption of �,�-disubstituted �,�-
diphenylalkanes (Scheme 24). Irradiation of these allylic
cations produced in zeolites led to cis-trans isomerization as
the only observable process.
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O’Neill et al. studied the reactivity of 4-methoxycumyl
cation (53) [119] and 9-fluorenyl cation (54) [120] generated
in nonacidic zeolites using nanosecond laser flash photoly-
sis (Schemes 25 and 26, respectively). In dry zeolites, the
absolute reactivity of 53 was found to be heavily dependent
on the nature of the alkali counterion, the Si/Al ratio, and
the framework morphology, with the lifetime of the carbo-
cation in Na� being almost 10,000-fold longer than in CsY.
The observation of the highly reactive and highly unstable
54 under these conditions afforded a remarkable example
of the extraordinary ability of nonproton exchanged zeolites
to provide kinetic stabilization for electrophilic guests. The
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reactivity of 54 was found to be highly influenced by the
nature of the alkali metal counterion, as well as by the inclu-
sion of cosolvents within the zeolite matrix.

Turro et al. [121] investigated supramolecular effects on
the dynamics of radicals generated in zeolites. Isomeric
pairs of p�p′-dialkyl-substituted phenyl benzyl ketones (55)
adsorbed on MFI zeolites (silicalite and ZSM-5) were pho-
tolyzed and investigated by electron paramagnetic resonance
(EPR) spectroscopy. The photolysis produced persistent
“benzoyl-type” and “benzyl-type” radicals, which depended
on the length and position of the p-alkyl chain. The photol-
ysis of dibenzyl ketones (56) adsorbed on MZSM-5 (M =
Li, Na, K, Rb, Cs) zeolites also produced persistent carbon-
centered radicals that were easily observed by conventional
steady-state EPR spectroscopy (Scheme 27) [122, 123]. The
lifetimes of the radicals increased as the group X attached
to the carbon atom at the radical center increased from X =
H (t1/2 ca. 2 min) to X = (CH2�4CH3 (t1/2 > 200 min), as
can be seen in Figure 16. In addition, it was shown that the
radical lifetimes depended heavily on the size of the metal
cation (t1/2 ca. 10 min for Li and t1/2 > 200 min for Cs), as
can be seen in Figure 17.

Cozens et al. directly observed a single “free” ben-
zyl radical by means of a nanosecond diffuse reflectance
laser photolysis of phenylacetic acid (57) incorporated into
cation-exchanged Y zeolites [124] (Figure 18). The spec-
tra showed a strong absorption band centered at 315 nm
and a shoulder at 305 nm that coincided with the known
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Scheme 27

Figure 16. CW-EPR spectra (right) of radicals 1R–4R@NaZSM-5 pro-
duced by photolysis of 56@NaZSM-5 (�irr > 280 nm) and correspond-
ing decay kinetics of the EPR signal (left) after short irradiation (10 s,
�irr > 280 nm). Reprinted with permission from [123], N. J. Turro et al.,
J. Org. Chem. 67, 5779 (2002). © 2002, American Chemical Society.

absorption spectrum for the benzyl radical in solution. The
mechanism proposed for the generation of the benzyl rad-
ical is shown in Scheme 28. A second weaker absorp-
tion band at 350 nm was assigned to a benzyl anion
on the basis of a quenching experiment using oxygen
and product analysis. On laser photolysis of xanthene-9-
carboxylate (58) incorporated in NaY in the absence of
oxygen, prompt formation of the xanthyl radical and the
xanthylium cation was observed [125]. The xanthyl radical
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Scheme 28

Figure 17. CW-EPR spectra (right) of the radical 2R on cation-
exchanged zeolites (2R@MZSM-5) produced by photolysis of
56@MZSM-5 (�irr > 280 nm) and corresponding decay kinetics of the
EPR signal (left) after short irradiation (10 s, �irr > 280 nm). Reprinted
with permission from [123], N. J. Turro et al., J. Org. Chem. 67, 5779
(2002). © 2002, American Chemical Society.
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Figure 18. Transient diffuse reflectance spectrum generated upon 266-
nm laser photolysis of phenylacetic acid in evacuated (10−3 Torr) NaY
under dry conditions. The inset shows the transient spectrum after the
sample was exposed to the atmosphere for a period of 10 s and then
reevacuated (10−3 Torr). Spectra were recorded at (�) 0.20, (�) 0.74,
(�) 1.76, and (•) 6.36 �s after the laser pulse. Reprinted with permission
from [124], F. L. Cozens et al., J. Am. Chem. Soc. 120, 13543 (1998).
© 1998, American Chemical Society.

was formed by photoionization of 58 to the corresponding
acyloxy radical, which then rapidly decarboxylates, as illus-
trated in Scheme 29. The xanthylium cation was produced
by photoionization of the xanthyl radical. In addition, in the
presence of oxygen, the formation of the xanthylium cation
was also heavily dependent on the zeolite counterion.
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5.7. Photochemical Asymmetric Induction

The chiral induction of chemical reactions has been one of
the main concerns of chemists for the past few decades.
While great advances have been made in thermal asymmet-
ric synthesis [126, 127], asymmetric photochemical reactions
have not enjoyed the same level of success [128, 129]. How-
ever, several photochemists are exploring the possibility of
employing zeolites as media for conducting chiral induction
during photoreactions [130–132].

5.7.1. With No Chiral Inductor
Noh et al. [133] studied the diastereoselectivity in the
photocyclization of �-(o-ethylphenyl)acetophenone (59) to
1-methyl-2-phenyl-2-indanol (60) in X and Y zeolites
(Scheme 30) and made comparisons with the diasteroselec-
tivity in isotropic solvents. The E/Z ratios in the zeolites

were much higher than in isotropic solvents. The ratios for
the X zeolites were found to decrease as the cation size
increased from Li+ to Cs+, but this was not the case with
the Y zeolites. The diastereoselectivity observed in the zeo-
lites was interpreted using the conformational restriction
imposed by the cavity size.
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Lalitha et al. [134] found that irradiation of 2-phenyl-
propionic acid (61) in various cation-exchanged Y zeolites
led to the predominant formation of dl-2,3-diphenylbutane
(62) over the meso-isomer, in marked contrast to photolysis
in isotropic solvents (Scheme 31). This zeolite-induced dias-
teroselectivity was attributed to steric and electronic factors.
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The ene reaction of 1O2 with the chiral alkene 2-methyl-5-
phenyl-2-hexene (63) in solution was not regioselective and
exhibited very poor diasteroselectivity (∼10% de), as shown
in Scheme 32. In contrast, in thionin-supported NaY, sig-
nificant enhancement of product regioselectivity (94%) and
diastereoselectivity (44% de) was obtained [135].

5.7.2. With a Chiral Inductor
Irradiation of achiral tropolone methyl ether (64) [130,
136], tropolone ethyl phenyl ether (65) [130, 137], and (S)-
tropolone 2-methyl butyl ether (66) [130, 138] in solution
undergoes a four �-electron disrotatory ring closure to yield
the chiral bicycle[3.2.0] product 67. For 64 and 65, a racemic
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mixture of 67 was produced as the result of an equal proba-
bility of “in” and “out” rotation, as illustrated in Scheme 33.
However, irradiation of 64 with (−)-norphedrine, a chiral
inductor, in NaY at −20 �C produced 50% ee. For 65, it
was found that the nature of the favored enantiomer was
reversed between wet and dry zeolites and between NaY
and NaX. The extent of ee depended on water content, the
nature of the cation (Li+, Na+, K+, Rb+), and the number
of cations (NaY versus NaX). For 66, it was clearly shown
that the cation controlled both the extent and the direction
of diastereoselectivity.
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Wada et al. [139] reported that enantio-differentiating
photoisomerization of (Z)-cyclooctene (Z-68), sensitized by
(R)- or (S)-1-methylheptyl benzoate immobilized in zeolites,
afforded the respective enantiomer pair, (−)- and (+)-(E)-
isomer (E-68) in 5% ee (Scheme 34), while racemic E-68
was obtained on photosensitization with the sensitizer pair
in an isotropic solvent.

hν (254 nm)
pentane slurries at 25 oC
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Scheme 34

5.7.3. With a Chiral Auxiliary
It was demonstrated by Chong and Sivaguru et al. [140, 141]
that alkali metal cation-exchanged Y zeolites significantly
enhanced asymmetric induction in the photoisomerization
of a number of cis-1,2-diphenylcyclopropane derivatives (69)
containing a chiral auxiliary (Scheme 35). The same chiral
auxiliary failed to effect asymmetric induction during irradi-
ation in solution. This fact suggested that the confined space
of the zeolite was essential to force a chirally significant
interaction between the auxiliary and the site of reaction on
the three-membered ring. In addition, it was found that the
cations present in the zeolite not only controlled the extent
of diastereoselectivity but also the isomer that was being
enhanced.

Jayaraman et al. further confirmed the enhancement
of enatio- and diastereo-selectivities via confinement
in zeolites by exploring both the photorearrangement
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of 2,2-dimethylnaphthalenone (70) [142] and 2,4-
cyclohexadienones (71) [143], and the Norrish–Yang
reaction of 2-benzoyladamantane-2-carboxylic acid deriva-
tive (72) [142] with covalent chiral auxiliaries (Schemes 36
and 37). They also investigated the photochemical conver-
sion of �-oxoamides (73) into �-lactam derivatives (74)
(Scheme 38) [144].
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A combination of a chiral inductor and a chiral auxiliary
succeeded in boosting the photoproduct de for 66 [138, 145],
but failed to do the same for 2�,3�-diphenylcyclopropane-
1�-carboxylic acid (75) [146]. Although the uniqueness of
zeolites as media-inducing enatio- and diastereo-selectivities
has been established in the studies described above, the fac-
tors that control the high chiral induction in zeolite with
respect to solution are yet to be established.

6. CONCLUDING REMARKS
Zeolite nanocavities continue to hold considerable attrac-
tion for photochemists because of the unique characteristics
regulating the spectroscopic and photochemical behavior of
included organic substrates. However, it should be noted
that the acidity of Brønsted and Lewis acid sites in zeo-
lites may change during the preparation and/or pretreat-
ment for adsorption of organic guest molecules even if the
same type of zeolite is used. This problem sometimes makes
it difficult to reproduce the results obtained in another
laboratory. In addition, co-adsorbents such as water and
organic solvents might influence the reactivity of organic
guest molecules in the ground and excited states. There-
fore, experimental conditions must be carefully arranged.
However, there is no doubt that zeolites have considerable
potential to act as novel microreactors, which control the
spectroscopic and photochemical behavior of organic guest
molecules. It is also likely that the use both of transparent
poly(dimethylsiloxane) or polyimide films of zeolites incor-
porating organic guests [147] and also zeolite-coated quartz
fibers as media for photochemical and photophysical study
[148] will lead to practical applications in industry and to
further developments in nanotechnology.

GLOSSARY
Contact charge-transfer (CCT) Electronic interaction in
which the highest occupied molecular orbital of an electron
donor makes contact with the lowest unoccupied molecular
orbital of an electron acceptor.

Excited singlet state Electronically excited state in which
two electrons spin in opposed directions.
Excited triplet state Electronically excited state in which
the spin of two electrons is parallel.
Fluorescence The emission of light by a molecule in the
excited singlet state.
Intersystem crossing The process of crossing from the
excited singlet state to the excited triplet state.
Laser photolysis Photochemical reaction caused by laser
light in order to measure time-resolved absorption spectra
for short-lived species.
Photophorescence The emission of light by a molecule in
the excited triplet state.
Photostationary state (PSS) The state of equilibrium
reached photochemically in which the ratio between start-
ing materials and products remains unchanged on further
irradiation.
Singlet oxygen A reactive oxygen molecule in the excited
singlet state.
Zeolite supramolecule Molecules adsorbed in zeolite cavi-
ties.
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1. INTRODUCTION
Since the discovery of carbon nanotubes (CNTs) by Iijima
in 1991 [1], they have attracted great attention as potential
electronic materials because of the one-dimensional tubu-
lar network structure on a nanometer scale. The variety
of band structures of the CNTs, being either semiconduct-
ing or metallic, depending on the chirality and diameter
of the CNT, is also a novel feature. For this reason, it is
expected that CNTs become model samples for an ideal one-
dimensional metal and an ideal one-dimensional semicon-
ductor. In addition, CNTs are also expected to be one of
the greatest candidates for nanotechnology materials, such
as nanometer scale wirings and nanometer scale devices
[2–4].
A CNT can be described as a single graphite (graphene)

sheet rolled into a cylindrical shape. A concentric tubu-
lar structure can be made of two or more nanotubes with
different diameters. The former and the latter are called
single-wall carbon nanotubes (SWCNTs) and multiwall car-
bon nanotubes (MWCNTs), respectively. The thinnest CNTs
are found in a most inner CNT of MWCNTs and SWCNTs
grown in zeolite AlPO4-5 (AFI) single crystals; the diam-
eter is about 0�4 nm [5, 6]. The diameter of thick CNTs
is at most a few 10 nanometers. In most cases, CNTs with
large diameters are MWCNTs; in the case of SWCNTs,
a cross-section will not be able to maintain circular struc-
ture but it will be distorted. Moreover, in MWCNTs with
large diameters, structure strongly depends on production
conditions and can be not only concentric, but also the

structure in which a graphene is scrolled up—a polyhedral
graphite tube with defects at the vertex and mixtures of them
[7–10].
For the theoretical approach and the interpretation of

experimental results, SWCNTs are suited, because interac-
tion between layers and the effect of defects must be taken
into consideration in the case of MWCNTs. Most of the
experimental observation had been on MWCNTs in the
beginning of research on CNTs. After the establishment of
a synthesis method for high-quality SWCNTs [11–13], exten-
sive research on SWCNTs, as well as MWCNTs, is per-
formed. Since researches field of photoconductivity of CNTs
reviewed in this article have a short history, only the research
for two kinds of SWCNT samples are reported [14–19].
Photoconductivity has not been observed in MWCNT sam-
ples. Therefore, if there is no notice, there will be a discus-
sion about the SWCNT in this article.
This chapter is organized as follows. The physical prop-

erties needed for discussion about the photoconductivity of
CNTs are presented in Section 2. In Section 3, the pho-
toconductive properties observed in two kinds of SWCNTs
are shown. Here, experimental methods are also described,
because introduction of this is important because it has been
succeeded only with a few groups in spite of many trials.
As related phenomena, two types of photo-induced current
modulations are presented in Section 4. Section 5 summa-
rizes the chapter.

2. PHYSICAL PROPERTIES
OF CARBON NANOTUBES

A number of excellent books and review articles have sum-
marized the physical and chemical properties of CNTs [2–4,
20, 21]. In this section, properties related to photoconduc-
tivity are briefly described.

2.1. Molecular Structure

A SWCNT can be made by rolling a graphene sheet into a
cylindrical shape [2–4, 20–23]. Although the tubular struc-
ture with any diameter and direction can be made when
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we make it from papers without a pattern on the surface,
the network structure of carbon has to be take into account
for CNTs. In a graphene sheet, carbon atoms form a two-
dimensional network of a six-membered ring, namely, a
hexagonal (or honeycomb) lattice by connecting their three
sp2 hybrid orbitals. There are two sites, A- and B-site, in
the graphene: one carbon is bonded to three carbons of
another site. When graphene is rolled into cylindrical shape
and one carbon is put on any other carbon in the same
site, a CNT can be formed in principle. Relation between
these two overlapped carbon atoms on the graphene can be
described by chiral vector Ch = na1 +ma2, where n, m are
integers and a1� a2 are the unit vectors of the graphene. The
direction of the chiral vector Ch is perpendicular to the CNT
axis and its length, L ≡ �Ch� = a	n2 +m2 + nm
1/2 is equal
to that of circumference of the CNT, where a is the length
of a1 and a2. In actuality, because a sp2 hybrid orbital cannot
be maintained for small diameters and the tubular structure
is distorted for large diameters, the diameter of SWCNTs is
considered to be about 0.4–2.0 nm.

2.2. Electronic Structure

It is intelligible when the electronic structure of a SWCNT,
as well as molecular structure, is considered on the basis
of a graphene sheet [20–25]. It is necessary to consider the
periodic boundary conditions along the circumference of
the CNT to the electronic structure of the graphene. Since
the graphene sheet has a hexagonal lattice, the first Brillouin
zone becomes a right hexagon. In energy-dispersion rela-
tions, the �∗ (conduction) band and the � (valence) band
are degenerate only at the six corners of the hexagonal first
Brillouin zone, K and K ′ points, which the Fermi energy
passes. Since the density of states at the Fermi energy is
zero, the graphene is a zero-gap semiconductor. Although
all the points in the first Brillouin zone are allowed for the
graphene sheet, in the case of CNTs, allowed points are
only on the line prolonged in the direction of the CNT axis
through the � point (the center of the first Brillouin zone)
and the parallel lines that separated 2k�/L (k: integer) from
this line. Therefore, when these straight lines pass throughK
(K ′) points, since energy dispersion will pass Fermi energy,
CNTs become metallic. The distance between K (K ′) points
and the allowed line through the � point is 2� (2n+m
/3L.
As a result, when 2n+m, that is, n−m, is the multiple of 3,
CNTs become metallic. In other cases, CNTs become semi-
conducting. In the energy dependence of density of states
in CNTs, van Hove singularity (VHS) appears to be reflect-
ing one-dimensional nature. Moreover, because �∗ (conduc-
tion) and � (valence) bands are almost symmetrical, the
density of state near the Fermi energy shows the symmetri-
cal energy dependence in respect to the Fermi energy.

2.3. Optical Absorption

Theoretical prediction shows the optical transition takes
place only between symmetrical bands, under the configura-
tion that the polarization vector E is parallel to the nanotube
axis by taking into account the depolarization effect [26].
Corresponding to high transition probability between the
symmetric VHSs, three characteristic absorption bands in

an optical absorption spectrum are observed in the energy
range from an infrared region to a visible region [13, 27].
Two absorption bands in the lower energy and one at the
highest energy originate from semiconducting and metallic
SWCNTs, respectively.
It is well known that the exciton binding energy becomes

infinite in the limit of an ideal one-dimensional electron-
hole system [28–30]. Therefore, the effect of exciton plays an
important role in optical absorption for the one-dimensional
system of SWCNTs. This effect is considered to mainly
modify the lowest band of the optical absorption spectrum,
which was predicted theoretically [31]. Experimental results
of optical absorption are consistent with this prediction
[13, 27].

2.4. Electronic Transport Properties

Although there are many findings of novel properties and
functions, such as single electron transport [32, 33], spin
transport [34], rectification [35, 36], switching function [37],
tunable electronic structure by magnetic fields [38, 39], sin-
gle molecule CNT transistors [40–42], and superconductiv-
ity [43, 44] in electron transport properties, we focus on
the electron scattering—ballistic or diffusive. The ballis-
tic conduction in CNTs even at room temperature (RT)
was pointed out by observation of quantized conduction in
MWCNTs at first [45]. Ballistic conduction of SWCNTs was
proposed by the detailed analysis of the coulomb blockade
behavior of SWCNTs which act as a quantum dot [32]. From
the subsequent research for semiconducting SWCNTs, the
mean-free path is estimated to be about 100 nm which is
about one-tenth of the CNT length, and the result suggests
diffusive conduction in semiconducting SWCNTs in spite of
ballistic conduction in metallic SWCNTs [46]. This is con-
sidered to be due to the electron scattering at defects and
the bending parts of CNTs.

3. PHOTOCONDUCTIVITY
OF CARBON NANOTUBES

The research on photoconductivity for two kinds of
SWCNTs has been reported. One is observed in the
SWCNTs with a diameter of about 1.4 nm, being closed-
packed into bundles and forming a two-dimensional tri-
angular lattice [14–17]. Another is in the SWCNTs, with
a diameter of about 0.4 nm grown in zeolite AlPO4-5
(AFI) single crystals, which are one type of the thinnest
SWCNTs [18, 19]. In MWCNTs, photoconductivity has not
been observed thus far.

3.1. Single-Wall Carbon Nanotube Bundles

Photoconductivity of CNTs has been discovered in the film
sample of SWCNT bundles, and the most detailed research
has been performed for this sample [14–17]. In this sec-
tion, detailed experimental methods for the observation,
photoconductive properties, and possible mechanisms are
presented.



Photoconductivity of Carbon Nanotubes 571

3.1.1. Experimental Technique
The samples of SWCNT bundles were synthesized by evap-
oration of composite rods of nickel (Ni), yttrium (Y), and
graphite in helium atmosphere by arc discharge [12, 13] or
ablating a graphite target containing Ni and cobalt (Co) cat-
alysts at 1250 �C in an argon atmosphere by using a pulsed
Nd:YAG laser [11]. Observations by transmission electron
microscopy (TEM) revealed that soot is mainly composed of
SWCNTs and also amorphous carbons and metal particles.
The diameter of the SWCNTs is determined to be about
1�4± 0�2 nm by the Raman frequency of a breathing mode
and TEM observation. The typical length of SWCNT bun-
dles estimated by scanning electron microscopy (SEM) is a
few micrometers.
To prepare film samples, soot-containing SWCNTs were

dispersed in methyl alcohol by an ultrasonic vibrator and
suspension of SWCNTs was dropped on a glass substrate.
The typical film sample size is about 100 �m × 100 �m and
the thickness of the film is between 300 and 500 nm. The
samples were annealed in vacuum at 10−6 Torr and 673 K
for 2 hours to remove the absorbed gases and methyl alco-
hol from samples. A pair of gold electrodes separated by a
10-�m gap was evaporated in vacuum onto the surface of
the film samples and connected to a DC regulated power
supply (100 mV). In order to reduce the number of junc-
tions between SWCNTs in the current pass, the narrow gap
of 10 �m was chosen because the resistance of the junctions
dominates the total resistance of the sample and obscures
the intrinsic transport properties of SWCNTs.
The samples were mounted in a continuous-flow cryostat

and cooled by flowing the vapor of liquid He and liquid N2
in the temperature range from 10 K to RT and from 100 K
to RT, respectively. As a light source, an optical paramet-
ric oscillator (OPO), excited by a pulsed Nd:YAG laser, was
used. The photon energy was in the range of 0.5 to 2.8 eV
and the pulse duration was 5 ns. The light intensity is from a
few tens nJ/pulse to 1500 nJ/pulse. The temporal profiles of
the laser pulse and the photocurrent were monitored with
a digitizing oscilloscope. In order to avoid spurious ringing
in the fast pulse detection, we were obliged to use the input
impedance of the oscilloscope (50 �) as the reference resis-
tor, despite the obvious disadvantage of lower sensitivity.
The resistance of samples in the dark is ca. 100 � at RT and
800 � at around 10 K.

3.1.2. Observed Behaviors
The temporal evolution of photocurrent shows a Gaussian-
like peak with a 5 ns width corresponding to the pulse
duration of the laser. Photocurrent increases with increas-
ing incident light intensity. When photocurrent is less than
10 �A, the photocurrent intensity responds linearly to inci-
dent light intensity. On the other hand, it shows a satura-
tion behavior above 10 �A; this saturation is often observed
under intense light intensity and might be due to the lack
of replenishment of carriers [47]. In photoconductivity exci-
tation spectra estimated from the slope of the linear part in
light intensity dependence of photocurrent, two clear peaks
in photoconductivity excitation spectra at RT are observed
around 0.7 and 1.2 eV. These energies are very close to
the energy difference of first and second symmetrical pairs

of VHSs of semiconducting SWCNTs with a diameter of
1.4 nm. In addition, these spectra are very similar to the
optical absorption spectra of SWCNTs prepared by the same
method [13, 27].
The photoconductive response at 13.2 K is much higher

than that at RT, whereas the optical absorption is hardly
enhanced even at a low temperature [48]. Moreover, the
enhancement strongly depends on the photon energy; the
intensities of the peak in photoconductivity excitation spec-
tra at 0.7 and 1.2 eV were enhanced by about two and one
orders of magnitude, respectively. The observed photocon-
ductive response monotonically increases with a decrease in
temperature between 10 K and RT, and shows the saturation
around 10 K.

3.1.3. Mechanism
From the correspondence between the optical absorp-
tion spectra of semiconducting carbon nanotubes and pho-
toconductivity spectra, it is clear that the photocurrent
originates from photoexcitation of electrons in semiconduct-
ing SWCNTs. Temperature dependence of photoconductiv-
ity ��	T 
 can be represented by ��	T 
= �n	T 
×e�	T 
=
�n	T 
	e2/m∗
 {l	T 
/v	T 
}, where �n	T 
, e, �	T 
, m∗,
l	T 
, and v	T 
 are carrier numbers increased by light irra-
diation, carrier charge, mobility of charge carrier, effec-
tive mass of charge carrier, mean-free path, and thermal
velocity [47]. Therefore, the temperature dependence of
��	T 
 should be attributed to that of �n	T 
 and/or �	T 
 ∝
l	T 
/v	T 
. T −3/2 dependence of �	T 
 is expected in con-
ventional semiconductors with the regime of the diffusive
transport due to electron–phonon interactions, because l	T 

and v	T 
, respectively, follow T −1 and T 1/2. On the other
hand, by assuming the ballistic conduction, l	T 
 is expected
to be limited to the nanotube length and to become inde-
pendent of temperature. In this case, �	T 
 is expected to
follow T −1/2. Therefore, ��	T 
 is expected to follow T −3/2

or T −1/2 for the interband transition, because �n	T 
 hardly
depends on temperature. In this way, photoconductivity
increases with a decrease in temperature for the interband
transition, although temperature dependence of photocon-
ductivity changes owing to the type of transport—ballistic or
diffusive.
If exciton absorption is dominant in the semiconduct-

ing SWCNTs, as pointed out by the theoretical and exper-
imental approach on optical absorption [13, 27, 31], free
carriers contributing to the photoconductivity �n	T 
 are
created through thermal dissociation of excitons. In this
case, �n	T 
 will decrease with a decrease in tempera-
ture, and then, ��	T 
 will decrease, which is contrary to
the experiment result. Experimental results naively support
the theory that the photocarriers originate from the usual
interband transition. Very recently, photoconductivity was
observed in SWCNTs with the diameter of 0.4 nm [18, 19] as
described in the next subsection. Since these samples have a
stronger one-dimensional structure, binding energy of exci-
ton is expected to be much larger than our samples. It is
expected that the comparison of the photoconductive prop-
erties between these samples gives valuable information to
solve this contradiction.
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3.2. Single-Wall Carbon Nanotubes
in Zeolite Single Crystals

Another example of observation of photoconductivity is
shown in this section [18, 19]. Novel features of this type
of sample are the smallest diameter and the almost perfect
alignment of SWCNTs in the zeolite single crystals. For these
reasons, this sample is very suitable for estimation of the
effect of the one dimensionality and the optical anisotropy.

3.2.1. Experimental Technique
The samples of SWCNTs in one-dimensional channels of
zeolite AFI single crystals were synthesized by thermal treat-
ment of paralyzed carbon encapsulated in the AFI crys-
tal at 500–800 �C [6, 49]. Single-wall carbon nonotubes
are grown in one-dimensional channels along the c-axis of
AFI. Observations by TEM revealed that after dissolving the
AFI framework residual materials are SWCNTs and raft-
like graphite; the diameter of the SWCNTs is determined to
be about 0�42± 0�2 nm. Three possible structures, 	n�m
 =
	5� 0
� 	3� 3
� 	4� 2
, are proposed for this type of nanotube.
Typical dimensions of an AFI single crystal containing SWC-
NTs are 75–160 �m in a cross-section diameter of a hexag-
onal face and ca. 300 �m in length along the c-axis of AFI.
The gold wires of 100–150 mm in diameter were attached

to both hexagonal faces of the AFI single crystal. Bias volt-
age was applied between these two wires by a DC regulated
power supply up to 1.5 V. Current flows along the c-axis of
AFI, namely, the CNT axis. Linearly polarized light from
a CW-Ar+-ion laser or a CW-Ti/sapphire laser pumped by
an Ar+-ion laser was focused onto the central part of one
surface of the AFI crystal. The direction of incident light is
perpendicular to the CNT axis. The size of the illuminated
spot was set about 100 �m in diameter. The resistance of
samples in the dark is around 100 M� at RT.

3.2.2. Observed Behaviors
Conductance increases during the photo irradiation with
the period of about 10 s. The response time is less than
50 ms. Photocurrent is proportional to the incident light
intensity at low intensities. Although neither photon energy
dependence (photoconductivity excitation spectra) nor tem-
perature dependence have been investigated in detail, the
information about optical anisotropy have been presented
in this sample. By using this sample, it is confirmed that
three absorption bands characteristic of CNTs are observed
when a polarization vector is parallel to the c-axis of the
AFI crystal (E � c), that is, the CNT axis, whereas opti-
cal absorption has hardly been detected for the case that
the polarization vector is perpendicular to the nanotube axis
(E ⊥ c) [19, 50, 51], which is consistent with the theoretical
prediction as described in Section 2–3 [26]. Corresponding
to this, photoconductive response strongly depends on the
angle between the polarization vector and the CNT axis;
photocurrent for E � c is about twice as large as that for
E ⊥ c.
Intrinsic resistance of the SWCNT sample in the dark

increases to more than twice the values by irradiating an
intense light of about 10 mW. During the process of an
increase in the resistance, the increases in photoconductive

response and in optical anisotropy are also observed. This
result suggests that the intense light irradiation results not in
the collapse of CNTs but in the increase in an effective semi-
conductor SWCNT, namely, the rearrangement of the nano-
tube structure within zeolite—for example, the connection
of a divided semiconductor nanotubes and the structure con-
version from the metallic SWCNTs to semiconducting ones.

4. RELATED PHENOMENA
In this section, two related phenomena, photo-induced cur-
rent modulation, are presented.

4.1. Conductance Modulation Due
to the Molecular Photodesorption

Conductance of an individual semiconducting SWCNT
decreases by 10% upon ultraviolet (UV) illumination in air,
NO2, and NH3 atmosphere, contrary to the photoconductive
response [52]. The conductance recovers after the light is
turned off. This reaction occurs in reverse by repeating irra-
diation of light. This is caused by photodesorption of gases
which acts as an electron donor or accepter. Through pho-
todesorption of molecules, SWCNTs becomes intrinsic semi-
conductors without any carrier doping and its conductance
decreases. Therefore, when UV illumination is performed
in a high vacuum, the conductance decreases drastically by a
few orders of magnitude, and exhibit no appreciable recov-
ery when the light was switched off.

4.2. Photo-Induced Tunneling Current
in STM Measurements

It is expected that the local photocurrent can be measured
by the scanning tunneling microscopy (STM) method [53].
A photo-induced tunneling current is observed for semi-
conducting and metallic SWCNTs, only when the photon
energy exceeds energy difference of the first symmetrical
pairs of VHS in the density of state. It is observed at both
a positive and negative bias voltage of STM measurements,
and increases linearly to the light intensity and is reversible.
Although this behavior is preferred to observations of pho-
toconductive response and electronic structure modulation
through light irradiation in nanometer scale spatial resolu-
tion, it is necessary to clarify the extrinsic effects, such as
the effect of thermal expansion of the CNT sample and the
tip of STM to tunnel current, which is extremely sensitive to
the distance between the sample and the tip.

5. SUMMARY
In this chapter, we have reviewed current states of photo-
conductivity of carbon nanotubes. Photoconductive proper-
ties for the bundles of SWCNTs with a diameter of 1.4 nm
and the SWCNTs with a diameter of 0.4 nm in Zeolite
single crystals are presented. Two types of photo-induced
current modulation are also presented. The mechanism of
photoconductivity is still unclear because of its short his-
tory. However, from the viewpoint both of nanoscale sci-
ence and practical application for nano-scale devices, the
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understanding of this phenomenon is very important. It is
expected that the origin of photocarriers, the conduction
characteristic of a semiconductor nanotube—ballistic or dif-
fusive will be clarified from the detailed experiments on the
temperature dependence of photoconductivity. In addition
to this, the effect of the one dimensionality and the contribu-
tion of the exciton for the carrier generation will be clarified
by comparing the photoconductive properties between these
two types of SWCNTs with different diameters. This field is
now ongoing and will develop further.

GLOSSARY
Carbon nanotube (CNT) A tubular molecule made of car-
bon with nanometer diameter.
Exciton A mobile, electrically neutral, excited condition of
holes and electrons in a crystal. One example is a weakly
bound electron-hole pair.
Multiwall carbon nanotube (MWCNT) A type of carbon
nanotube with the structure that a concentric tubular struc-
ture can be made of two or more nanotubes with different
diameters.
Optical parametric oscillator (OPO) A laser-pumped crys-
tal with nonlinear optical properties that generates coher-
ent light whose output can be tuned continuously over wide
range of wavelengths.
Photoconductivity An electrical conductivity increase
exhibited by some nonmetallic materials, resulting from the
free carriers generated when photon energy is absorbed in
electronic transitions.
Photocurrent A current produced by photoelectric or pho-
tovoltaic effects.
Scanning electron microscope (SEM) A type of electron
microscope that uses a beam of electrons to scan the sample
surface, ejecting secondary electrons that form the picture
of the sample.
Scanning tunneling microscope (STM) A high-solution
microscope that can detect and measure the positions and
heights of individual atoms on the surface of the sample.
Single-wall carbon nanotube (SWCNT) A type of car-
bon nanotube with the structure that a single graphite
(graphene) sheet rolled into a cylindrical shape.
Transmission electronic microscope (TEM) A type of
electron microscope that uses magnetic lenses to transmit
a beam of electrons through the sample; the electrons are
then focused on a fluorescent screen to form an enlarged
image or a diffraction image.
van Hove singularity (VHS) A singularity observed in
energy spectrum of density of states for electrons and
phonons, showing divergences of the slope.
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1. INTRODUCTION
Cluster physics is by its very nature an interdisciplinary
field with connections to well established domains such as
chemistry, atomic physics, molecular physics, and solid state
physics [1–4]. These various branches of science have found
in clusters sort of a melting pot in which several concepts
and techniques have merged. For a long time, light has been
preferred tool of investigation of cluster properties. Inco-
herent light constitutes here the simplest, natural means
of approach and allows one to address the linear response
domain. This is the realm of the so-called optical response,
with clusters responding in the visible part of the electro-
magnetic spectrum, in a way similar to the response of atoms
in the sky, subject to solar radiations. This linear domain
provides clues on both static and dynamic properties of clus-
ters. In particular it is an especially powerful tool of inves-
tigation of structure properties, as we shall discuss. For a
few years, though, in relation to the rapid progresses in
laser technology, it has also become possible to investigate
truly dynamic properties of clusters subject to lasers of var-
ious intensities. Beyond the linear domain accessible to low
fluence lasers one can now routinely address problems in

the truly nonlinear domain with intense laser beams. In all
these situations, both in the linear and nonlinear domains,
it turns out that the basic electronic response of the clus-
ter, the aforementioned optical response, plays a key role,
both in metallic systems and in nonmetals. It is thus a key
issue in this field, whatever dynamical regime one wants to
address. We shall thus spend some time discussing its prop-
erties in some detail, before considering more “dynamical
situations.”
Large clusters at the nanometer scale contain hundreds or

thousands of particles and modelling them thus constitutes
a formidable task which requires simplifying assumptions.
Small clusters have been attacked with a variety of detailed
methods inherited mostly from chemistry and molecular
physics (from the experimental as well as the theoretical
points of view), and very large clusters can be studied with
methods imported from solid state physics. Intermediate size
clusters, typically in the nanometer range, constitute specific
systems which are yet little explored in detail. They require
dedicated approaches in between chemistry and bulk tech-
niques. The building of simple and realistic models hence
constitutes a key issue in the progress of the field, both to
guide experiments and to understand the produced results.
It is obvious that a detailed description, at the level of all
electronic and ionic degrees of freedom (even when restrict-
ing the approach to the least bound electrons), is far beyond
the possibilities of any practical calculation. One thus has
to employ simple pictures, based on microscopic consider-
ations, but dealing with more or less macroscopic or semi-
macroscopic quantities.
Simplifications are even more crucial when one aims at

describing cluster dynamics, which is a central issue for
understanding photodynamics of nanoclusters. Most experi-
ments on clusters indeed deal with light or electromagnetic
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576 Photodynamics of Nanoclusters

probes. The rapid development of laser technology in the
last few decades has allowed the attainment of large elec-
tric fields (comparable to the ones binding clusters together)
and on short time scales, typically of the order of electronic
time scales [5, 6]. One is thus in a position of studying the
response of clusters to short and strong electromagnetic sig-
nals which place the system far away from its ground state.
In such dynamical situations, there is an urgent need for
guidelines and the invention of simple tractable models is
thus a key issue.
It is the aim of this chapter to discuss the response of

clusters of various types to irradiations by light (in partic-
ular with various laser lights). A major goal will thus be
to describe the many types of measurements performed in
the various dynamical regimes attained as a function of the
intensity of the excitation process. And we shall emphasize
the key role played by the collective response of clusters
to light, the so-called optical response. We will also dis-
cuss examples of simple models dedicated to the study of
large clusters irradiated by lasers of various intensities. We
shall see that “back of the envelope models,” in particular
the Mie model of plasmon response, provide a key ingre-
dient for the understanding of the coupling between light
and nanoclusters. The latter model particularly allows one
to understand basic physical mechanisms at work. And yet
a more detailed explanation, and at least a semiquantita-
tive approach, requires more elaborate models, which can
be built in a rigorous way on the basis of well defined micro-
scopic approaches.
The chapter is organized as follows. We first discuss the

historical case of the coupling of metal clusters with light
(optical response). This corresponds to a regime of small
perturbation of the electron cloud. Elementary models (Mie
plasmon) allow one to understand the mechanism under-
lying the cluster’s response, but not at a fully quantitative
level. Similar plasmon behaviors are also observed in other
types of clusters than in metal clusters, although with slightly
different patterns, and we shall also discuss these situations.
We next consider the case of more violent laser irradiations.
We discuss in particular the very recent case of clusters sub-
ject to intense lasers and show that Mie plasmon again pro-
vides a key to understand the cluster behavior. However,
once again details of the response go beyond simple argu-
ments. The last part of the chapter is devoted to a discussion
of how to make progress in the understanding of the clus-
ters’s response by means of microscopic methods. We illus-
trate the achievements of such simplified approaches and we
sketch the next steps of development to reach an even more
coherent description of these various phenomena.

2. OPTICAL RESPONSE
IN NANOCLUSTERS

Because in metal clusters valence electrons move quasi
freely, they respond particularly easily to an electromag-
netic probe. This constitutes the so-called plasmon (or opti-
cal response) in metal clusters. Similar behavior can be
observed in other not strictly metallic objects such as carbon
systems. We shall discuss here these various aspects although

we shall particularly focus on the most important and most
studied case of metals.

2.1. Metal Nanoclusters

2.1.1. The Shining Colors
of the Optical Response

Clusters have been used for practical purposes for centuries.
The tailoring of fine dispersed pieces of material (clusters!)
inside bulk has been turned into an art by craftworkers, from
the Romans to modern artists. At least from a practical point
of view, how to tune the size of dispersed particles in a glass
to produce various colors has been known for a long time.
The understanding of colors of such small metal particles
goes back to Mie [15]. He addressed the question of the
response of small particles to light, and how this response
might depend on the size of the considered particle. And
Mie realized immediately the potential applications of such
studies for our understanding of the properties of matter.
Let us briefly quote him: “Because gold atoms surely dif-
fer in their optical properties from small gold spheres [it
would] probably be very interesting to study the absorption
of solutions with the smallest sub-microscopical particles;
thus, in a way, one could investigate by optical means how
gold particles are composed of atoms” [16]. Indeed the opti-
cal response of metal clusters to light is strongly dependent
on their size. This is illustrated in Figure 1 where the peak
response (to light) of clusters of various sizes is plotted pre-
cisely as a function of their size. As can be clearly seen,
the position of the peak response is monotonously linked to
cluster’s size, which explains the reflections of various colors
exhibited by glasses with metallic inclusions. In fact, what we
are seeing here is just the response of a metallic sphere to an
external electric field. It should thus be easy to understand
the basic mechanism responsible for this effect. And we go
back here to Mie’s picture. Let us briefly see how such an
approach works.
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Figure 1. Optical response of silver and gold clusters embedded in a
rare gas matrix. The peak value of the response is plotted as a func-
tion of inverse cluster radius. Reprinted with permission from [14],
M. Gaudry et al., Phys. Rev. B 64, 085407 (2001). © 2001, American
Physical Society.
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2.1.2. A Simple Model of the Optical
Response in Metals

Massive metal clusters, such as the ones included in glass
matrices, constitute typical examples of metallic spheres.
The valence electrons form there an almost uniform elec-
tron gas not too tightly bound to the ionic background. It is
thus no big surprise that a moderate external electric field
as delivered by natural visible light may easily affect such
clusters and possibly provide a fingerprint of some cluster
properties. This is the essence of Mie theory describing the
response of metallic spheres to light.
Let us consider an extremely simple model of a spheri-

cal metal cluster XN in which the ionic background is taken
as an homogeneous positively charged sphere of radius R
(density �). Electrons are modelled by a negatively charged
sphere with the same density �. We thus assume that the
cluster is a neutral system and that both electrons and ions
occupy the same volume (which is an intuitive, although
slightly excessive, approximation). In addition, we make the
assumption that both electrons and ions will oscillate as rigid
spheres against each other. This hypothesis may be realistic
for ions. Electrons are probably not behaving that rigidly.
But it fortunately turns out that the electronic response is
primarily collective as long as the system is not too per-
turbed. Thus, the rigid sphere approximation makes sense in
the regime of small excitations. If this system is put in a small
uniform external electric field Eext electrons will slightly sep-
arate from ions, each one going in opposite directions. Still,
because ions are much heavier than electrons, they basically
remain fixed and one can consider that only electrons are
displaced with respect to ions. The displacement builds up
a strong Coulomb field which provides a restoring force on
the displaced electron cloud counterweighting the effect of
the external field Eext. In the limit of small values a of the
electron–ion separation the net force acting on the electron
cloud (along electric field Eext) becomes proportional to a,

F = −N
�e2

3	0
a = NeEext

where N is the number of electrons. Once the external per-
turbation is switched off, there remains only the attracting
(restoring) force between electronic and ionic clouds, pro-
portional to the actual separation between ions and elec-
trons. Electrons will thus undergo harmonic oscillations
around ions, with a frequency


2
Mie =

�e2

3	0me

= Ne2

4�	0meR
3

(1)

where me is the electron mass. This oscillation frequency

Mie is known as the Mie frequency. When a cluster is irra-
diated by photons, its response will be particularly strong for
light frequencies around 
Mie. In simple alkaline metals the
frequency 
Mie takes values in the visible part of the elec-
tromagnetic spectrum, hence the term “optical response” to
characterize this phenomenon.
The Mie model, as just outlined, does explain the gross

features of the response of clusters to light, but it misses
the crucial size dependence. As can be seen from Eq. (1),

Mie only depends on the density � and not on the cluster

size N . The density � differs from one metal to the next. But
metal clusters of a given material do all have the same aver-
age density. This is an effect of electron density saturation,
much similar to the behavior observed for example in nuclei
[17]. This saturation can be seen in terms of cluster radii R
which follow a law of the form R ∼ rsN

1/3, where rs is the
Wigner–Seitz radius of the material. Any size dependence
is obviously absent from the simple expression in Eq. (1)
while experimental results do depend on cluster size. The
Mie model thus provides an explanation for the basic mech-
anism of optical response in metal clusters but does not
give access to the crucial size effects observed in this optical
response. A more detailed approach is thus necessary, as we
shall discuss.

2.1.3. Optical Response
as a Function of Frequency

Our discussion has shown that the optical response of a clus-
ter is characterized by one typical frequency for which the
Mie model provides a good guess. Thus the response of the
cluster will strongly depend on the color of the light used. In
other words, the optical response is a resonant phenomenon.
Depending on the excitation frequency, the response will be
more or less strong, as in any resonant situation. This reso-
nant behavior is illustrated in Figure 2 in the case of massive

Figure 2. Examples of optical response in massive Li and K clusters.
Photoabsorption cross-sections are plotted as a function of photon
energy. Reprinted with permission from [18], C. Bréchignac et al., Phys.
Rev. Lett. 70, 2036 (1993). © 1993, American Physical Society.
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Li and K clusters. Both spectra exhibit a marked resonant
behavior around a well defined peak. As a consequence one
may expect a high sensitivity of the response to the exci-
tation frequency; the stronger the response, the closer the
excitation frequency to peak frequency. Practically the opti-
cal response is explored by means of a low intensity laser
irradiating the metal cluster. By scanning the laser frequen-
cies one can explore the full frequency spectrum and attain
an optical response spectrum as presented in Figure 2.

2.1.4. Size Dependence
Optical spectra do depend on cluster size. The average res-
onance frequency follows a trend 
Mie�N� = 
Mie��� +
cN−1/3 typically down to N ≈ 100 and levels off for smaller
clusters. The slope c is generally small with different signs
depending on the material. Negative c prevail for alkalines,
positive c are found for most noble metals, and Hg is an
example with zero slope [20], as can be seen in Figure 3.
It is due to surface effects, in fact a combination of them.
In a metal cluster electrons, mostly because of their quan-
tal nature, do occupy a volume slightly larger than ionic
cores. One usually calls this effect the spill out of the elec-
tron cloud. This spill out reduces the plasmon frequency [21]
and small clusters have, relatively, more surface than volume
which leads to a negative slope. The spill out effect dom-
inates for example in alkaline clusters, hence the negative
slope for these materials. But in noble metals, for example,
the plasmon frequency is strongly influenced by the collec-
tive dipole oscillations of the d core electrons which red-
shifts the resonance. This effect is inactive at the surface
which means that larger surfaces yield less redshift, which
favors a positive slope. The core electron effect dominates
in noble metals, hence the positive slope. The two effects,
core electrons and spill out, seem just to compensate for Hg.

2.1.5. Temperature Effects
As can be seen from Figure 4 the thermal effect plays a
crucial role for the observed linewidth in optical absorp-
tion. The spectrum at low temperature shows three narrow

Figure 3. Mie plasmon frequencies as a function of system size for a
variety of metals. Reprinted with permission from [19], C. Bréchignac
and Ph. Cahuzac, Com. Atom. Mol. Phys. 31, 215 (1995). © 1995, IOP
Publishing.
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and well separated peaks reflecting the deformation of the
considered cluster (see insert). We see here the collective
splitting of the strongly oblate Na+7 and the lower peak is
furthermore Landau fragmented [26] by one close 1ph state
[27]. The picture changes systematically for larger tempera-
tures. The peaks grow broader and the lower double peak
merges into one. It is the temperature which causes the
large width. Thermal effects at the side of the electrons can-
not induce such a width because 400 K is a small energy
at an electronic scale. It is the thermal ionic motion which
is responsible for that line broadening. The ionic excitation
energies reach down to below 100 K for Na+7 [28]. A thermal
excitation of 400 K is large on that scale. Many ionic eigen-
modes are excited to rather large amplitudes. The cluster
thus undergoes substantial thermal shape fluctuations. But
deformation has a strong influence on the dipole spectrum;
the more elongated the cluster in one direction, the lower
the eigenfrequency along this direction. Thus, each member
of the thermal ensemble, with its different deformation, con-
tributes a different spectrum to the total optical response.
These spectra all add up incoherently to rather broad peaks.
This thermal line broadening mechanism has been discussed
first in [29, 30] on the grounds of the jellium model with
quadrupole shapes. The crucial impact of octupole defor-
mations was pointed out in [31] and confirmed in the fully
microscopic analysis of [32].

2.2. “Optical” Response
in Covalent Clusters

Carbon clusters are halfway between metallic and covalent
binding. The optical absorption spectra thus show pro-
nounced resonance peaks together with a swamp of noncol-
lective peaks. This is not so surprising. An interesting aspect
of C is that its particular binding properties allow stable
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chains over a broad range of sizes. The case of C chains
is thus presented in Figure 5. In a given chain the strength
is distributed over a broad range of frequencies. But there
sticks out a pronounced peak at low frequency. It is sort of a
plasmon peak due to the metallic behavior of the p electrons
which can travel freely along the whole chain, in the spirit
of the Mie picture. The s electrons are more localized but
take part by their large dipole polarizability (in a way simi-
lar to the d electrons in noble metals). The linear geometry
of the chain altogether leads to a strong size dependence of
the plasmon frequency. The picture is here that a chain of
electrons is oscillating relative to the chain of ions. This pro-
duces basically a dipole field whose energy is ∝d2/L where
L is the length of the chain and d is the displacement of the
cloud. The spring constant is thus ∝1/L and so is the plas-
mon frequency. Figure 5 shows the trend of the low-lying
dominant peak with size N of the chain. Theoretical and
experimental results are in agreement and the trends line up
nicely with the predicted trend ∝N−1/2 for the longitudinal
mode.

3. NANOCLUSTERS IN INTENSE
LASER BEAMS

3.1. From Low to High Laser Intensities

3.1.1. Similarity in Diversity
As we have seen, the interaction of low fluence lasers
with clusters leads to different patterns from one cluster
to another depending on the type of the cluster, metallic,
covalent, rare gas, etc. Still, we have also seen that in many
cases the electronic response exhibits a qualitatively simi-
lar, more or less collective, behavior, as exemplified by the
Mie model in metal systems. With increasing laser intensity
the differences between the various types of clusters tend to
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Figure 5. Systematics of longitudinal plasmon resonance frequencies
for N = 2–32. Results from various sources are compiled, experiments
from [33, 34], CI calculations from [35, 36], TDLDA YB are TDLDA
calculations from [37], and TDLDA BRS from [38].

be smoothed, while the Mie plasmon mechanism remains a
valuable tool for understanding the qualitative behaviors of
the systems. This evolution with laser intensity is not sur-
prising. At low laser intensity the coupling to light mostly
leads to electron oscillations with only occasional electron
emission. In turn, for sufficiently high laser intensity the
dominant primary mechanism of excitation is electron emis-
sion. But electron emission is soon slowed down by the net
charge acquired by the cluster which tends to retain the elec-
trons, otherwise ready to leave. This, at least, lasts as long
as the system has not disappeared, for example by Coulomb
explosion, when the net charge becomes too high. During
this transient regime with quasi free electrons stripped from
their parent atoms, but still bound to the cluster by its net
charge, electrons more or less behave the same, whatever
the type of cluster they do belong too. For example, the dif-
ference between metal and rare gas clusters (both of which
under experimental investigation) thus essentially lies in the
initial amount of free electrons, which turns out not to be
a decisive factor for high laser intensities. In that sense,
the differences between the various types of clusters tend
to disappear for these large intensities. For intermediate
intensities, the situation is of course a mixture, with traces
of specific behaviors (to a given cluster type) and generic
pattern.

3.1.2. Intense Laser Domain
The investigation of the (nonlinear) dynamical properties of
atomic clusters has lived up with the advent of table-top
devices that produce subpicosecond laser pulses with inten-
sities easily exceeding 1017 W/cm2 [39–45]. Due to the col-
lective electron dynamics discussed, there may be a strong
electromagnetic coupling to the Mie frequency that leads to
nearly 100% absorption rates [46]. The clusters being iso-
lated objects, no surrounding environment will absorb their
excitation energy, in contrast to solids. The emission of high
energy (keV) electrons [43], highly charged and very ener-
getic ions [42] and fragments [44], as well as X-ray produc-
tion [39, 47] are then the spectacular manifestations of this
laser–cluster interaction.

3.1.3. Basic Mechanisms at Work
Several models have been developed to explain the experi-
mental features observed in the regime of “high” laser inten-
sities [89–94]. All these models emphasize the major role
played by the electrons inside the cluster. The basic mech-
anisms at work in intense laser–cluster interactions can be
summarized as follows. The laser very quickly strips a siz-
able number of electrons from their parent atoms. These
electrons form a reservoir of quasi free electrons, which
can strongly couple to the laser when the electron density
matches a critical value characteristic of the dipole eigenfre-
quency of the system (Mie resonance). The global response
of the cluster is characterized by a heating of the electron
cloud and electronic emission, in addition to the possibly
enhanced dipole oscillations. The net charge and the high
excitation energy acquired by the cluster lead to its final
explosion. It should be noted that this violent scenario is,
to a large extent, independent of the nature of the irradi-
ated clusters. The general scenario we have just outlined
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does not precisely specify the relative importance and the
time scales of the various mechanisms at work. As a con-
sequence, although the global scheme is generally accepted,
the debate on the relative importance of the competing pro-
cesses (various ionization mechanisms inside the cluster, role
of the plasma resonance, of electron temperature, of net
charge, � � � ) remains largely open and various models are
still investigated to explain experimental trends.

3.2. Rare Gas Clusters

3.2.1. High Energy Phenomena
Experimental studies of large rare gas clusters with high
intensity lasers started in the early 1990s. Multiphoton
induced X-ray emissions have been observed by McPherson
et al. in Kr clusters as early as 1993 [39]. The emission
of radiation in the keV energy range was clear evidence
of the appearance of new phenomena specific to clus-
ters. This was later confirmed by many other groups; see
Figure 6a [47, 50]. Sustained experimental efforts were then
devoted to laser–cluster interaction in the high intensity
regime, mainly in the Lawrence Livermore National Lab-
oratory, the Blacket Laboratory (Imperial College), and in
the CEA-Saclay. Most of these studies dealt with rare gas
clusters because of the possibility to produce such large
clusters in supersonic beams. The most striking experimen-
tal results are the observation of emitted ions with charges
larger than those expected for isolated atoms exposed to
the same laser intensity, the appearance of extremely ener-
getic ions, and the production of electrons with kinetic ener-
gies in the keV range. We show in Figure 6b typical results
obtained for xenon clusters. Here, a cluster of 2500 xenon
atoms was irradiated by a laser with a peak intensity of 2 ×
1016 W/cm2 [48]. Although most of the emitted ions have
kinetic energies of a few keV, the mean kinetic energy is
45 ± 5 keV. Another remarkable aspect of this energy dis-
tribution is the presence of ions with energies up to 1 MeV.
Figure 6c shows the energy distribution of electrons in con-
ditions close to the previous ones (2100 xenon clusters irra-
diated by a laser with 1�5× 1016 W/cm2 maximum intensity)
[49]. Two bands appear. The first one is centered around
0.8 keV and is expected to be due to warm electrons emitted
before the plasmon resonance occurs and the second one
around 2.4 keV corresponds to hot electrons released by the
cluster during the occurrence of plasmon resonance when
important heating of electrons has been realized through
collisions.

3.2.2. Dependence on Cluster Size
and Laser Intensity

Systematic studies of the response of rare gas clusters
to intense laser fields have been performed by different
groups. In Figure 7, we show the results of a systematic
study of average electron and ion energies as a function
of the cluster-jet backing pressure, which basically fixes
cluster sizes in the case of rare gas clusters irradiated by
long-pulse laser fields obtained by the CEA-Saclay group
[51, 52]. The results from three different clusters, argon,
krypton and xenon, are shown. We note that the mean size

hν = 2.25 keV

hν = 1.75 keV

Figure 6. Experimental results obtained after irradiation of clusters by
intense laser beams. (a) X-ray generation from irradiation of large kryp-
ton clusters (∼5× 105 atoms) with 130-fs, 790-nm laser with peak inten-
sity 4 × 1017 W/cm2. Reprinted with permission from [47], S. Dobosz
et al., Phys. Rev. A 56, R2526 (1997). © 1997, American Physical Society.
(b) Ion energy spectrum from 2500-atom xenon clusters irradiated by a
peak intensity of 2× 1016 W/cm2. Reprinted with permission from [48],
T. Ditmire et al., Phys. Rev. A 57, 369 (1998). © 1998, American Physical
Society. (c) Electron energy distribution from 2100-atom xenon clusters
irradiated by a laser with peak intensity 1�5 × 1016 W/cm2. Reprinted
with permission from [49], Y. L. Shao et al., Phys. Rev. Lett. 77, 3343
(1996). © 1996, American Physical Society.

of clusters grows approximately quadratically with the stag-
nant pressure and goes from 3 × 104 to 5 × 106 atoms in
the entire pressure range. It appears that the electron-to-ion
energy ratio depends on the constituents of the clusters and
the highest ion energies were observed for krypton clusters
in combination with relatively low electron energies. The
huge difference between the electron and ion energies also
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(lower panel) for various backing pressures of the cluster gas. These
results were obtained by irradiating rare gas clusters with a 30-ps,
1064-nm laser pulse with peak intensity 5× 1013 W/cm2. Reprinted with
permission from [51], M. Lezius and M. Schmidt, in “Molecules and
Clusters in Intense Laser Fields” (J. Posthumus, Ed.), p. 142. Cam-
bridge Univ. Press, Cambridge, UK, 2001. © 2001, Cambridge Univer-
sity Press.

observed in the case of subpicosecond intense laser pulses
(see Fig. 6) resists a simple interpretation but seems to lead,
in this case, to the formation of a strongly heated, nonther-
malized plasma.
A similar systematic investigation has been conducted by

the Blackett Laboratory group at Imperial College [53–55].
Figure 8 shows the maximum ion energies obtained for
krypton and xenon clusters irradiated by high-intensity laser
pulses as a function of cluster size (upper panel) and as a
function of laser intensity (lower panel). The maximum ion
energies as a function of cluster size (upper panel) were
obtained with a 170-fs laser pulse with a peak intensity of
1�3× 1016 W cm−2. The maximum ion energy of Xe clusters
rises from 8 keV at a cluster size of about 1000 atoms to a
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Figure 8. Maximum ion energies from xenon (filled circles) and krypton
(open circles) clusters measured as a function of cluster size (upper
panel) with a 170-fs, 780-nm laser pulse with peak intensity 1�3 × 1016

W/cm2, and as a function of laser intensity (lower panel) with a 230-fs,
780-nm laser pulse and for 5300-atom Xe and 6200-atom Kr clusters.
Reprinted with permission from [53], E. Springate el al., Phys. Rev. A
61, 063201 (2000). © 2000, American Physical Society.

peak of 150 keV for clusters of ∼5000 atoms before falling
to 100 keV as the cluster size is increased beyond 10,000
atoms. Kr clusters show a similar trend as Xe clusters, but
the ion energies are lower. The experimental setup limits
did not allow in this case an increase of the cluster size to
the point where an optimum cluster size could be observed.
The scaling of ion energies with laser intensity (lower panel)
has been obtained with Xe clusters containing ∼5300 atoms
(corresponding to a 43 Å radius) and Kr clusters with
∼6300 atoms (41 Å). Again, a similar behavior is observed
for both rare gas species, with about 20% lower energies
for Kr.

3.2.3. X-Ray Production
Another systematic study concerning X-ray generation has
been conducted by the same CEA-Saclay group for rare
gas clusters submitted to ultrashort and intense lasers [47].
Figure 9 shows the obtained mean photon number per pulse
as a function of the laser intensity (upper panel) and as a
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Figure 9. X-ray photon yield measured as a function of laser peak
intensity (upper panel) for Kr clusters of estimated mean size 7 × 105,
and as a function of backing pressure and the corresponding mean clus-
ter size on the upper scale (lower panel) with a laser peak intensity of
4× 1017 W/cm2. Reprinted with permission from [47], S. Dobosz et al.,
Phys. Rev. A 56, R2526 (1997). © 1997, American Physical Society. The
solid line in the upper panel and the dashed line in the lower one rep-
resent power law fits to the experimental results (see text).

function of stagnant pressure (or cluster size, lower panel)
for krypton clusters. The mean photon number as a function
of laser intensity (upper panel of the figure), obtained for
clusters of estimated mean size 7 × 105 atoms correspond-
ing to a backing pressure P0 = 19�5 bar, has been fitted by
a power law 
Np ∝ I 3/2

L (solid line). This scaling is typical
for a saturated process in the focus of an intense laser field
with a Gaussian intensity profile [47]. The dependence of
the mean photon number on the stagnant pressure (lower
panel), obtained with a laser intensity of 4 × 1017 W/cm2,
has also been fitted with 
Np = �P0 − Pc�

3 with Pc ≈ 3 bar.
The mean cluster size scale 
NKr is also shown at the top of

the figure. Accordingly, the X-ray yield scales as 
N 3/2
Kr . These

results suggest that the onset of X-ray production occurs at
a pressure offset of Pc ≈ 3 bar, corresponding to a mean
cluster size 
NKr close to 104 atoms. This value would then
indicate the minimum cluster size for significant X-ray pro-
duction in the present experimental conditions.

3.3. Metal Clusters

The first experiment on metal clusters in the nonperturba-
tive regime was performed by Gerber and co-workers on
mercury clusters [56, 57]. The mercury atom has a 5d10 6s2

closed electronic shell configuration. Diatomic and small
mercury clusters are predominantly van der Waals bound
systems. However, the electronic structure strongly changes
with increasing cluster size and finally converges toward the
bulk electronic structure where the 6s and 6p bands overlap,
giving mercury its metallic properties. Hgn (n ≤ 80) clusters
were produced in a cold supersonic beam and were ion-
ized by femtosecond laser pulse of 50–120 fs duration in the
wavelength range from 255 to 800 nm. The originality of
these experiments arises from the study of the cluster behav-
ior in the transition region, going from the low field regime
(intensity ∼ 1011 W/cm2) to the strong field one (intensity ∼
1013 W/cm2). Figure 10 represents the time of flight mass
spectra of the mercury clusters obtained at 800 nm. For a
laser intensity of 1011 W/cm2 (Fig. 10a) a “normal” cluster
size distribution is observed constituted by ionic fragments
Hgq+

n in the range q = 1� 2. At 1012 W/cm2 (Fig. 10b), the
Hg+ signal increases while the signal of other fragments
decreases. Moreover, the ratio between singly and doubly
charged clusters of a given size does not change, which indi-
cates that the small fragments come from the fragmenta-
tion of larger cluster ions. Increasing the intensity to 2 ×
1012 W/cm2 (Fig. 10c), highly charged mercury atoms (up
to Hg5+) appear. Note that the direct multiphoton ioniza-
tion of Hg atom requires an intensity of about one order of
magnitude higher. Finally, at the highest applied intensity of
1013 W/cm2, the signal due to molecules and clusters disap-
pears and only atomic ions, singly and multiply charged, are
observed. In this case the whole cluster breaks into pieces
by Coulomb explosion. These results clearly show that the
energy absorption is strongly enhanced at relatively small
laser intensity and the interaction process is beyond the clas-
sical multiphoton ionization.
Other investigations on metal clusters have been per-

formed with the high intensity regime. Exhaustive studies
were performed at the CEA-Saclay by Lebeault et al. [58]
for lead clusters exposed to an intense laser field of
1015 W/cm2 intensity, whereas platinum clusters (and lead
clusters as well) excited by strong femtosecond laser pulses
with intensities up to 1016 W/cm2 were studied by Meiwes-
Broer and co-workers [44, 59–61]. At such high intensities,
it turns out that the metallic character of the clusters does
not play an important role and the results can be interpreted
in terms of plasmon resonance. In the Meiwes-Broer exper-
iments, the cluster size distribution is estimated to be below
about 100 atoms. The interaction with the laser pulse makes
no clusters survive the excitation. The net result is the pro-
duction of highly charged ions. Ion charges as high as Pt20+

were observed at 2 × 1015 W/cm2 whereas only quadruple
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Figure 10. Time-of-flight mass spectra obtained by irradiating Hgn clus-
ters (n ≤ 80) with femtosecond (50–100 fs) 800-nm laser pulses with
peak intensities (a) 1011 W/cm2, (b) 1012 W/cm2, and (c) 2×1012 W/cm2.
Reprinted with permission from [56], B. Lang et al., Z. Phys. D 40, 1
(1997). © 1997, Springer-Verlag.

ionization is obtained if isolated atoms were irradiated by
the same laser intensity. The production of multiply charged
platinum and lead cluster ions shows a significant increase of
efficiency when increasing the laser pulse length. Figure 11
shows the abundance of platinum ions as a function of the
pulse width for a given pulse energy of 5 mJ. The important
feature is that the optimum pulse width of 600 fs that gives
the largest abundances corresponds to neither the shortest
pulse width for which the highest intensity is obtained nor
the longest time duration for which the interaction time is
longest.
In the Saclay experiments, small size lead clusters with

a few hundred of atoms are irradiated with laser pulses
with duration between 60 fs and 2.5 ps and a laser inten-
sity of about 1015 W/cm2. The kinetic energies and ionic
charge of fragments were studied as a function of the laser
intensity and pulse duration. Highly charged Pbn+ ions up
to n = 26 have been detected with kinetic energies up to
15 keV. Moreover, the measure of the kinetic energy of
ionic fragments versus the charge state exhibits a quadratic
dependence for charge states lower than 10 and a linear
dependence for higher charge states. These results were
interpreted in the framework of the so-called nanoplasma

Figure 11. Abundances of platinum ions Ptz+ (z = 1� � � � � 11) for dif-
ferent laser pulse widths ranging from 140 fs to 1 ps at a fixed pulse
energy of 5 mJ. From left to right, the pulse intensity drops by a factor
7. Reprinted with permission from [44], L. Köller et al., Phys. Rev. Lett.
82, 3783 (1999). © 1999, American Physical Society.

model (see Section 4.5). One can then conclude that the
fragments with charges below 10+ are driven by Coulomb
forces, whereas the higher charged fragments are acceler-
ated by hydrodynamics forces.

3.4. Other Materials

Experiments with molecular (or mixed species) clusters irra-
diated by high-intensity ultrafast laser pulses have also been
conducted by several groups [63–65]. Mixed species clus-
ters offer the advantage to allow the use of elements which
may hardly bind together to form “pure” clusters. For
example, the formation of large hydrogen clusters in gas
jets (or its isotopes for fusion experiments; see next sec-
tion) requires very high backing pressures and cryogenic
cooling. Hydrogen iodide (HI) gas, investigated by Tisch
et al. [63], or deuterated methane (CD4), investigated by
Grillon et al. [65], forms large clusters very readily at low
pressures even at room temperature.
Figure 12 shows the energy spectra of iodine ions (upper

panel) and protons (lower panel) obtained by irradiating
HI clusters of an estimated mean size of 60,000 molecules
by 260-fs, 780-nm laser pulses at a peak intensity of 2 ×
1016 W cm−2. The maximum kinetic energy of iodine ions is
∼92 keV, while the mean value is about 8.6 keV. The mean
and maximum kinetic energies of protons are approximately
270 eV and 2.5 keV, respectively. A monotonous increase
of both iodine and proton energies was also observed with
increasing the size of HI clusters [63]. The observation of
energetic protons and iodine ions indicates that molecular
clusters can indeed be used to produce energetic ions from a
range of much broader elements than could be expected oth-
erwise. This was also the case for the experiment by Grillon
et al. [65] using deuterated methane (CD4) to produce ener-
getic deuterium ions for fusion experiments.
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Hl clusters

Figure 12. Measured energy spectra of iodine ions (upper panel) and
protons (lower panel) from explosions of 60,000-molecule HI clusters
irradiated by 260-fs, 780-nm pulses at a peak intensity of 2×1016 W/cm2.
Reprinted with permission from [63], J. W. G. Tisch et al., Phys. Rev. A
60, 3076 (1999). © 1999, American Physical Society.

Photoexcitation of other types of nanoclusters (cova-
lent, molecular) has also been performed by several
groups. Bescós et al. have studied the photoionization and
photofragmentation of large neutral silicon clusters Sin with
sizes up to n ≈ 6000 irradiated by both nanosecond pulses
with intensities 104–105 W cm−2 and femtosecond pulses
with intensities ranging from 108 to 5 × 1011 W cm−2 [66].
Dobosz et al. have studied X-ray generation from carbon
dioxide (CO2) clusters with sizes of 80–100 nm irradiated by
a 60-fs laser pulse with peak intensity of 1018 W cm−2 [64].
Schumacher et al. have investigated the photoionization of
small covalent carbon clusters submitted to strong femtosec-
ond laser pulses with up to 1016 W cm−2 [59]. Their results
are shown in Figure 13 compared to the results obtained
with platinum and lead clusters submitted to the same laser
pulse.
Photoionization and photofragmentation experiments of

carbon fullerenes C60 have also been performed using sub-
picosend intense laser pulses by Campbell and co-workers
[68–70]. Photoelectron as well as Cn+

60 spectra have been
determined for different pulse durations and intensities. As
an example, the Cn+

60 ion spectra are shown in Figure 14
for fullerenes submitted to a 35-fs, 795-nm laser pulse with
a peak intensity of 1014 W/cm2. The most striking fea-
ture of these mass spectra is the appearance of multiply
charged species. Metastable fragments C+

60−2n, C
2+
60−2n, and

C3+
60−2n are also clearly observed indicating a strong coupling

of electronic excitation energy to vibrational degrees of free-
dom leading to fragmentation.

Figure 13. Mass spectra of ionized carbon, platinum, and lead clusters
and atomic ions after irradiation of neutral clusters by femtosecond
laser pulses of 3× 1015 W/cm2 at 800 nm. In contrast to carbon where
only a small fraction of the ion intensity originates from the higher
charged ions, the metal cluster spectra show that the main intensity
emerges from the abundance of atomic Ptz+ and Pbz+. Reprinted with
permission from [60], T. Döppner et al., Int. J. Mass Spectr. 192, 387
(1999). © 1999, Elsevier Science.

3.5. Fusion

Large opportunities are opened by the studies of laser–
cluster interactions. This can be illustrated by the experi-
mental realization of nuclear fusion in deuterium by Ditmire
et al. at LLNL [67]. In this experiment one irradiates a
large cluster of deuterium D2 by a laser with a peak inten-
sity of 1016 W/cm2. The explosion of clusters results in their
fragmentation into D+ ions with kinetic energies of a few
keV. This is sufficient to realize nuclear fusion in the col-
lisions D+ + D+ → He3 + n that take place in the clus-
ter beam. The detection of neutrons with 2.45 MeV kinetic
energy clearly confirms the phenomenon. The experiment
was later repeated by Grillon et al. using, instead of D2 clus-
ters, deuterated methane (CD4) clusters leading to much
higher D+ energies of the order of 45 keV compared to the
2.5 keV obtained by Ditmire et al. [65] (see Fig. 15). In
this experiment, the number of neutrons generated per shot
at the maximum intensity of several 1017 W cm−2 was esti-
mated as 7000 (over the whole solid angle). The pulse width
of neutrons produced by intense laser irradiation of deu-
terium clusters was measured by Zweiback et al. and found
to be under 100 picoseconds in duration near the source
[71]. Such a short time-scale neutron pulse may represent
a table-top source of neutrons that enables a new class of
ultrafast neutron pump–probe experiments.
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1000

C60 ionization and fragmentation

(a)

(b)
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Figure 14. Ionization and fragmentation patterns of C60 irradiated by a
35-fs, 795-nm laser pulse with a peak intensity of 1014 W/cm2: (a) the
whole spectrum; (b) the spectrum of singly ionized fragments; (c) the
spectrum of doubly ionized fragments. Reprinted with permission from
[68], M. Tchaplyguine et al., J. Chem. Phys. 112, 2781 (2000). © 2000,
American Institute of Physics.

4. TOWARD QUANTITATIVE MODELS

4.1. General Strategy

Our discussions have shown that while simple models allow
one to understand basic mechanisms of interaction and qual-
itative behaviors of irradiated nanoclusters, they fail in pro-
viding quantitative access to experimental results. It is thus
highly desirable to work out more elaborated approaches
for such problems. The starting point of any quantum many
body problem is, of course, the many body Schrödinger
equation serving as basis for sequences of approximations.
In nanometer scale systems far from equilibrium, a quantum
description remains far beyond today’s computers, even at
an approximate level (e.g., mean field approaches). Mean
field approaches, however, provide crucial guidelines for
deducing simplified models [7]. It has to be remembered
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tributions of C+ and D+. Reprinted with permission from [65], G. Gril-
lon et al., Phys. Rev. Lett. 89, 065005 (2002). © 2002, American Physical
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here that we want to consider situations in which elec-
trons are deeply involved into the dynamics. Irradiating a
cluster by a laser will primarily involve electrons, which
will respond in various ways (collective oscillations, emis-
sion, � � � ) depending both on the laser characteristics and on
the nature of the cluster (metallic, covalent, rare gas, � � � ).
One thus needs to explicitly treat electronic dynamics and
this eliminates the powerful approaches based on atomic
molecular dynamics, which by construction cannot accom-
modate electronic excitations. The basic challenge is thus an
efficient description of electronic dynamics. Of course, ions
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will also couple to the laser field. But the ionic response
takes place on a much longer time scale (typically 100–
1000 fs) than the electronic one (typically 1–10 fs). A key
constraint is hence to describe electronic dynamics both on
the short and the long time scales and in a sufficiently simple
approach to allow the study of sufficiently large systems.
Along the line of simplifying the original quantum many

body problem, the step from the quantum to the semiclas-
sical world is certainly an efficient, though reliable, step.
Indeed, semiclassical methods have been developed and
used in cluster physics for several years now, in particular
in the case of metal clusters [8–10]. The term semiclassi-
cal deserves some explanation. By semiclassical we mean
approaches in which electrons are treated as classical par-
ticles but augmented with a simplified Pauli exclusion prin-
ciple (namely, a given maximal occupation in elementary
phase space cells). The step from quantum to semiclassi-
cal worlds allows one to replace electronic wavefunctions by
a phase space occupation function f �r� p� representing the
ensemble of all electrons together. Still, basic quantum prop-
erties such as the Pauli principle are fulfilled by f , hence
the label semiclassical. A great advantage of semiclassical
approaches is that they allow the treatment of large clusters
[10], but with a “maximum” of microscopic inputs. Further-
more, as is well known from basic quantum mechanics, the
larger the involved energies, the less necessary the quan-
tum details. Semiclassical models thus constitute an even
more justified approximation in situations far from equi-
librium. Finally, it should be noted that, from the more
formal side, semiclassical methods open the door to the
world of kinetic theory with its well established techniques
for dealing with strongly interacting particles [11]. Indeed,
semiclassical approximations to quantum mean-field calcu-
lations constitute a well established starting point for going
beyond a mere mean-field description by including explicit
electron–electron collisions, in the spirit of kinetic theory
in electronic systems. This “beyond the mean-field” path
has been attacked only very recently [12, 13] but provides
a useful, and sometimes indispensable, tool for investigating
the dynamics of clusters in the strongly out of equilibrium
domain. We shall present some of these developments at
the end of this chapter. Before reaching these latest devel-
opments we shall consider even more simplified approaches
and show their interest and limitations for the problems we
are interested in here.

4.2. Quantal Framework

The simplest semiclassical approximation can be derived
directly from the quantal many body problem. Even in sim-
ple small systems, solving the quantal many body problem
represents a formidable task, still on the edge of modern
computers. At the nanometer scale it is hardly conceivable
to consider a detailed microscopic approach containing all
electronic correlations. One has in any case to recur to sim-
plified descriptions. The major difficulty lies here at the
side of electrons which do behave quantally in many sit-
uations, while ions can often be treated as classical parti-
cles. A most efficient and robust, and still quantal, scheme
is provided here by density functional theory [7], which

allows one to reformulate the quantum many body elec-
tronic problem in terms of an effective mean field Hamilto-
nian ĥ involving the local electronic density �e�r� only. The
many body Schrödinger equation can then be recast into a
set of coupled, one-electron equations following the famous
prescription of Kohn and Sham [72]. When time depen-
dent problems are considered the former strategy can be
extended and the time dependent Schrödinger equation for
the many electron system replaced by a set of time depen-
dent one-electron equations (time dependent Kohn–Sham
equations). Of course a key ingredient of this approximation
scheme lies in the choice of the one-electron Hamiltonian ĥ.
We shall not discuss here the many (interesting) researches
on the topic, which actually go much beyond cluster physics.
Rather we shall mention the simplest approximation, the
so-called LDA (local density approximation) in which ĥ is
expressed as a function of the density �e�r�, namely ĥ =
ĥ�r� = ĥ��e�r��. This simple, although robust, approxima-
tion provides a starting point for many efficient applications,
both in cluster and outside cluster physics, also in the case
of time dependent problems [73].

4.3. Vlasov Equation

The semiclassical limit thus starts from the time depen-
dent version of LDA, the so-called TDLDA (time depen-
dent LDA). In terms of the one-body density operator �̂,
TDLDA takes a simple, compact form, well suited to apply
semiclassical approximations [74]:

˙̂� = 1
i�

 ĥ��̂�� �̂! (2)

It furthermore offers a form adapted for going “beyond”
the mean field in the realm of kinetic equations. The semi-
classical limit of Eq. (2) is the so-called Vlasov equation,
well known in plasma physics [75]. But here it emerges as
a semiclassical approximation of a truly quantal equation.
Following the usual recipe, it can be formally obtained from
Eq. (2) by replacing the density operator �̂ by a one-body
phase space distribution f �r� p� t� and the commutator with
Poisson brackets [74]. This then leads to

#f �r� p� t�

#t
+ $f � h% = 0 (3)

where the mean field Hamiltonian h is now classical but still
a functional (or a function, in the case of LDA) of the (semi-
classical) electron density &�r� t�. The latter is computed
by integrating f �r� p� t� over momentum space &�r� t� =∫

d3p f �r� p� t�. It should, however, be noted that the semi-
classical approximation leading from Eq. (2) to Eq. (3) has
to be performed with due caution. The problem is here
of a formal nature. Indeed a semiclassical approximation
such as the one performed previously corresponds to the
lowest order term of an expansion in terms of �. And the
convergence of this � expansion may raise some difficul-
ties, in particular when the mean field Hamiltonian is self-
consistent, namely itself depending on the actual density
&�r� t�. A thorough discussion of this problem can be found
in [76–78] and we shall not further elaborate on it here.
Another difficulty with Eq. (3) concerns the capability of
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numerical simulations to preserve Fermi statistics on long
times [79]. Indeed, as already mentioned, the term semiclas-
sical precisely requires that the theory does preserve some
quantal features. This holds in particular for the fermionic
nature of the involved particles which is not guaranteed in
a purely classical Vlasov equation. This question, however,
is highly technical and we refer the reader to appropriate
references on the topic [80, 81].

4.4. Time-Dependent Thomas–Fermi
Approximation

The Vlasov approach provides a phase-space description of
electron dynamics. This allows one to treat a wide range
of electronic excitations in systems of various sizes and in
very different dynamical contexts. In particular it can accom-
modate reasonably nonlinear situations, as encountered, for
example, in the interactions between clusters and intense
laser beams. In particular the full phase space description
provided by the phase space distribution f �r� p� t� allows
one to treat possibly large distortions of the local Fermi
sphere, a feature typical of strongly out of equilibrium
dynamics. But in the case of metal clusters two effects
tend to suppress these local distortions. First, the domi-
nating presence of the Mie plasmon mode, which carries
little momentum space anisotropy, tends to soften effects
linked to actual distortions of the Fermi sphere. In addition,
electron–electron collisions (which go beyond the actual
mean field picture; see Section 4.6) act on very short time
scales of order a few fs, so that they tend to remove
remaining momentum sphere anisotropies very quickly. To
a very good approximation, the local momentum distribu-
tion of electrons thus deviates only a little from sphericity
[82]. This provides a justification for going one step fur-
ther down in terms of the semiclassical approximation: inte-
gration over momentum space then leads to the so-called
time dependent Thomas–Fermi (TDTF) approximation. The
TDTF approach is exactly a hydrodynamical reformulation
of the original problem, assuming a Thomas–Fermi kinetic
energy for the electrons. It is interesting to note here that
the TDTF approximation can be formally derived either
from the Vlasov equation by integration over momentum
space, or directly from TDLDA by a proper choice of a
model wavefunction [82]. In both cases one ends up with the
same set of coupled equations for the local electron density
&�r� and local velocity field u�r� = '( [82]. At this stage
it should also be noted that TDTF represents a genuine
density-functional method (see [83]), as it only involves the
actual local density &�r� and its associated flow.
In cluster dynamics, the full three-dimensional (3D) elec-

tronic TDTF approximation has been explored in [82, 84]. It
was shown in these publications that TDTF provides a fairly
good approach to TDLDA, even for moderate excitations,
as is illustrated in Figure 16. Furthermore, the simplicity of
the picture allows one to treat systems of large sizes, con-
trarily to more detailed approaches. It is thus an ideal tool
of investigation of nanocluster dynamics. It was also used
in simpler versions of the theory (restricted to 1D geome-
try) in direct relation to irradiation by intense lasers [85–87].
Furthermore, an explicit account of the ionic background by
means of pseudo-potentials allows one to accede the local
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Figure 16. Time Dependent Thomas Fermi calculation of the optical
response of a medium size metal cluster compared to experimental
data. Cluster is Na+93; experimental data have been obtained at temper-
ature T = 105 K, which explains part of the spreading of the optical
peak. Reprinted with permission from [82], A. Domps et al., Phys. Rev.
Lett. 80, 5520 (1998). © 1998, American Physical Society.

behavior of collective currents during Mie plasmon oscilla-
tions. The TDTF picture, with its underlying hydrodynamical
structure, thus provides an ideal tool of investigation of the
nature (collective or not) of the optical response [84]. Cou-
pling to ion dynamics is also possible and has already been
investigated at the Born–Oppenheimer level in [88]. Exten-
sions to nonadiabatic electron dynamics are also in reach,
although they have not yet been investigated.

4.5. Rate Equations and High
Intensity Regime

Along the series of more and more simplified models,
the next step beyond the hydrodynamical picture provided
by TDTF is to consider rate equations for describing the
dynamics. The relevant variables then reduce to a set of
integral quantities (radius, ionization, � � � ), the evolution of
which being followed in time. Such an oversimplified picture
may, however, make sense when only gross properties of the
system may be attained. This is typically the case of high
intensity irradiations of clusters. At sufficiently high laser
intensities, the details of the excitation mechanism tend to
be washed out to the benefit of a global plasmalike behavior
of the set of quasi free electrons. It is then sufficient, at least
for a first step, to remain at the level of a gross description
of the system, in terms of a few global variables, the primary
goal being to understand the key mechanisms at work. This
is the spirit of the so-called nanoplasma model developed by
Ditmire et al. at Lawrence Livermore National Laboratory
[95]. This model offers, at the level of global cluster charac-
teristics, a complete scenario of the interaction process, tak-
ing into account ionization, heating, electronic emission, and
cluster expansion simultaneously. In contrast to other mod-
els, it treats the polarization field radiated by the charges
explicitly. In this model, the cluster is treated as a spheri-
cal plasma—a nanoplasma—where the plasmon resonance
takes place. Whether the cluster can be treated as a plasma
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or not has given rise to a controversy, though. For example,
classical dynamics simulations including the Coulomb field
of the ions but neglecting the polarization field indicate that
the electrons are quickly removed at the beginning of the
interaction even from large clusters [96]. That makes the
existence of a nanoplasma questionable. Until now there has
not been any time-resolved measurement at the femtosec-
ond scale to settle the question.
The nanoplasma model consists essentially of a few rate

equations expressing the time variation of the number Nj of
ions of a given charge state j due to ionization

dNj

dt
= (

W tun
j + W coll

j

)
Nj−1 −

(
W tun

j+1 + W coll
j+1
)
Nj (4)

with j running from 0 to the maximum charge state consid-
ered. Here, W tun

j and W coll
j represent the rate of direct opti-

cal ionization and collisional ionization of ions with charge
j , respectively. These rate equations are supplemented by
an additional equation expressing charge conservation inside
the cluster and two other equations expressing the cluster
expansion and heating. For more details, we refer the reader
to the original paper [95].
As an example, the computed temporal evolution of an

exploding cluster of 5000 Xe atoms irradiated by a 100-fs,
780-nm laser pulse with a peak intensity of 1016 W/cm2 is
illustrated in Figure 17 [97]. Time t = 0 fs is the time at
which the laser reaches its maximum intensity. We have rep-
resented in the upper part of the figure the time variation

–300 –200 –100 0
0

1

2

3

10–4

10–2

102

Eext

Xe5000

λ = 780 nm

I = 1016 W/cm2

FWHM = 100 fs

Eint

1

100 200

Time [fs]

Fi
el

d
[1

011
V

/m
]

n e/
n c

300

Figure 17. Temporal history of an exploding 5000-atom Xe cluster irra-
diated by a 100-fs, 780-nm laser pulse with peak intensity 1016 W/cm2.
Upper part: electron density normalized to critical density nc ; lower
part: amplitudes of internal (solid line) and external (dashed line) elec-
tric fields.

of the electron density inside the cluster normalized to the
critical density nc and in the lower part the electric field
inside the cluster (solid line) together with the external one
(dashed line).
At the rising edge of the pulse, quasi free electrons are

produced inside the cluster from neutral atoms by tunnel
ionization. The rapid increase of the number of quasi free
electrons leads the system through a first modest resonance
at t � −135 fs when the density matches three times the
critical density nc. The electric field is then shielded due to
the high electron densities reached. The tunnel ionization
rate falls off, but electrons are still created through thermal
collisions. From times t � −100 fs onward, the electron tem-
peratures are high enough for some electrons to leave the
cluster leading to a fall of the density inside the cluster until
time t � 10 fs when the second, more important resonance
takes place. The inner field is then amplified to 1.5 times the
external field and electronic temperature reaches 1.2 keV.
The rate of electron emission increases consequently giving
a highly positively charged cluster which will explode due to
the huge Coulomb repulsion between ions.
Even though the model provides a good description of the

gross features of the interaction of intense lasers with clus-
ters, it fails to give a good account of all the experimental
results observed, especially those far from average values.
For example, the model agrees with the average ion charges
observed experimentally but fails in describing the far tails
of ion charge distributions which are at the origin of X-ray
generation.

4.6. Beyond Mean Field—The
Vlasov–Uehling–Uhlenbeck Equation

As is well known, the Vlasov equation represents the basic
level of the hierarchy of many body dynamical equations
[98]. The TDTF approach of course does not go beyond
Vlasov in that respect, as it only represents an average of
the Vlasov dynamics over momentum space. Neither do, of
course, rate equations, which provide an even grosser pic-
ture of the dynamics. Furthermore, as already discussed,
both TDTF as well as Vlasov remain at the pure mean
field level and are thus a priori only suited to situations
where dissipative effects are not too large, actually just as
the quantal cousin TDLDA. But dynamical correlations, not
included in mean field, do play a key role in the dynamics
of highly dissipative systems. Remembering the underlying
kinetic theory picture, it is no surprise that these correla-
tions show up at the level of two-body effects. They fur-
thermore usually take place at a faster time scale than the
mean field motion. This is the justification of treating them
by instantaneous two body collisions, which formally leads
to the inclusion of a Markovian collision term to comple-
ment the mean field theory. This yields the well known
Vlasov–Boltzmann equation for classical systems. In the case
of dense fermion systems, such as metal clusters, atomic
nuclei, and liquid helium, Fermi statistics plays a central
role in many situations. This then leads to the so-called
Vlasov–Uehling–Uhlenbeck (VUU) scheme, as proposed in
the late 1920s and early 1930s [99, 100]. This VUU scheme
has furthermore been intensely studied during the last two
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decades in nuclear physics [101–103]. The resulting VUU
equation reads

#f

#t
+ $f � h% = IVUU f �r� p� t�! (5)

with IVUU = ∫
dp2 dp3 dp4 W�12� 34��f in

12f
out
34 − f out

12 f in
34�

where W�12� 34� is the collision rate, proportional to the
elementary cross section d,/d
, which constitutes a key
ingredient of the approach. In Eq. (5), “in” and “out”
label the distribution of particles entering or exiting a two
body collision (12 ↔ 34), such that f in

ij = fifj , f out
kl = �1 −

fk��1 − fl�, with the short hand notation fi = f �r� pi� t�.
The weights are in a way similar to a standard Boltzmann
collision term but augmented by the Pauli blocking factors
in the exit channel f out

kl . The latter terms impose that no
more than one particle, or two with opposite spins, can
occupy an elementary phase space cell of volume �2���3.
This blocking factor plays a dramatic role for electronic sys-
tems [104], in particular at zero temperature where it fully
blocks electron–electron collisions, as expected. In dynami-
cal situations, when the system is hot or sufficiently excited,
phase space opens up and two body collisions start to play
a (possibly dominating) role.
It is important to note here that the VUU scheme

only represents a first exploratory step in the direction of
accounting for dynamical correlations. Of course one should
be cautious with the possible double counting of interactions
between the effective interaction in the mean field term and
the collision term, an effect which has not yet been truly
explored in the case of clusters. However, results obtained in
related fields of physics, in which a similar question has been
addressed in full detail, show that with minimal precautions
one can circumvent this problem. Relying on the experience
gathered in nuclear dynamics [105] and in the physics of
plasmas [106], or liquid helium [107], one can assume that
there is no problem as long as collisions are treated in a
Markovian approximation (i.e., as instantaneous) [105]. The
rule is then to use together the LDA for the mean field and
a screened Coulomb cross section for the collision integral.
In the case of metal clusters an explicit reevaluation of the
cross section [12] actually has lead to values in agreement
with the bulk values of condensed matter calculations [104].
With such an established framework, one can now envision
direct applications in realistic cases [13], even with coupling
to ionic molecular dynamics [108].

5. CONCLUSIONS
We have seen that the interaction of light with clusters may
lead to various scenarios depending on the intensity of the
lasers used for probing the clusters. In the optical response
regime clusters are only slightly perturbed and respond in
a correlatively gentle manner. Optical response nevertheless
provides a bunch of interesting information on clusters, in
particular because of its marked size dependence. The case
of irradiations by intense lasers opens the door to a bunch of
new challenging phenomena such as the production of highly
energetic species (photons, electrons, ions). In this domain
of physics the interaction process between the cluster and
the laser is so strong that it leads to a complete destruction

of the cluster. At variance with the optical response regime
it thus does not provide direct information on the clusters
themselves, which constitute laboratories rather than true
objects of studies. However, and this time in a similar way
as in the low intensity regime, we have also seen that, again,
the capability of the electron cloud to respond collectively
to the external field remains a key issue. The dominant role
of this plasmon is obvious for metallic systems, whatever
the laser intensity. But is also indeed present in the case of
rare gas clusters irradiated by sufficiently intense lasers. In
this spirit irradiation of clusters by intense lasers leads us
to plasma physics in the framework of the so-called nano-
plasma model. The latter original model, similarly to the
simple Mie model of the optical response, does provides
interesting insights into the physical mechanisms at work.
Both these simple models, however, only allow a qualita-
tive description of the experiments. They miss many details,
starting with the crucial finite size effects.
The step from basic simple models toward more elabo-

rate approaches for describing these various dynamical situ-
ations is not an easy one. Indeed fully quantal calculations
are much too involved to be applied to such huge systems in
strongly out of equilibrium situations. One is thus bound to
find appropriate approximations, keeping as much as pos-
sible of the microscopic world. Semiclassical methods offer
here an appealing possibility. They have already been a little
explored in the context of metal cluster dynamics, but one is
still far away from having fully exploited the many opportu-
nities they offer, in particular for large systems out of equi-
librium. More developments of these methods are thus to
be expected in the field of the dynamics of nanometer scale
clusters irradiated by lasers of various intensities.

GLOSSARY
Density functional theory (DFT) A systematic way to
develop a mean-field theory with purely local potentials. It
proves the existence of a local representation for the non-
local exchange as well as correlation terms and it set the
framework for practical approximations (see LDA).
Landau damping or fragmentation A mechanism, first
introduced by Landau, which describes the damping of
collective degrees of freedom due to their coupling to
single-particle degrees of freedom.
Local density approximation (LDA) The most widely used
realization of DFT. It uses the exchange-correlation energy
of the homogeneous electron and interprets it as a func-
tion of the now local density. By density variation, one thus
derives a local single-particle potential depending on the
local density. The kinetic energy remains approximated (in
contrast to the Time dependent Thomas-Fermi approxima-
tion) and the single-particle wavefunctions remain the rele-
vant degrees-of-freedom.
Mean field theory The description of a many-particle sys-
tem in terms of independent particles moving each in a
common effective single-particle potential. This mean-field
potential, in turn, depends on the particle density summed
up from the single-particle densities. A typical example is
the Hartree-Fock theory where the mean-field potential
becomes non-local in the exchange term.
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Mie plasmon, Mie model Collective description of the
dominant dipole mode as small oscillations of the frozen
electron cloud against the ionic background. The original
formulation was done for a metal sphere using dielectric
theory.
Nanoplasma model A phenomenological model which
describes the interaction of intense laser pulses with large
atomic clusters in terms of macroscopic variables. The laser
field ionizes individual atoms creating a plasma of quasi-free
electrons and ions of the size of the nanocluster, the nano-
plasma.
Time-dependent LDA (TDLDA) The time-dependent gen-
eralization of the LDA employing a time-dependent vari-
ational principle instead of the stationary Ritz variational
principle.
Time dependent Thomas-Fermi approximation An approx-
imation to TDLDA in which one also replaces the kinetic
energy by a functional of the local density, called the
Thomas-Fermi kinetic energy. The system is then described
purely in terms of the local one-particle density.
Vlasov equation The semi-classical limit of time-
dependent mean-field theory. It describes the propagation
of the single-particle phase-space distribution under the
influence of a mean-field potential.
Vlasov-Uehling-Uhlenbeck equation An extension of the
Vlasov equation taking into account collisions among par-
ticles (here electrons) in a Boltzmann-like collision term
including Pauli exclusion principle.
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1. INTRODUCTION
Fullerene C60 (Fig. 1) was found in the laser vaporization of
graphite in 1985 by Kroto et al. [1]. Since the first demon-
stration of large scale synthesis of fullerenes in 1990 [2],
quite a large number of studies on fullerenes have been
carried out for clarification of their basic properties and
for their applications. Up to date, in addition to C60, vari-
ous kinds of fullerenes such as higher fullerenes and endo-
hedral metallofullerenes have been isolated. Furthermore,
various kinds of derivatives of fullerenes have been synthe-
sized. Thus, many kinds of compounds are included in the
fullerene group. Fullerenes show interesting properties in
the field of materials science: Superconductivity, photocon-
ductivity, ferromagnetism, and nonlinear optics are examples
of characteristic properties of fullerenes [3–6]. Furthermore,
it should be noted that fullerenes are also attractive materi-
als in the field of biochemistry, since the excited fullerenes
are effective in cleavage of DNA in the presence of molec-
ular oxygen and electron donors [7, 8]. Furthermore, com-
puter simulation made clear that C60 would be active to HIV
protease [9].

Photoexcitation dynamics of fullerenes have been also
widely investigated. Nowadays, the excitation–relaxation
processes of C60 and C70 have been well established [10–15].
Singlet and triplet properties have been investigated by
using pico- and nanosecond laser flash photolysis techniques.
One of the important photophysical properties of C60 and
C70 (Fig. 1) is almost quantitative triplet generation, which
results in effective photochemical bimolecular reactions [10].
From the viewpoint of photochemistry, fullerenes are

good electron acceptors and many photoinduced reactions
have been reported by using these fullerenes as acceptors
[16–20]. The excellent acceptor ability of fullerene is a key
feature of photoconductivity for fullerene-doped polymer
films such as poly(N -vinylcarbazole) and poly(p-phenylene
vinylene) [4, 21]. Furthermore, many derivatives of the
fullerenes have been synthesized due to high reactivities of
fullerenes [22]. Fullerene oligomers and polymers are inter-
esting materials as well as pristine fullerenes [23, 24].
Utilization of fullerenes to mimic photosynthesis systems

has been investigated, resulting in enhanced efficiencies of
the charge separations, which relates to application of the
highly efficient photovoltaic cells [25–27].
In this chapter, we review the photoexcitation dynam-

ics of fullerenes including C60, C70, higher fullerenes,
endohedral metallofullerenes, and fullerene oligomers. Fur-
thermore, photoinduced processes in the fullerene-donor
linked molecules have been also reviewed, since they will
serve as important molecular devices.

2. PHOTOEXCITATION AND RELAXATION
PROCESSES OF FULLERENES

2.1. Excited Singlet State Properties
of C60 and C70

C60 and C70 show weak fluorescence at 700 and 660 nm
(Fig. 2) [28, 29]. The quantum yield of the fluorescence
of C60 is as low as 3.2 × 10−4 [30]. Small quantum yields
of the fluorescence processes can be attributed to the for-
bidden transition due to closed shells with high symmetry
(Ih-symmetry). When the symmetry of C60 is decreased by
the introduction of a functional group, about a threefold
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C 60 C 70

Figure 1. C60 and C70.

increase of the fluorescence quantum yield is attained [31].
From the low symmetry, C70 shows a slightly larger fluores-
cence quantum yield (5.2 × 10−4) than C60 [30]. The fluo-
rescence lifetimes of pristine C60 and C70 are reported to be
1.2 ns and 660 ps, respectively [30].
Introduction of multiaddends to C60 changes fluorescence

properties to a great extent. Schick et al. reported that the
hexa-adduct of C60 (Th-symmetry) shows a fluorescence peak
at 550 nm, with high fluorescence quantum yield (0.024),
which is 75 times larger than pristine C60 [32]. They also
reported that the hexa-adduct shows apparent phosphores-
cence. These findings indicate that the optical devices are
possible by using fullerene compounds with many addends.
By using ultrashort laser pulses, transient absorption

bands due to the singlet excited states of C60 and C70 can be
observed. In the case of C60, the transient absorption bands
due to the singlet excited state appeared around 900 nm
upon ultrashort laser pulse irradiation [33]. As for the singlet
excited state of C70, the transient absorption spectrum shows
a peak around 700 nm [34]. It has been reported that the
decay rate constants of the absorption bands of the singlet
excited states agreed well with the corresponding fluores-
cence decay rate constants. When the excitation wavelength
is short enough to pump fullerenes to the higher excited
states (Sn), the lowest excited state (S1) should be generated
after the internal conversion process (Fig. 3). In the case of
C60, it has been reported that the S1 state is converted with
a time constant of 250 fs from the higher excited state [35].
As for C70, it was confirmed that the internal conversion
process proceeds within 1 ps after the excitation with the
laser pulse.
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Figure 2. Absorption and fluorescence spectra of (a) C60 and (b) C70
in benzene. Reprinted with permission from [29], A. Masuhara et al.,
Bull. Chem. Soc. Jpn. 73, 2199 (2000). © 2000, Japan Chemical Society.
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Figure 3. Schematic energy diagram of the excitation and relaxation
processes of fullerenes.

2.2. Excited Triplet States of C60 and C70
Photoexcitation of C60 and C70 generates the triplet excited
states almost quantitatively from the singlet excited states;
that is, the quantum yields for the intersystem crossing yields
(�ISC) are >0.95 for C60 and C70 [10, 36]. The quantitative
triplet generations of the fullerenes are important in the
various photochemical processes. For example, the triplet
excited fullerenes are important reagents for the quantita-
tive generation of singlet oxygen [10], which is one of the
important species in the fields of photobiology. C60 and C70
in the glassy matrix of the brominated hydrocarbon at 77 K
show phosphorescence at 794 and 810 nm [37], respectively,
which correspond to 1.56 and 1.53 eV of the triplet energies.
Upon nanosecond laser irradiation, C60 shows a clear

absorption band due to the triplet excited state at 750 nm
(Fig. 4) [11–15], which is a good spectral probe for the
photochemists who trace the photoinduced process via the
triplet excited state of C60, since the extinction coefficient of
the transient absorption band is as large as 16,100 M−1 cm−1

at 750 nm [15]. The decay rate of the triplet excited state of
C60 in solution is governed by the triplet–triplet annihilation
and the self-quenching processes,

3C∗
60 + 3C∗

60

kTT−→ 1C∗
60 + C60 (1)

3C∗
60 + C60

ksq−→2C60 (2)
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Figure 4. Transient absorption spectrum of C60 in toluene at 100 ns
after laser light irradiation. Inset: Absorption-time profile at 750 nm.
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Both processes were investigated by dependence of the
decay rate of the triplet excited C60 on the excitation power
or concentration (Fig. 5) [29, 38]. It has been reported that
the bimolecular rate constants of both processes are on the
order of 109 M−1 s−1, indicating that both processes are
effective quenching processes of the triplet excited states.
Ausman and Weisman reported that the intrinsic lifetime of
the triplet excited state of C60 is as long as 143 �s in toluene
at room temperature [38].
In the case of C70, the triplet absorption band shows

peak at 980 nm, of which the extinction coefficient is
6500 M−1 cm−1 [14]. In the case of C70, the intrinsic triplet
lifetime is reported by Ausman and Weisman to be as long
as 11.8 ms in toluene [38].
These long triplet lifetimes of C60 and C70 indicate

that the wide varieties of the photoinduced reactions are
expected via the triplet excited states of both fullerenes.
Triplet properties of the derivatives of C60 have been

also reported [31]. In the case of 1,2-adducts of C60, the
triplet absorption band appeared around 700 nm. It has
been reported that the �ISC values are 0.8–0.9 for these
1,2-adducts [31]. Thus, the triplet excited states of the
derivatives are also good precursors for the photoinduced
reactions.

3. PHOTOINDUCED REACTIONS
OF FULLERENES

3.1. Electron Acceptor Abilities of Fullerenes

The first reduction potential of C60 is reported to be −0�42 V
vs saturated calomel electrode (SCE) in benzonitrile [39],
which is similar to the reduction potential of p-benzoquinone
(−0�51 V vs SCE) [40], a typical acceptor in the photosynthe-
sis systems. The cyclic voltammogram of C60 shows multiple
reduction waves up to sixth reduction steps [41]. From these
results, C60 is a good electron acceptor. Its electron accep-
tor ability is enhanced in its excited state, since free-energy
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Figure 5. Laser power dependence of absorption-time profiles of triplet
excited C60 at 750 nm. Inset: Analysis of the triplet–triplet annihila-
tion process according to the relation −d�ln�A0�/dt = �k1st = k01st +
�2k2nd/�T ��A0, where �A0� k

0
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t = 0, an intrinsic first-order decay rate, rate constant of the T-T anni-
hilation, and an extinction coefficient of the T-T absorption band.
Reprinted with permission from [29], A. Masuhara et al., Bull. Chem.
Soc. Jpn. 73, 2199 (2000). © 2000, Japan Chemical Society.

change for the electron transfer (�Get) in the excited state
[Eq. (3)] is more negative than that in the ground state
[Eq. (4)] [42],

�Get (excited state) = Eox − Ered − E00 − e2/�r (3)

�Get (ground state) = Eox − Ered − e2/�r (4)

where Eox, Ered, E00, and e2/�r are oxidation potential of
donor, reduction potential of acceptor, excitation energy,
and Coulombic term, respectively. As for the oxidation, five
oxidation waves were confirmed in the cyclic voltammogram,
although reports on the oxidation processes of C60 are scarce
compared to the reduction processes.

3.2. Electron Transfer via the Singlet
Excited States of Fullerenes

Since the decay rate constants of the singlet excited states
are 8�8 × 108 and 1�5 × 109 s−1 for C60 and C70, respec-
tively, electron transfer processes via the singlet excited
states become evident when a charge-transfer complex is
formed in the ground state or when the concentration of the
donor is as high as ∼100 mM.
When C60 or C70 was excited in the presence of highly

concentrated amines such as dimethyl aniline and triphenyl
amines, C60 or C70 showed exciplex emission. For example,
the C70-diemethylaniline system showed exciplex emission in
the 700–800 nm region with decrease of fluorescence inten-
sity of C70 in the 600–700 nm region [43]. The exciplex for-
mation is apparent in nonpolar solvents rather than polar
solvents, since the polar solvents solvate the generated radi-
cal ions as free radical ions. When the concentration of the
donor is high, one-to-one charge transfer complex formation
can be observed as broadening of the ground state absorp-
tion band of C60. Sension et al. observed electron transfer
from the singlet excited state of C60 within 1–2 ps by observ-
ing the absorption band around 1000 nm upon excitation of
the C60-dimethylaniline complex with a femtosecond laser
[44]. The recombination occurs on a time scale in the range
from 20 to 55 ps.
Electron transfer via the singlet excited states of the

fullerenes also became evident in the solid state materials
such as conjugated polymer films. Sariciftci et al. reported
that the femtosecond laser irradiation on the polythiophene–
C60 composite film, in which the charge–transfer complex
was formed, results in the radical ion pair formation within
1 ps [45, 46]. Thus, laser excitation on the charge trans-
fer complex results in fast electron transfer. This kind of
electron-transfer process is important in the photoconduc-
tive materials in which the substantial carriers are generated
by photoirradiation. It has been reported that the photocon-
ductivity of these composite films of fullerenes and conju-
gated polymer persisted about 10 ns after a short laser pulse,
indicating that the charge-migration processes take place in
these films.
A fast charge-separation process of the charge-transfer

complex is also reported for the C60-doped poly(N -
vinylcarbazole) (PVCz) film, for which enhanced photocon-
ductivity was also reported [4]. In the C60-doped PVCz
films, the electron transfer occurred immediately after the
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picosecond laser pulse [47]. The decay of the initial charge-
separated state with a time constant of 1.2 ns comprises
three channels: the charge–recombination, the hole migra-
tion to the neighboring carbazolyl chromophores, and the
formation of the local triplet excited state of C60 (Fig. 6).
It should be noted that under low concentrations of

these photoconductive polymers (<10 mM) in solution, the
electron-transfer process via the triplet excited states of
fullerenes or triplet excited polymers is a major process as
shown below.

3.3. Electron Transfer via the Triplet
Excited States of Fullerenes

One of the important characteristics of C60 and C70 is the
high quantum yield of the intersystem crossing from 1C∗

60
(1C∗

70) to
3C∗

60 (
3C∗

70). Thus, the reaction systems including
donors of lower concentrations (<10 mM) attain highly effi-
cient electron transfer via 3C∗

60 and
3C∗

70.
For observations of the electron-transfer processes via the

triplet excited states of fullerenes, a nanosecond laser flash
photolysis method observing transient spectra in the near-
infrared (IR) region is advantageous, since the transient
species of the fullerenes appeared in the near-IR regions.
For example, absorption bands of the triplet excited state
and radical anion of C60 appeared at 750 and 1080 nm,
respectively. As for C70, they appeared at 980 and 1360 nm,
respectively. The first paper on the electron-transfer pro-
cess via the triplet excited C60 was reported by Arbogast
et al. [48]. Their studies using transient absorption spec-
troscopy showed the generation of the radical anion in the
near-IR region. Furthermore, they showed the dependence
of the rate constants for the electron-transfer processes on
the free-energy changes according to the tendency described
by the Rehm–Weller equation, which are calculated by the
oxidation potentials of aromatic amines used as donors.
In addition to the aromatic amines, many kinds of

organic compounds are known to show sufficient donor abil-
ities. For example, tetrathiafulvalene (TTF) or bis(ethylene-
dithio)tetrathiafulvalene (BEDT-TTF) is a donor which
shows metallic conduction when it forms a charge-transfer
complex with appropriate acceptors [49]. C60 is one of the
acceptors which forms a charge-transfer complex with TTF
[50]. In benzonitrile solution which contains C60 and TTF,

N

C60 +

n
PVCz

(C60, PVCz)

Charge-transfer
complex

hν

1(C60, PVCz)*

(C60
•-, PVCz•+)

Charge-separation

C60
•-

••• PVCz•+

3C60* + PVCz

Hole migration

CR

CR

ISC

Figure 6. Charge-separation and charge-recombination processes of
C60-doped PVCz film. CR and ISC denote charge recombination and
intersystem crossing, respectively.

Figure 7. Transient absorption spectra of C60 (0.1 mM) in the presence
of TTF (1.0 mM) in benzonitrile. Inset: Absorption-time profiles at 750
and 1070 nm. Reprinted with permission from [51], M. M. Alam et al.,
J. Photochem. Photobiol. A: Chem. 104, 59 (1997). © 1997, Elsevier
Science.

the radical ions are generated upon nanosecond laser irra-
diation (Fig. 7) [51]. The electron transfer was confirmed to
proceed via the triplet excited state of C60. The bimolecu-
lar quenching rate constant (kq) of the triplet excited C60
is 5.0 × 109 M−1 s−1, indicating that the quenching pro-
cess is a diffusion-limiting process (kdiff in benzonitrile is
5�3 × 109 M−1 s−1 at 298 K) because of sufficiently nega-
tive free-energy change for the electron-transfer process. On
the other hand, the quantum yield for the electron trans-
fer (�ET) via the triplet excited state was evaluated to be
0.75, which was estimated as a ratio of the generated radical
ions to the initial concentration of the triplet excited C60;
these values can be estimated from the transient absorption
spectra by using extinction coefficients of the radical ions
and the triplet excited states. Since the electron-transfer rate
constant (kET) value can be estimated by using the relation
kET = �ET × kq , the kET value for the C60 and TTF sys-
tem was evaluated to be 3�8 × 109 M−1 s−1. The �ET value
smaller than unity indicates that other bimolecular deactiva-
tion processes of the triplet excited C60, such as an energy
transfer and collisional quenching, are present (Scheme 1).
In the present case, the latter quenching process seems to be
plausible due to the higher triplet energy of TTF compared
to that of C60.

3C60* + Donor (3C60* ••• Donor)
encounter complex

(C60
•-,Donor•+) C60

•- + Donor•+

geminate ion pair

dissociation

back electron transfer
in ion pair

C60 + DonorC60 + 3Donor*

collisional
deactivation

energy transfer

Scheme 1. Reaction scheme for 3C∗
60 in the presence of electron donor.

As for BEDT-TTF, the kET value was somewhat smaller
than that of the C60-TTF system due to the smaller free-
energy change for the electron-transfer system of C60 and
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BEDT-TTF. When the polarity of the solvent decreases,
the �ET values decrease while the kq values are still close
to the corresponding kdiff values. This observation can be
attributed to the difficulty of the radical ion pair dissociation
in the nonpolar solvents because of poor salvation ability of
the radical ion pair in these nonpolar solvents.
The electron-transfer process competitive with the

energy-transfer process has been confirmed in the mixture
systems of C60 with �-carotene or retinol, which is reported
to be a good triplet energy acceptor [52, 53]. In nonpolar
solvents, only the energy-transfer process was observed. On
the other hand, the electron-transfer process also becomes
evident with increasing solvent polarity. In the case of the
photoinduced reaction of C60 with �-carotene in benzoni-
trile, the quantum yields for the electron transfer and energy
transfer were estimated to be 0.84 and 0.16, respectively.
As for the reaction system of C60 and all-trans retinol, the
values were 0.45 and 0.55, respectively. The lower quantum
yield for the electron transfer of C60-retinol system can be
attributed to less negative free-energy change for the elec-
tron transfer (−9.9 and −14.1 kcal mol−1 for C60-retinol and
C60-carotene systems, respectively).
Porphyrins and phthalocyanines also act as donors for

fullerenes under photoexcitation [54, 55]. It was con-
firmed that the electron transfer proceeded via both 3C∗

60
and triplet excited porphyrins. Zinc-including porphyrin
compounds such as tetraphenylporphyrin and octaethyl-
porphyrin showed higher donor ability to fullerenes in
comparison with copper and H incorporated porphyrins. A
similar tendency was also confirmed with phthalocyanine
derivatives [55].

3.4. Electron Transfer with Polymers

Photoconductive polymers such as PVCz and polythiophene
are reported to enhance their photoconductivities upon dop-
ing of the fullerenes [4, 45]. As mentioned above, elec-
tron transfer within the charge-transfer complex in the films
is responsible for the photocarrier generation upon light
illumination. When the concentrations of these polymers
are sufficiently lower in solution, formation of the charge-
transfer complex with fullerenes in the ground state can be
ignored. Under these conditions, electron-transfer processes
via the triplet excited states of the fullerenes or the conju-
gated polymers are important.
When C60 is photoexcited in the presence of PVCz,

the electron-transfer process proceeds via two mechanisms
depending on the excitation wavelength [56]. It was con-
firmed that electron transfer proceeds from the triplet
excited state of C60, when the reaction mixture is irradiated
by visible light, that is, a 532-nm laser, which excites C60
only. The electron-transfer rate constant was estimated to
be 5�1 × 106 M−1 s−1, which is ca. 1/1000 of the kdiff value
of benzonitrile solvent. The quite slow electron-transfer rate
constant can be attributed to the somewhat positive free-
energy change for electron transfer. On the other hand,
electron transfer proceeds more rapidly when the reaction
mixture is excited with the laser pulse in the ultraviolet
region, that is, a 355-nm laser, which excites both C60 and
PVCz. The radical anion of C60 is generated by capturing
the electron which is ejected from PVCz by excitation with

the 355-nm laser in polar benzonitrile [Eq. (5)]. This mech-
anism was supported by the fact that the generation rate of
the C60 radical anion depends on the concentration of C60
and that PVCz radical cation is generated by the 355-nm
laser irradiation even in the absence of the C60 in benzoni-
trile. The rate constant indicates that the electron-capture
process by C60 [Eq. (5)] is the diffusion-limiting process:

PVCz
h�−→PVCz·

+ + e− C60−→PVCz·
+ + C·−

60 (5)

The electron-transfer rate constant of the C60-PVCz sys-
tem is larger than the system of C60 and N -ethylcarbazole
(EtCz) when C60 is excited by the 532-nm laser, although
EtCz corresponds to the unit structure of PVCz. The larger
rate constant of PVCz can be attributed to the stable radical
cation of PVCz due to the stacking of the carbazole moieties
in the polymer chain as observed by the charge-resonance
band in the near-IR region of the transient absorption spec-
tra. The effect of the stacking of the carbazole moieties
on the electron-transfer rate constants was discussed on the
basis of the data on the electron-transfer processes between
C60 and various carbazole dimer models (Fig. 8) [57]. It has
been confirmed that electron transfer proceeds effectively
with the fully stacked carbazole dimers which stabilize the
radical cations effectively.
In the case of the conjugated polymers such as poly-

thiophene in polar solution, photoinduced electron trans-
fer between fullerenes and the polymers proceeds via the
triplet excited states of fullerenes or polymers rather than
the charge-transfer complex. It has been well known that
the oxidation potentials and triplet energies of conjugated

N

N

n

N NN

PVCz ket = 5.1 x 106 M-1s-1

N

DCzBu ket = 2.6 x 104 M-1s-1

DCzPr ket = 2.2 x 105 M-1s-1

DCzCBu ket = 2.5 x 104 M-1s-1

N

N

DCzMe ket = ~2 x 104 M-1s-1

m-DCzPe ket = 8.1 x 107 M-1s-1

N

N N

Figure 8. Carbazole dimers and the rate constants for the electron-
transfer process with 3C∗

60 in benzonitrile upon laser excitation at
532 nm.
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polymers depend on their conjugation length to a great
extent. The studies on the electron-transfer processes with
the structure-defined oligomers give important information
on improvement of efficiency of the electron-transfer pro-
cesses. In the electron-transfer system of fullerenes and olig-
othiophene, it was confirmed that the electron-transfer rate
constants become large with an increase in the number of
repeating units until tetramer (Fig. 9) [58]. On the other
hand, a decrease in the kET values due to the smaller �ET
values was observed for longer oligomers. This finding can
be attributed to the large contribution of the energy-transfer
process because of the lower triplet energies of the longer
oligothiophene compared to those of fullerenes.
Electron-transfer processes with conjugated oligomers

were also investigated in detail for the oligomers of poly(p-
phenylenevinylenes) including the triphenyl amine moiety
[59]. From the comparison with the monomer models of
oligomers, it was revealed that the rate constants of the elec-
tron transfer with oligomers are larger due to the larger
collision probability of the oligomers compared to the cor-
responding monomer models (Fig. 10).

3.5. Back Electron Transfer

When the radical cation and radical anion decay completely
after laser pulse, the generated radical ion pair returns to
the corresponding neutral ground state by the back electron-
transfer process [60]. When the solvent is highly polar, the
generated radical ions are solvated as free radical ions;
thus, the back electron transfer obeys second-order kinetics
[Eq. (6)]. On the other hand, in the less-polar solvents, the
radical ions are present as geminate ion pairs; thus, the back
electron transfer obeys first-order kinetics [Eq. (7)]:

�C·−
60�solv + �Donor·

+
�solv

kBET2nd−→ C60 +Donor (6)

�C·−
60� Donor

·+�solv
kBET1st−→ C60 +Donor (7)

3T ket = 1.4 x 107 M-1s-1

SS
S

S
S

S
S

R

R

4T ket = 9.6 x 108 M-1s-1

R = C6H13

S
S

S
S

R

R

S
S

6T ket = 8.6 x 108 M-1s-1

R = C6H13

Figure 9. Oligothiophenes and the rate constants for the electron-
transfer process with C60 in benzonitrile via the triplet excited C60.

excited C

TPA-PV
 monomer ket = 8.4 x 108 M-1s-1

oligomer (n=3.8) ket = 4.0 x 109 M-1s-1

N

N

n

TPA-BPV
 monomer ket = 5.3 x 108 M-1s-1

oligomer (n=6.6) ket = 5.5 x 109 M-1s-1

N

N

n

TPA-AV
 monomer ket = 3.2 x 108 M-1s-1

oligomer (n=3.8) ket = 5.7 x 108 M-1s-1

N

N

n

Figure 10. Monomers and oligomers of poly(p-phenylenevinylene)
including triphenylamine and the rate constants for the electron-
transfer process with C60 in benzonitrile via the triplet excited C60.

In the electron-transfer system in the solvent mixtures
with moderate polarities, the back electron-transfer pro-
cess by the mixed-order kinetics has been observed, suggest-
ing selective solvation of the radical ions, because of large
fullerene molecules.

3.6. Formation of Fullerene Adducts
via Electron Transfer

Fullerenes are such active compounds that they form
derivatives easily. Radical anions and cations are also
intermediates for the formation reaction of the fullerene
derivatives. Some examples are shown below.
Akasaka et al. reported that the photoexcited C60 gener-

ates [2+ 3] cycloadducts with the disiliranes, such as 1,1,2,2-
tetramesityl-1,2-disilirane via the electron-transfer process
(Scheme 2) [61]. It is interesting to note that the adduct
formation was not observed by the thermal reactions in the
dark. The photoadduct formation occurs in the nonpolar
toluene, suggesting that the exciplex is a plausible intermedi-
ate. When the reaction proceeds in benzonitrile, the gener-
ated radical cation of the disilirane forms 1:1 or 1:2 adducts
with benzonitrile; in this case, C60 acts as a photocatalyst
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of bissilylation of benzonitrile (Scheme 2) [62]. Photocat-
alytic reactions of C60 in bisslylation were also confirmed
with other carbonyl compounds used as solvents.
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Scheme 2. Reaction scheme for C60 in the presence of disiliranes.

The different reactivities depending on the solvents can
be attributed to the solvation of the reaction intermediate:
In toluene, adduct formation is considered to proceed in the
triplet exciplex; on the other hand, in benzonitrile, the sol-
vated radical ion pair can react with solvent molecules. In
the case of the reaction with the La@C82, Akasaka et al.
observed adduct formation in both the photo- and thermal-
reaction conditions [63]. Higher reactivity of La@C82 can be
attributed to the high electron acceptor ability of La@C82.
It has been reported in the electrochemical studies on
metal encapsulated fullerenes that the reduction potential
of La@C82 shifts to the anodic direction by 0.7 V in com-
parison with C60.
With the photoirradiation on the pristine C60 and dis-

ilane in benzene, 1,16-addition product was obtained via
the silyl radical formation (Scheme 3) [64]. These bissily-
lated fullerenes show lower oxidation potential due to the
electron-donating nature of silicon addends. Actually, laser
flash photolysis study on the photophysical properties of
these bissilylated fullerenes shows a substantial change of
the photoexcited state properties, such as triplet absorption
and fluorescence spectra (Fig. 11) [65]. Thus, bissilylation
changes properties of the fullerenes to a great extent.

(tBuPh2Si)2 2 tBuPh2Si•hν + C60
SitBuPh2

SitBuPh2

Scheme 3. Reaction scheme for C60 with siliy radical.

As for the C–C bond formation with fullerene, the pho-
toinduced electron transfer with ketene silyl acetal (KSA)
was reported. For example, KSA derived from ethyl acetates
generated fullerene-acetates quantitatively upon photoirra-
diation in benzene (Scheme 4) [66]. Their reactivities to
form C60-adducts are studied on the basis of the oxidation
potentials of the KSA, indicating adduct formation via elec-
tron transfer with triplet excited C60. Furthermore, Dan-
ishefsky’s diene, which is a vinylogue of KSA, formed [4+ 2]
cycloadducts of C60 by the Diels–Alder reaction (Scheme 5)
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Figure 11. Transient absorption spectra of bissilylated C60 derivatives
at 250 ns after the laser light irradiation. Inset: Molecular structures.
Reprinted with permission from [65], M. Fujitsuka et al., Phys. Chem.
Chem. Phys. 1, 3527 (1999). © 1999, The Royal Society of Chemistry
on behalf of the PCCP Owner Societies.

[67]. In the case of this reaction, the radical anion of C60
was confirmed by the laser flash photolysis experiments.
Fukuzumi et al. reported that 4-t-butylated 1-benzyl-

1,4-dihydronicotineamide (BNAH) generated the anion of
t-butylated C60 upon photoirradiation via the electron trans-
fer [68]. Generated t-butylated C60 anion was quenched in
the presence of acid or benzylbromide to generate 1,2-t-
BuC60 or 1,4-t-Bu(PhCH2)C60, respectively. In the present
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case, electron transfer via the triplet excited state of C60
is responsible for the adduct formation (Scheme 6). After
electron transfer, the radical cation of t-butylated BNAH
generates the t-Bu radical which reacts with C60 to gen-
erate t-butylated C60. Using 10-methyl-9,10-dihydroacridine,

-

C60
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t-Bu

N
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N
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C60
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•+

N
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(C60
•- t-Bu•)

+

Scheme 6. Reaction scheme for C60 with 4-t-butylated 1-benzyl-
1,4-dihydronicotineamide. Reprinted with permission from [68],
S. Fukuzumi et al., J. Am. Chem. Soc. 120, 8060 (1998). © 1998, Amer-
ican Chemical Society.

generation of 1,2-dihydrofullerene was reported to be
attained by a similar electron-transfer mechanism.
The radical cation of fullerene is also an active interme-

diate which generates fullerene adducts. Siedschlag et al.
reported that the C60-adduct generated via the radical cation
of C60 which was formed by the cosensitizer under photoirra-
diation [69]. The C60 radical cation abstracts  -proton from
the alcohol to generate C60H cation and alkyl radical, which
forms alkylated C60 (Scheme 7).
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H
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Scheme 7. Reaction scheme for C60 with methanol via C	+
60 .

3.7. Electron Transfer in the Ground State

Tetrakis(dimethylamino)ethylene (TDAE) has a strong
donor ability to form strong charge-transfer complexes with
electron acceptors. It has been reported that charge-transfer
complex salts of fullerenes with TDAE show ferromagnetism
at low temperature [5]. It was revealed that C60 in polar sol-
vents can be reduced in the presence of TDAE without pho-
toirradiation (Fig. 12) [70]. From the relation between the
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absorption intensity of the C60 radical anion and the amount
of TDAE, it becomes clear that C60 and TDAE are in equi-
librium with the corresponding radical ions [Eq. (8)]. From
the analysis of thermal equilibria, the equilibrium constant
was estimated to be 240 for C60 and TDAE in benzonitrile.
On the other hand, in less-polar solvents (dielectric constant
<7), the generated radical ions are solvated as radical ion
pairs [Eq. (9)]:

C60 + TDAE ⇀↽ �C	−
60�solv + �TDAE	+�solv (8)

C60 + TDAE ⇀↽ �C	−
60�TDAE

·+�solv (9)

By laser irradiation on C60 in the solution in which
C60 and TDAE are in equilibrium with the correspond-
ing radical ions, other amounts of radical ions are gener-
ated photochemically, although the reaction system returns
to thermal equilibrium by the back electron-transfer pro-
cess. On combination of the back electron-transfer rate and
the thermal equilibrium constant, the electron-transfer rate
at the ground state can be estimated. For example, the
rate constant of the electron-transfer process between C60
and TDAE in the ground state was estimated to be 6�4 ×
108 M−1 s−1 in o-dichlorobenzene, which is about 1/3 of the
rate constant between the triplet excited C60 and TDAE.
The smaller rate constant of the electron transfer in the
ground state can be attributed to the smaller free-energy
change for the electron transfer in the ground state.
Similar electron transfer in the ground state was also con-

firmed with C70 and adducts of C60 [71]. In the case of the
adducts of C60, it was revealed that electron-transfer rate
constants in the ground and the triplet states are affected
by the substituents. The substituent effects of the reaction
rate constants were successfully analyzed on the basis of the
linear free-energy relationship. It was revealed that elec-
tron transfer in the ground state needs considerable activa-
tion energy compared to that for the electron transfer via
the excited triplet state in the reaction system with TDAE
(Fig. 13).

3.8. Electron Mediating from C60
Radical Anion

When a donor decomposes to nonactive compounds after
donating an electron to C60, the radical anion of C60 shows
a considerably long lifetime. For example, the generation
rate of the superoxide anion (O	−

2 ) via the radical anion
of C60 can be estimated by applying this method [72].
The radical anion of C60 generated using tetrabutylammo-
nium tetraphenylborate [−BPh4(+NBu4)] as electron donor
was persistent, because 	BPh4 dissociates into less electron-
accepting compounds such as BPh3 and biphenyl promptly
as described by

C60 + −BPh4 −→ C	−
60 + BPh3 + 1/2 Ph-Ph (10)

The radical anion of C60 also acts as an electron mediator.
In the presence of molecular oxygen, the persistent radi-
cal anion of C60 begins to decay according to the electron-
mediating process (Fig. 14)

C	−
60 +O2 −→ C60 +O	−

2 (11)
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Figure 13. Energy diagram of electron transfer processes of 1,2-adducts
of C60 (C60R) and TDAE in (a) polar solvents and (b) nonpolar sol-
vents. kTet, k

G
et , and kbet denote the electron transfer rate constants from

the triplet excited state, and from the ground state, and back-electron-
transfer rate constant, respectively. �GT and �GG indicate the free-
energy changes for the electron transfer from the triplet excited state
and the ground state, respectively. Reprinted with permission from [71],
C. Luo et al., Phys. Chem. Chem. Phys. 1, 2923 (1999). © 1999, The
Royal Society of Chemistry on behalf of the PCCP Owner Societies.

From the dependence of the decay rate constant of C	−
60

on the concentration of O2, the bimolecular rate constant
for the generation of the superoxide anion was estimated
to be 3.7 × 102 M−1 s−1 in benzonitrile. The small reac-
tion rate constant for this electron-mediating process can be
attributed to an endothermic process as estimated from the
reduction potentials of C60 and O2 (−0.92 and −1.2 V vs
ferrocene/ferrocenium (Fc/Fc+), respectively). It should be
noted that the generated superoxide anion can act further as
an electron mediator: In the presence of viologen dication,
the superoxide anion donates an electron to generate the
radical cation of viologen, although the quantum yield of the
electron transfer from superoxide ion to viologen dication
was somewhat small, 0.1–0.2 [73].
It becomes clear that triethylamine and triethanolamine

also act as donors which generate the persistent radical
anion of C60, because the corresponding radical cations
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Figure 14. Absorption-time profiles of C	−
60 in the presence of the

molecular oxygen. Inset: Pseudo-first-order plot. Reprinted with per-
mission from [72], T. Konishi et al., Chem. Lett. 202, (2000). © 2000,
The Japan Chemical Society.

easily decompose into less electron-accepting compounds,
which are not identified yet. It should be noted that these
donors are soluble in water. Thus, they can be employed as
sacrificial donors also in aqueous systems.
In the electron-transfer systems of the C60 and monomer/

oligomer of poly(p-phenylenevinylene), C60 acts as a pho-
tosensitizer and electron mediator, since photoexcited C60
accepts an electron from the donor and mediates the elec-
tron to octylviologen dication (OV2+), another electron
acceptor, efficiently [59]. In the electron-transfer system of
C60 and monomer of TPA-PV (Fig. 10) in the presence of
OV2+, the generation of the radical anion of C60 was con-
firmed in the transient absorption spectra. With decrease of
C	−
60, generation of OV

	+ was confirmed, indicating that elec-
tron transfer from C	−

60 to OV
	+ occurs (Scheme 8). It should

be noted that the radical cation of TPA-PV of the electron-
mediating systems showed slow decays (Fig. 15), indicating
that the back electron transfer between OV	+ and the rad-
ical cation of the TPA-PV monomer/oligomer is retarded
due to the repulsion of the positive charges of both radical
cations.

C60
3C60* hν

C60
•-

PPV

PPV•+

OV•+

OV2+ket kmd
PPV

PPV•+

kfbet

OV•+

OV2+

kfbet

Scheme 8. Electron-mediating system of C60.

3.9. Water-Soluble Fullerenes

Pristine fullerenes are not soluble in water, while advanta-
geous properties are expected in the fields of biology. Thus,
much effort has been devoted to prepare water-soluble
fullerenes. Sufficient solubility in water was achieved by sev-
eral manners: inclusion complex formation of fullerenes with
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Figure 15. Time profiles at 1600 nm of the electron-transfer systems
of (a) C60 and PTA-PV monomer and (b) PTA-PV oligomer in the
presence and absence of OV2+. Reprinted with permission from [59],
H. Onodera et al., J. Phys. Chem. A 105, 7341 (2001). © 2001, American
Chemical Society.

water-soluble compounds and introduction of water-soluble
addends to fullerenes.
The water-soluble complexes with fullerenes have been

achieved by using %-cyclodextrin (%-CD), water-soluble cal-
ixarene, miscelle, and water-soluble polymers.
Yoshida et al. reported that C60 forms the 1:2-complex

with %-CD (Fig. 16), which shows good solubility in water
[74]. Andersson et al. reported that C70 also forms the
complex with %-CD [75]. Since the spectral shapes of the
ground state and triplet excited state are not changed by
the inclusion in %-CD, the interaction between fullerenes
and %-CD is quite weak. It was revealed that the bimolec-
ular excitation–relaxation and electron-transfer processes of
the inclusion complex of fullerene in %-CD are changed
in comparison to the pristine fullerenes [29]. For exam-
ple, the rate constants for the triplet–triplet annihilation
processes of C60 and C70 in %-CD are much smaller than

Figure 16. C60 encapsulated in %-cyclodextrin.
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the diffusion-limiting rate of the solvent. Furthermore, the
rate constant for electron transfer of C60 in %-CD with 1,4-
diaza[2.2.2]bicyclooctane (DABCO) is 1/10–1/100 of the cor-
responding rate constants of the pristine fullerenes. Thus,
the %-CD is a retarder for the photoinduced processes of
the fullerenes. Since %-CD acts as retarder for the back
electron-transfer process, the radical anions of fullerenes in
%-CD show long lifetimes compared to those of the pristine
fullerenes. This aspect is favorable in the utilization of the
radical anion of fullerenes as an electron mediator. Further-
more, the persistent radical anion formation was observed in
the presence of triethanolamine as mentioned in Section 3.8.
It was revealed that both the radical anion of C60 in %-CD
and the radical cation of methyl viologen are present at the
same time as the equilibrium in water media.
Fullerenes are also known to form the inclusion com-

plexes with calixarenes. In the case of the water-soluble
inclusion complex of C60 and calixarene (cationic homoox-
acalix[3]arene), substantial interaction between fullerenes
and the calixarene was observed in the ground state absorp-
tion spectrum [76]. Increase in the absorption intensity
around 400–500 nm of C60 in calixarene can be attributed to
the charge-transfer complex formation due to the &-electron
system of calixarene. Strong interaction between the cal-
ixarene and fullerenes was also observed in the excited
states. The triplet absorption peak of C60 in the calixarene
appeared at 545 nm, which is largely blueshifted compared
to that of pristine C60. The triplet lifetime is as short as 50 ns.
The substantial interaction between calixarene and included
C60 was also observed in the singlet excited state as a large
blueshift of the fluorescence peak.
Pristine fullerenes become soluble in water when they

are incorporated in a micellar system. It was confirmed
that a micellar system of poly(vinylpyrrolidone) and C60
showed bioactivity, such as mutagenicity, lipid peroxidation,
and DNA-strand scission, upon visible-light irradiation in
the presence of O2, via generation of the active oxygen
species [7].
By introduction of the hydrophilic groups such as COO−

to C60, the C60 adducts are dissolved in water as clusters
[77]. The cluster formation was excluded by using surfac-
tants. Guldi reported that the excited singlet state properties
of the clusters are not changed from the monomer state
[77]. On the other hand, they showed acceleration of the
decay of the triplet state of the adduct in the cluster due to
triplet–triplet annihilation.
Water-soluble clusters of fullerenes were also achieved

by introduction of addend with positive charge [78]. It is
interesting to note that the positively charged fullerene clus-
ters showed fast reduction of the fullerene core in a cluster
due to electron-attracting force. Furthermore, it has been
reported that the fullerene with cationic addend showed
cleavage of double-strand DNA via generation of the active
oxygen species [79].

3.10. Fullerodendrimers

Dendrimers have attracted wide attention because of their
artificial three-dimensional nanostructures [80]. Fullerenes
have been employed as a core, in branches, or as terminals
of dendrimer molecules, that is, fullerodendrimers [81–87].

Introduction of dendritic branches to the fullerene core can
improve solubility and processability. Furthermore, it also
provides an additional functionality of the branches them-
selves [85].
For the fullerodendrimers, in which fullerene moieties are

employed as focal points of dendrimers (Fig. 17), it has
been reported that bimolecular processes of the dendrimers
are varied to a great extent depending on the generation
of the dendrimer moiety [86]. For example, photoinduced
electron-transfer rate constants of fullerodendrimers with
benzyl-ether type dendrons depend on dendrimer genera-
tion: the electron-transfer rate constants of the fourth gen-
eration were ca. 1/2–1/4 of the second generation. For the
electron-transfer processes of the dendrimers, long-range
electron-transfer processes were suggested from the compar-
ison with the expectation by the semiempirical Rehm–Weller
relation [42]. The findings indicate the shielding effect of the
dendron groups. It should be pointed out that these shield-
ing effects are also observed for other bimolecular processes
such as triplet–triplet annihilation and energy-transfer pro-
cesses and are effective for dendron groups larger than the
third generation as reported for Fréchet-type dendrimers.
The shielding effect of the dendrimer is important from the
viewpoint of drag delivery, since it retains chemically active
species for long time.
As for the monomolecular processes of the fullerene moi-

ety of the dendrimers, such as singlet and triplet lifetimes,
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substantial dependence on the dendrimer generation was
not observed, indicating that the effects of the dendron
groups on the excited state properties of the fullerene moi-
ety are small [86].
Introduction of the dendrimer moiety to the fullerene is

also beneficial to attain water-soluble fullerenes. Takaguchi
et al. reported that fullerodendrimer bearing dendritic
poly(amidoamine) substitute shows substantial solubility in
water [87]. It was confirmed that the singlet oxygen was gen-
erated by the energy transfer from triplet excited fullerene
moiety of the dendrimers. Furthermore, since their den-
drimer generates pristine C60 by reversible Diels–Alder reac-
tion, their dendrimers are interesting from the biological
point of view.
By introduction of functionality on the dendron groups,

electronic interaction between the dendron groups and
fullerene moiety becomes evident. Guldi et al. reported
the photoinduced charge separation and energy-transfer
processes in the fullerodendrimers having phenylene viny-
lene dendron groups [85]. The fast and highly efficiently
intramolecule processes are interesting as summarized in the
next section. Further interesting properties are expected for
these fullerodendrimers by adding functions both to core
and branch moieties.

4. PHOTOINDUCED PROCESSES OF
FINE PARTICLES OF FULLERENES

4.1. Photochemistry of Fullerene
Fine Particles

Fullerenes do not show sufficient solubility in the conven-
tional organic solvents. Thus, it has been reported that
fullerenes generate aggregates in poor solvents [88]. By uti-
lizing this aspect of fullerenes, one can obtain fullerene fine
particles easily.
The fine particles of the fullerenes are prepared by injec-

tion of fullerene in o-dichlorobenzene solution to contin-
uously stirring ethanol [89, 90]. The fine particles of C60
have granular-type shape and the average diameter was esti-
mated to be 270 nm (Fig. 18). The crystalline structure of
the C60 fine particles was confirmed by X-ray scattering and
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Figure 18. Size distribution of the fine particles of C60. Inset: scanning
electron microscope (SEM) picture. Reprinted with permission from
[90], M. Fujitsuka et al., J. Photochem. Photobiol. A: Chem. 133, 45
(2000). © 2000, Elsevier Science.

transmission electron microscope (TEM) observation. In the
TEM picture, it was confirmed that the crystalline structure
is retained throughout the fine particle. In the case of C70,
the generation of the fine particles was also confirmed. The
average diameter of the C70 fine particles is estimated to
be 140 nm. It was revealed that the fine fullerene particles
several tens of nanometers in diameter can be obtained by
using supercritical conditions.
The ground state absorption spectrum of the C60 fine par-

ticles is quite broad compared to the isolated C60 in toluene.
The spectral features of the C60 fine particles are similar
to those of the C60 bulk crystals. These findings indicate
that substantial interactions are present between the C60
molecules in the fine particles. It is interesting to note that
the absorption peak of the C60 fine particles shifts to the
shorter wavelength side compared to that of the C60 bulk
crystal. The shift of the absorption peak will indicate the size
effect of the fine particles as observed with the fine crystals
of perylene [91].
The fine particles of C60 showed weak fluorescence

around 700–750 nm upon excitation with a picosecond laser.
The fluorescence decay profile of the C60 fine particles shows
the two-component-decay with 0.8 and 2.1 ns of the fluores-
cence lifetimes (Fig. 19). The two-component-decay can be
attributed to the deactivation processes of the free exciton
and self-trapped exciton levels as supposed for the organic
crystalline materials.
The transient absorption bands of the triplet excited state

of the C60 fine particles can be observed by the nanosec-
ond laser irradiation (355 nm). Immediately after the laser
irradiation, the C60 fine particles show a quite broad absorp-
tion band around 700 nm (Fig. 20). The quite broad tran-
sient absorption band decays within 50 ns, and a sharp
absorption band remains at 500 ns after the laser irradi-
ation. From the comparison with the transient absorption
spectrum of C60 in toluene, the sharp absorption band at
750 nm can be attributed to the localized triplet excited state
of C60 in the fine particles. The fast-decaying component
can be attributed to the triplet–triplet annihilation process
in the fine particles, since the fast-decaying component can

Figure 19. Fluorescence decay profile of the fine particles of C60. Inset:
Schematic diagram of free exciton and self-trapped exciton. Reprinted
with permission from [90], M. Fujitsuka et al., J. Photochem. Photobiol.
A: Chem. 133, 45 (2000). © 2000, Elsevier Science.
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be attributed to the triplet excited state from the picosecond
laser flash photolysis measurements, in which generation of
the broad absorption band via the intersystem crossing pro-
cess was observed.
From the laser power dependence of the absorption-

time profiles of the C60 fine particles, it was confirmed
that the fast-decaying part appears when the excitation laser
power becomes high; only the slow-decaying part appears
with lower laser power excitation. This finding indicates
that the triplet–triplet annihilation process in the fine parti-
cles becomes apparent only when the density of the triplet
excited states becomes sufficiently high by the higher laser
power.
On the other hand, the localized triplet excited state was

not confirmed with the C70 fine particles. Furthermore, the
fine particles of C60 with diameter smaller than 100 nm also
did not show such localized triplet states. These findings
indicate that the triplet–triplet annihilation process in the
fine particles largely depends on the crystalline structure and
diameter of the fine particles.
When the dispersion of the C60 fine particles was satu-

rated by oxygen, the absorption band of the localized triplet
excited state was quenched. The quenching of the local-
ized triplet excited state can be attributed to the energy-
transfer reaction from the triplet excited state to the oxygen
generating the singlet oxygen. This finding indicates that
the localized triplet excited state of the C60 fine particles
is reactive to the substrate in the dispersion. The energy-
transfer process can be observed when the dispersion solu-
tion includes �-carotene, a triplet energy acceptor. The
energy-transfer process can be confirmed by the generation
of the triplet excited state of �-carotene with the concomi-
tant decay of the localized triplet excited state of the C60
fine particles. The bimolecular quenching rate of the energy
transfer between �-carotene and the C60 fine particles was
estimated to be 1.5 × 109 M−1 s−1, indicating that the effi-
cient energy transfer process takes place on the surface of
the C60 fine particles.

Photoinduced electron-transfer processes of the C60 fine
particles were also confirmed in the transient absorption
spectra. When the nanosecond laser light was irradiated to
the solution containing the C60 fine particles and DABCO,
an electron donor, generation of the radical anion of the C60
fine particles was confirmed with a decrease of the triplet
excited state of C60 localized in the fine particles (Fig. 21).
This finding indicates that the localized triplet excited state
is also active to the photoinduced electron-transfer pro-
cesses. The bimolecular rate constant for the present elec-
tron transfer was estimated to be 2 × 108 M−1 s−1, which is
smaller than the rate constant between C60 and DABCO in
solution (4× 109 M−1 s−1). The smaller rate constant of the
C60 fine particles can be attributed to the reaction process
on the surface of the fine particles. The generated radical
ions are finally recombined to form their neutral states. The
photoinduced oxidation process of the C60 fine particles was
also confirmed using the cosensitization reaction with the
nanosecond laser flash photolysis.
These observations indicate that the localized triplet

excited states of the fine particles are reactive species to
the molecules in the solution both for the electron-transfer
and for the energy-transfer processes, although the rate
constants are somewhat smaller than those for the reac-
tion systems, in which both donor and acceptor are isolated
molecules in the solution.

5. FULLERENE OLIGOMERS,
HIGHER FULLERENES,
AND METALLOFULLERENES

5.1. Fullerene Dimers and Trimers

Fullerenes are also reactive to fullerene itself. Fullerene
polymers have been synthesized by several methods [23,
92–94]. Investigations on properties of fullerene dimers
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for the electron transfer process of the fine particles of C60. Reprinted
with permission from [90], M. Fujitsuka et al., J. Photochem. Photobiol.
A: Chem. 133, 45 (2000). © 2000, Elsevier Science.
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and trimers seem to be important to elucidate proper-
ties of one-dimensional and two-dimensional fullerene poly-
meric materials. From this viewpoint, several experimen-
tal and theoretical investigations have been reported on
fullerene dimers and trimers. Fullerene dimer (C120) and
trimer (C180) can be obtained by the high-speed vibration
milling developed by Komatsu et al. (Fig. 22) [23, 95].
Ground state absorption spectra of C120 and C180 showed
an absorption band around 700 nm which is character-
istic of 1,2-adducts of C60 [96–98]. Furthermore, fluores-
cence spectra showed fluorescence bands similar to those
of 1,2-adducts of C60. fluorescence quantum yields were
in the order: 1,2-adducts of C60 > dimer (C120) > trimer
(C180) > C60 polymer (Table 1). In the triplet absorp-
tion spectrum of C180, substantial broadening of the tran-
sient absorption band was observed (Fig. 23). This find-
ing indicates that the interactions between the fullerene
moieties are present in the excited triplet state. It was
revealed that the extinction coefficient of 3C180∗ is about 1/5
that of C60. Ma et al. [96] reported that the C60 polymer
did not show a transient absorption band upon excitation.
Thus, properties of C180 can be regarded as intermediate
between C60 and C60 polymers.
In the case of C120O, spectral features of ground state

absorption and fluorescence are quite similar to those of
1,2-adducts of C60 [99]. Thus, the interactions between the
fullerene moieties are also small in the ground and excited
states. As for the triplet absorption band, on the other hand,
transient absorption bands appear at 630 and 480 nm, which
are blueshifted compared with those of C120 and 1,2-adducts.
Furthermore, the triplet lifetime was estimated to be 160 ns,
which is quite shorter than those of C120 and 1,2-adducts.
These findings indicate a substantial interaction between the
two C60-moieties. Therefore, interaction between two C60-
moieties depends largely on distance and orientation of two
C60-moieties.
When C118N2, a dimer of azafullerene C59HN, is excited

with the nanosecond laser, transient absorption bands
appeared at 1280, 1000, 880, and 680 nm which are quite

C120OC120

C180C118 N2

Figure 22. Molecular structures of C120, C120O, C118N2, and C180.

different from azafullerene C59HN: C59HN shows a transient
absorption peak at 750 nm along with a shoulder at 1050 nm
(Fig. 24) [100]. It has been reported that the laser irradiation
of C118N2 generates C59N radical [101]. However, it becomes
clear that these absorption bands include the triplet excited
state of C118N2, because these transient absorption bands are
quenched in the presence of oxygen due to the triplet energy
transfer generating singlet oxygen, which was observed in
the near-IR emission spectra. Thus the different spectral
features of the triplet excited C118N2 and C59HN indicate
the interactions between two azafullerenyl cages. The decay
lifetime of the triplet excited C118N2 is 10 �s, while that
of C59HN was 5 �s. The �ISC values were estimated to be
0.48 for both C118N2 and C59HN. It has been reported that
the triplet excited C118N2 and C59HN work as sensitizers
in the oxidation reactions of olefins; 2-methyl-2-butene and
 -terpinene undergo ene and Diels–Alder photooxygenation
reactions, respectively, to produce the corresponding perox-
ides in the presence of a minute amount of C118N2 or C59HN
(Scheme 9) [102].

C59HN or C118N2

Azafullerene hν

OOH

3(Azafullerene)*

HOO

3O2

1O2

O
O

Azafullerene oxide

+

Scheme 9. Reaction scheme for oxidation reactions of olefins by C118N2

or C59HN sensitizer. Reprinted with permission from [102], N. Tag-
matarchis and H. Shinohara, Org. Lett. 2, 3351 (2000). © 2000, Ameri-
can Chemical Society.

When the C120 is excited in the presence of N�N�N�N -
tetramethyl-1� 4-phenylenediamine (TMPD), absorption
bands of the C120 radical anion appear with the decay of
the triplet state of C120, indicating the electron transfer
via the triplet excited state [97]. Spectral features of the
C120 radical anion are similar to those of the 1,2-adducts
of C60, indicating that interaction among fullerene cages is
also negligibly small in the radical ion state. This finding
indicates that a minus charge of the C120 radical anion is
localized on one fullerene cage of the dimer molecule as in
the case of the excited states. It should be noted that the
radical anion of C120 decayed by the back electron transfer
to the ground state. On the other hand, the ground state
reduction of C120 by TDAE resulted in decomposition of
the C120 radical anion into C60 and C60 radical anion. Thus,
the decomposition of the C120 radical anion is a slower
reaction than the back electron-transfer process between
the C120 radical anion and the TMPD radical cation. The
rate for the decomposition should be slower than the order
of 105 s−1:

C120
reduction✲ C	−

120
+TMPD	+✲ C120 + TMPD
❅

❅
❅❘
decomposition (12)

C	−
60 + C60
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Table 1. Photophysical properties of C60, 1,2-adduct of C60 (C60R), C120, C120O, and C180.

C60 C60Ra C120 C120O C180

Singlet
Es (eV) 1.7 1.7∼1.8 1.7 1.8 1.7
(F (ns) 1.2 1.2∼1.3 1.6 1.7 0.9
�F 3.2× 10−4 (1.0–1.2)× 10−3 7.9× 10−4 8.7× 10−4 5.5× 10−4

Triplet
(TT (nm) 750 680–700 700 680 700
�T (M−1 cm−1) 1.6× 104 (1.4–1.6)× 104 1.4× 104 7.7× 103 2.7× 103
(T (�s) 55 24–29 23 0.16 24
�ISC 1.0 0.88–0.95 0.7± 0.1 0.48 0.74± 0.1
aC60(C3H6N)p-C6H4CHO [30].
Source: Reprinted with permission from [98], M. Fujitsuka et al., Chem. Lett. 384 (2001); © 2001,

Chemical Society of Japan and [99], M. Fujitsuka et al., J. Phys. Chem. A 105, 675 (2001), © 2001,
American Chemical Society.

In the case of C120O, electron transfer was confirmed by
the appearance of a new absorption band at 1000 nm in the
presence of DABCO [99]. It became clear that the gener-
ated radical ions decayed predominantly by the back elec-
tron transfer at the diffusion-limiting rate.
In Table 1, estimated properties of fullerene dimers are

summarized as well as those of C60, 1,2-adducts of C60,
and C180. It becomes clear that the interaction between the
fullerene moieties in the fullerene oligomers largely depends
on C60–C60 distance and orientation.

5.2. Higher Fullerenes

Recently, photophysical and photochemical processes of C76,
C78, C82, and C84 (Fig. 25) have been investigated [103–107].
Compared with C60 and C70, ground state absorption spec-
tra of higher fullerenes are ranging to the near-IR region.
Although absorption spectra of higher fullerenes depend on
their size and symmetry, roughly saying, higher fullerenes
are expected to have absorption edges at the longer wave-
length side, suggesting the smaller highest occupied–lowest
unoccupied molecular orbital (HOMO–LUMO) gaps. These
small HOMO–LUMO gaps of the higher fullerenes also
accord with the small differences between the first oxida-
tion and reduction potentials of higher fullerenes (Table 2)
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Figure 23. Transient absorption spectra of C60 (triangle), C120 (open
circle), and C180 (closed circle) at 100 ns after the laser light irradiation.
Inset: Absorption-time profile of C180 at 700 nm. Reprinted with per-
mission from [98], M. Fujitsuka et al., Chem. Lett. 384 (2001). © 2001,
Chemical Society of Japan.

[108]. Therefore, facile oxidations of fullerenes are expected
as well as easy reductions.
C76 showed transient absorption bands at >900, 625, and

550 nm upon subpicosecond laser light irradiation at 388 nm
(150 fs fwhm) as shown in Figure 26. These absorption
bands decayed quickly within 100 ps, and a broad absorp-
tion band remained around 550 nm. Since the 388-nm laser
light pumps C76 into the higher singlet excited state (Sn),
the fast-decaying component can be attributed to an inter-
nal conversion process generating the lowest singlet excited
state (S1) from the higher singlet excited state (Fig. 3). The
slow decaying component corresponds to the deactivation
process of the lowest singlet excited state to the ground and
the triplet excited states. The rates for the fast- and slow-
decaying components correspond to 83 ps and 2.6 ns of the
lifetimes of Sn and S1, respectively. A similar two-step decay
process was also observed with C78.
In the triplet excited state, higher fullerenes show the

absorption bands in the visible and near-IR regions (Fig. 27).
It should be noted that the intensities of the transient
absorption bands of higher fullerenes are quite low com-
pared with those of C60 and C70. These low signal intensities
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C76(D2) C78(C2v' )

C82(C2) C84(D2)

Figure 25. Molecular structures of C76(D2), C78(C ′
2�), C82(C2), and

C84(D2).

can be explained on the basis of low �ISC values. Quite low
�ISC values seem to be a common feature of the higher
fullerenes, in which the nonradiative deactivation process
from the singlet excited states to the ground states may be an
efficient pathway. The transient absorption bands of higher
fullerenes are governed by the self-quenching process rather
than the triplet–triplet annihilation [Eqs. (1) and (2)]. The
estimated intrinsic triplet lifetimes of the higher fullerenes
(Table 3) are shorter than those of C60 and C70. Therefore,
shorter triplet lifetimes seem to be a common feature of
higher fullerenes.
When the higher fullerenes are treated with TDAE, the

radical anions of the higher fullerenes are generated: The
generation of the radical anions of higher fullerenes was
confirmed by the electron paramagnetic resonance (EPR)
measurements. It should be noted that the radical anion

Table 2. Half-wave potentials and (Eox − Ered) for the fullerenes in
1,1,2,2-tetracholoroethane.

E1/2 vs Fc/Fc+ in volts

+2/+1 +1/0 0/−1 −1/−2 −2/−3 Eox − Ered

C60 — 1�26 −1�06 — — 2�32
C70 1�75 1�20 −1�02 — — 2�22
C76 1�30 0�81 −0�83 −1�12 — 1�64
C78a 1�43 0�95 −0�77 −1�08 — 1�72
C78b 1�27 0�70 −0�77 −1�08 — 1�47
C84 — 0�93 −0�67 −0�96 −0�96 1�60

a Major isomer.
b Minor isomer.
Source: Reprinted with permission from [108], Y. Yang et al., J. Am. Chem.

Soc. 117, 7801 (1995). © 1995, American Chemical Society.

∆
A

bs
(0

.0
5/

di
v.

)

400 500 600 700 800 900
Wavelength / nm

∆
A

bs
(0

.0
5/

di
v.

)

0 500 1000 1500 2000 2500 3000
Time / ps

0 ps

400 ps

620 nm

900 nm

(a)

(b)

Figure 26. (a) Transient absorption spectra of C76 in toluene upon fem-
tosecond laser light irradiation [388 nm, full width at half maximum
(FWHM) 150 fs). (b) Absorption-time profiles.

of C82 is also generated by TMPD or DABCO without
photoirradiation. The generation of the radical anion of C82
by TMPD or DABCO can be attributed to the lower reduc-
tion potential of C82 compared with other fullerenes such as
C60 and C70, which do not generate the radical anions in the
dark.
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Figure 27. Transient absorption spectra of higher fullerenes, C76(D2),
C82(C2), C84(D2d), and C84(D2) in toluene at 100 ns after the laser light
irradiation. Reprinted with permission from [103], M. Fujitsuka et al.,
J. Phys. Chem. A 101, 4840 (1997) and [106], J. Phys. Chem. B 103, 9519
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Table 3. Photophysical and photochemical properties of C60, C70, C76, C78, C82, and C84.

Propertiesa C60 C70 C76(D2) C78�C ′
2�� C82(C2) C84(D2d)

Singlet properties
ES (eV) 1.7 1.8 1.33 0.9 1.0 1.1
(Sn (ps) 0.25c <1 83 28
(S1 (ns) 1.2 0.66 2.6 1.0 1.7
�F 0.00032d 0.00052d −e −e −e −e

Triplet properties
ET (eV) 1.5 1.5 1.0–1.1 <0.9 0.9–1.0 0.9–1.0
(T (�s) 143 f 118,000 f 9.6 10 56 20
�ISC 1.0g 0.97h 0.05i 0.12i <0.01 <0.01

Energy transfer rates
Oxygenb 1.6× 109 9.6× 108 3.5× 109 n.r.j n.r.j 1.8× 109
�-carotene 2.0× 109 1.2× 109 2.6× 109 1.9× 109 1.5× 109 1.6× 109
a ES� (Sn, (S1, �F , and ET refer to singlet energy, lifetime of Sn, lifetime of S1, fluorescence quantum

yield, and triplet energy, respectively.
b In M−1 s−1.
c Data from [29].
d Data from [28].
e Difficult to estimate due to weak fluorescence bands. As for relative yield, see text.
f Data from [35].
g Data from [10].
h Data from [38].
i Data from [104].
j No reaction.

The photoinduced electron-transfer processes with
TMPD were also confirmed with higher fullerenes. The
reaction rate constants are C60 ≈ C70 > C82 > C76 (Table 3).
Based on the Rehm–Weller equation, free-energy changes
for electron transfer from TMPD to the triplet excited
fullerenes to TMPD are calculated to be −22, −22, −15,
and −18 kcal mol−1 for C60, C70, C76, and C82, respectively.
Therefore, the order of reaction rate constants reflects the
free-energy changes for the electron-transfer processes.
Oxidations of the higher fullerenes have been attempted

by the two photoinduced processes: oxidation of excited
higher fullerenes by the strong electron acceptor directly
and oxidation by the sensitized reaction indirectly. For
fullerenes, tetracyanoethylene (TCNE) can be utilized as an
electron acceptor for direct photoinduced electron transfer.
The generation of the radical cations of higher fullerenes
was confirmed by their transient absorption spectra. In the
case of C82, oxidation of C82 in the ground state takes
place with TCNE because of the lower oxidation poten-
tials of C82. Using N -methylacridinium hexafluorophosphate
(NMA+) and biphenyl (BP) as sensitizer and cosensitizer,
respectively, the radical cations of fullerenes are generated
by the following reaction schemes [109]:

NMA+ h�−→ 1�NMA+�∗
+BP−→NMA	 + BP	+ (13)

BP	+ + Cn −→ BP+ C	+
n

�n = 60� 70� 76� and 82� (14)

The reaction rate constants for Eq. (14) are estimated to
be ∼1010 M−1 s−1 for higher fullerenes, indicating that the
radical cations of higher fullerenes are formed effectively as
observed with other fullerenes (C60 and C70).

5.3. Metallofullerenes

Several kinds of endohedral metallofullerenes have been
reported. Especially lanthanum-containing C82’s have been
widely investigated. In the case of La@C82, it was confirmed
by the EPR study that three electrons of La transfer to the
C82 cage, that is, La3+ and C

3−
82 . Furthermore, fullerenes can

also include two or three metal ions in one fullerene cage,
such as La2@C80. In this section, photoexcitation and relax-
ation processes of La@C82 and La2@C80 (Fig. 28) are sum-
marized [110].
The steady-state absorption spectra of La@C82 show

the absorption bands at 1412, 1002, and 636 nm, which
are characteristic of the lanthanide metal-encapsulated C82-
fullerenes. Since it has been reported that the change of
central metal does not affect the positions of absorption
maxima, the electronic transitions take place within the
C823−. The absorption spectrum of La2@C80 shows a broad
band around 900 nm and a relatively sharp shoulder at 400–
450 nm, which are characteristic bands of endohedral met-
allofullerenes.

La2@C80La@C82

Figure 28. Molecular structures of La@C82 and La2@C80.
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Immediately after the laser light irradiation, the tran-
sient absorption band appeared at 780 nm with broad
bands around 1500 and 840 nm. The transient absorption
band decays according to two components. The decay rate
constants of the fast- and slow-decaying components were
1�2 × 107 and 3�4× 105 s−1, respectively. The fast- and slow-
decaying components may be due to the doublet and quartet
states, respectively.
In the case of La2@C80, the decay with two steps was also

observed. The fast- and slow-decaying components can be
attributed to the excited singlet and triplet states, respec-
tively. On cooling the solution as low as −30 C, the intensity
and decay rate were not increased. Thus, the movement of
internal La ions does not affect the excited state properties
much.

6. CHARGE SEPARATION AND
RECOMBINATION PROCESSES
OF DONOR-FULLERENE
LINKED MOLECULES

6.1. Donor-Fullerene Dyad Molecules

Photoinduced processes of the donor-fullerene dyad
molecules have been investigated widely [25–27]. In 1995,
Williams et al. reported the intramolecular photoinduced
charge-separation (CS) and charge-recombination (CR)
processes of N�N -dimethylaniline-C60 dyad molecules, in
which the length between C60 and dimethylaniline was 3 or
11 --bonds (Fig. 29a) [111, 112]. They confirmed the CS
process by observing a transient absorption band due to the
radical cation of dimethylaniline. The CS proceeds from the
singlet excited state of the C60 moiety, since the fluorescence
lifetime due to C60 moiety becomes short. The CS rate con-
stants were as fast as >1.6 × 1010 and 5.5 × 109 s−1 for the
3- and 11-bond system, respectively, indicating that the CS
process of these dyads proceeds almost quantitatively. On
the other hand, the lifetime of the CS state of the 11-bond
system is 0.25 �s. Williams et al. attributed the fast CS and
long lifetime of the CS state to very strong electronic cou-
pling with the bridge by the special symmetry properties of
the fullerene &-system.
As for the donor molecules, varieties of donors have

been employed for the donor-fullerene linked molecules.
Carotenoid, porphyrin, ferrocene, tetrathiafulvalene, olig-
othiophenes, aromatic amines, etc. have been employed for
the dyad molecules [25–27, 113–124]. In these molecules,
the quantum yields of the CS processes are close to unity.
The lifetimes of the CS states are on the order of sub-
nanosecond to microseconds. Imahori et al. reported that
the reorganization energy of the dyad molecule includ-
ing fullerene acceptor is small compared with that of
reported electron acceptors such as benzoquinones due to
the large &-electron system of fullerene. The small reorga-
nization energy of the dyad molecules including fullerene
is confirmed by analyses of the charge-transfer absorption
and emission spectra of porphyrin-fullerene dyad molecules
(Fig. 29b) in benzene [125]. The reorganization energy was
estimated to be as small as 0.23 eV, which is comparable to
the smallest values (0.22 eV) in the photosynthetic reaction
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Figure 29. Molecular structures of dyads and triads including C60.

center. This feature seems to be one of the advantages of
the fullerene-containing dyad molecules which are aiming at
a long-lived CS state with high quantum yield for application
to energy-storage systems or other sensitized reactions.
Usually, the CS process proceeds from the singlet excited

state of fullerene or donor moiety. The triplet excited state
of fullerene moiety is also a precursor of the long-lived CS
state of the porphyrin-C60 dyad [126], in which the CS rate
from the triplet state was estimated to be 5.5 × 108 s−1

(Fig. 30).
In the case of the oligothiophene-fullerene dyad

molecules, it has been reported that the CS state of
tetrathiophene-C60 dyad (Fig. 29c) shows lifetimes as long
as 6.3 �s in benzonitrile due to an equilibrium between the
CS state and the excited triplet state of C60 (Fig. 31a) [120].
The long-lived CS states were also observed for the aromatic
amine-C60 and retinyl-C60 dyads (Fig. 29d, e) [120–122, 124].
In the latter case the lifetime of the CS state is 20 �s. The
equilibrium between the CS state and the triplet state is sup-
ported by energetical consideration and some experimental
facts, such as oxygen sensitivity and solvent polarity depen-
dence of the CS state. The equilibrium is achieved when
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ZnP-C60
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Figure 30. Schematic energy diagram for CS processes of ZnP-C60 in
benzonitrile.

both states have close energy levels. When the energy level
of the CS state is shifted by changing solvent polarity, the
equilibrium is not obtained and the lifetime of the CS state
becomes quite short, <1 ns (Fig. 31b). It should be noted
that the equilibrium processes and the CR to the ground
state are competitive. Thus, the long lifetime components
are one part of the generated CS state. For example, in the
case of octathiophene-C60 dyad in benzonitrile, 85% of the
CS state has lifetimes of 63 ps, while the long lifetime was
15% of the generated CS state.

nT-C 60

nT- 1C60*

nT- 3C60*nT•+-C60
•-

hν

nT-C 60

nT- 1C60*

nT- 3C60*

nT•+-C60
•-

hν

CS

CS

CR

CR

CR

(a)

(b)

Figure 31. Schematic energy diagrams for CS and CR processes of
oligothiophene(nT)-C60 in (a) polar and (b) moderatory polar solvents.

6.2. Fullerene-Donors Triad
and Tetrad Systems

The long lifetime of the CS state was also achieved
by the introduction of the multistep-electron-transfer sys-
tem. Liddell et al. reported that carotenoid-porphyrin-
fullerene (C-H2P-C60) triad molecule (Fig. 29f) generates
the final charge-separated state (C	+-H2P-C60	−) via the
C-P	+-C60	− upon excitation of porphyrine moiety [127]. In
2-methyltetrahydrofuran, the lifetime and the quantum yield
for the generation of the final CS state were 170 ns and 0.14,
respectively.
The quantum yield and the lifetime become long and high

in the ferrocene-zinc porphyrin-fullerene (Fc-ZnP-C60, Fig.
29g). The lifetime and the quantum yield for the genera-
tion of the CS state (Fc	+ -ZnP-C	−

60 ) were 7.5 �s and 0.65,
respectively [128].
A further long lifetime is expected for the tetramer

including fullerene. The Fc-ZnP-ZnP-C60 tetrad shows life-
times as long as 19 �s in benzonitrile [129].

6.3. Supramolecular Dyad
and Triad Systems

By means of metal–ligand coordinate bonds, hydrogen
bonds, etc., noncovalently linked donor–acceptor molecules
have been reported [130]. To date, several noncovalently
linked dyads are reported for fullerene derivatives [131–
135]. For example, zinc porphyrin was connected via a coor-
dinate bond with pyridine moiety of fullerene derivatives.
Intrasupramolecular charge separation processes have been
confirmed by observing radical ion species in laser flash pho-
tolysis experiments. By utilization of metal coordinate bond-
ing of zinc porphyrin, further functionalities can be donated
to dyad molecules. For example, D’Souza et al. reported
that supramolecular triad molecules could be obtained by
forming a coordinate bond between zinc porphyrin and C60-
porphyrin dyad with pyridyl group (Fig. 32) [135]. Further-
more, control of distance between the chromophores of zinc
porphyrin-fullerene dyad by an axial coordination is also an
interesting example of supramolecular systems [134].
Supramolecular dyad molecules are also available by

utilizing host–guest chemistry. Konishi et al. reported
that improvement of electron-transfer efficiencies could
be attained in the electron-transfer systems composed of
donors and fullerenes connected with calixarene, in which
calixarene could capture the electron donor [136]. It is inter-
esting to note that back electron transfer in these systems
obeyed second order kinetics, indicating that the generated
radical ions are solvated separately after electron transfer by
deforming the supramolecular.

6.4. Light-Energy Conversion Using
Donor-Fullerene Linked Molecules

The long lifetime and high quantum yield of the CS state
of these donor-fullerene linked molecules seem to be effi-
cient charge-generation species in the photoactive devices.
A photoelectrochemical cell has been developed using a
gold electrode which is covered by self-assembled mono-
layers of porphyrin-C60 dyad with S–Au interaction [137].
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Figure 32. Supramolecular triad of zinc porphyrin and fullerene-
porphyrin dyad. Reprinted with permission from [135], F. D’Souza et al.,
J. Phys. Chem. B 106, 4952 (2002). © 2002, American Chemical Society.

Using methylviologen as a carrier in the electrochemical cell,
5 mW cm−2 of photocurrent was obtained. This kind of pho-
tocurrent generation was also reported for the cell using self-
assembled monolayers of oligothiophene-C60 dyads [138].
Furthermore, the generated radical ion pair can be uti-

lized for the electron-mediating process. For example, C	−
60

moiety of ZnP+-C	−
60 dyad or ZnP

+ -H2P-C	−
60 triad donates

an electron to hexyl viologen to generate a radical cation. On
the other hand, ZnP+ moiety of the dyad or triad oxidizes
NADH analogs. Thus, both ZnP-C60 and ZnP-H2P-C60 act
as efficient photocatalysts for the uphill oxidation of NADH
by hexylviologen [139].

6.5. Photoinduced Charge Separation
and Recombination Processes
of Fine Particles of Donor-Fullerene
Linked Molecules

Photoinduced processes of the donor–acceptor linked
molecules in condensed condition are important, since these
photoactive molecules are expected to be used in a con-
densed form such as fine particles and assembled mem-
branes. Thus, the investigations on the fine particles of the
donor–acceptor dyad molecules give fruitful discussion on
the light-energy conversion systems.
Thomas et al. reported the photoinduced CS and CR pro-

cesses of aniline-C60 dyad molecule (Fig. 29h) [140]. They

0

10

20

30

40

S
iz

e 
di

st
rib

ut
io

n 
/ %

Diameter / nm
10.0 41.4 171.2 708.2 2930.0

Figure 33. Size distribution of the fine particles of octathiophene(8T)-
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Chemical Society.

found that the CS process occurs within a few nanoseconds
and that CS state has a lifetime, as long as several microsec-
onds, due to the hopping of the radical ions among the
molecules in each fine particle.
In the case of fine particles of octathiophene-C60 (8T-C60)

dyad (Fig. 33), the CS occurs within 1 ps upon subpicosec-
ond laser light irradiation, indicating that the rate constant
for the charge separation is quite fast (>1× 1012 s−1), while
CS in benzonitrile occurs at 1�1 × 1011 s−1 (Fig. 34) [141].
The fast CS process can be attributed to the intermolecular
charge separation within each fine particle. On the other
hand, the CR process occurs by a two-step process: Fast CR
within a few picoseconds can be attributed to CR between
the geminate radical ion pair, while the slow CR in the
nanosecond regions can be attributed to the recombination
after the hopping of the radical ions. The quite fast CS and
CR processes of the oligothiophene-fullerene dyads can be
attributed to the molecular arrangement in the fine particles.

∆
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Figure 34. (a) Transient absorption spectra of fine particles of
octathiophene(8T)-C60 upon subpicosecond laser light irradiation
(388 nm, FWHM 150 fs). (b) Absorption-time profiles of fine particles
of 8T- C60 (solid line) and 8T-C60 in benzonitrile (dot line). Reprinted
with permission from [141], M. Fujitsuka et al., J. Phys. Chem. B 105,
9930 (2001). © 2001, American Chemical Society.
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In the case of oligothiophene-fullerene dyads, oligothio-
phene and fullerene moieties seem to be located at the clos-
est position since both oligothiophene and fullerene moi-
eties are hydrophobic. On the other hand, aniline-fullerene
dyad is considered to form a spontaneous self-assembly in
such a way that the hydrophobic fullerene moieties come
together, leaving the polar aniline moiety outside, in which
the distance between aniline in a dyad and C60 in another
dyad will be similar to that of the dyad molecule in solu-
tion. These findings indicate that the self-assembly of donor–
acceptor linked molecules in the fine particles is an impor-
tant factor governing the rates of the CS and CR processes.

7. CONCLUDING REMARKS
In the present chapter, we summarized photoexcitation
dynamics of the fullerenes and related materials. In the
case of the conventional fullerenes, C60 and C70, their pho-
tophysical and photochemical properties were well estab-
lished: A lot of photochemical reactions have been cleared
and they have been employed for many applications such as
photobiology and photoactive molecular devices. The fine
particles of C60 show interesting photophysical and photo-
chemical properties due to the migration of the singlet and
triplet excited states in each fine particle. As for the higher
fullerenes and metallofullerenes, although reports on their
photophysical and photochemical properties were scarce,
further interesting properties are expected after accumula-
tion of the experimental data. The dyads and triads including
fullerene showed a long-lived CS state with higher quantum
yield than ever reported for dyads and triads. Thus, appli-
cation of the donor–acceptor linked molecules to devices
such as the light-energy conversion system seems to be
interesting.

GLOSSARY
Back electron transfer Reverse reaction process of elec-
tron transfer. Original ground state is formed.
Energy transfer Process donating singlet or triplet excita-
tion energy from an energy donor to an energy acceptor.
Fullerenes Molecules composed of carbon with football-
like shapes. Carbon allotrope of diamond and graphite.
Most famous C60 was found in 1985.
Laser flash photolysis Spectroscopic measurement of
absorption spectral change in shorter time scale upon
excitation with pulsed laser. Nowadays, time resolution
from femto- to millisecond region is available.
Metallofullerenes Fullerenes including metal ions in
fullerene cage.
Photoinduced electron transfer Process donating an elec-
tron from an electron donor to an electron acceptor upon
photoexcitation of the donor or acceptor.
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1. INTRODUCTION
Photonic crystal lasers are lasers in which the resonant
cavity is formed by a periodic dielectric constant. In this
sense, they have much in common with distributed feedback
lasers, which have long been an important optical source for
fiber communication systems, and with vertical cavity sur-
face emitting lasers. In this work, we take photonic crystal
lasers to be lasers in which the dielectric constant is peri-
odic in at least two dimensions. Photonic crystals came into
existence as part of a program to modify spontaneous emis-
sion rates in optical microcavities by modifying the optical
mode density [1]. Photonic crystals open up gaps in the opti-
cal spectrum through spatially and spectrally overlapping
Bragg planes. These electromagnetic bandgaps can be, and
have been, used to confine optical modes in laser cavities.
These cavities can be very small. In fact, their mode volume
can be made to be only a little larger than a cubic half-
wavelength. In high contrast dielectric systems, only a few
lattice periods may be necessary to confine an electromag-
netic mode, and a lattice period has a length scale on the
order of one half of the optical wavelength. More generally,
photonic crystals take advantage of the nanofabrication pro-
cesses which are available to pattern the dielectric function
at the subwavelength scale. This patterning ability presents
the possibility of designing the electromagnetic modes of
photonic devices in microscopic detail. It is possible, in prin-
ciple, to design laser cavities in which the optical mode’s
resonant frequency, spatial profile, radiation pattern, and

polarization are engineered by engineering and patterning
the dielectric function at the subwavelength scale. Actually,
accomplishing all of this, however, is still very challenging.
In addition, because of their small volume, photonic crys-
tal lasers can be expected to operate at very low threshold
pump powers. From this aspect, they benefit both from a
small cavity volume that must be inverted as well as from
microcavity effects [2, 3]. This article will review the basic
properties of photonic crystal lasers and the progress that
has been made in their development. The first section covers
the basic electromagnetic principles involved and the rele-
vant numerical models. This will be followed by an introduc-
tion to the fabrication of semiconductor photonic crystals
and a description of the progress that has been made in laser
development.

2. ELECTROMAGNETIC PROPERTIES
OF PHOTONIC CRYSTALS

In this first section, we will begin with a discussion of the
electromagnetic properties of photonic crystals. This discus-
sion is not intended to be a complete review of the elec-
tromagnetic properties of photonic crystals, but instead an
overview of their properties and the relevant calculation
methods that are useful in understanding their application
to lasers. The discussion will proceed from calculation meth-
ods to the properties of these lattices that are of interest for
semiconductor lasers.

Photonic crystals are typically modeled as a patterned
dielectric structure in which the dielectric material is a
source-free region in which the dielectric constant is scalar.




� × �E = −� �B
�t

− �M

� × �H = � �D
�t

+ �J

� · �D = 


� · �B = 0
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This article will also take the dielectric constant to be a real
number. This will later limit us to predicting, for example,
the cold cavity behavior of photonic crystal resonant cavities.
There have been analyses in which the nonlinear interac-
tions have been considered [4], but in this article we focus
on linear interactions. For simplicity, we also ignore any fre-
quency dependence of the dielectric constants. Finally, we
take the permeability to be unity.

�B = �0
�H

Since Maxwell’s equations are linear, we can expand the
fields of interest into a set of time-harmonic fields


�E��r� t� = �E��r�ei�t

�H��r� t� = �H��r�ei�t

The periodicity of ���r� implies

���r + �R� = ���r�
where R = m1a1 + m2a2 + m3a3 is a lattice vector of the
direct lattice with �mi� a set of arbitrary integers. The recip-
rocal lattice vector are given by

�G = l1�b1 + l2�b2 + l3�b3

where

�ai · �bj = 2��ij

and �lj� are arbitrary integers and �ij is the Kronecker delta.
With these assumptions, Maxwell’s equations are




� × �E�r� = −i��0
�H�r�

� × �H�r� = i���r� �E�r�

� · ����r� �E�r� = 0

� · �H�r� = 0

Finally, we can use Bloch’s theorem to write the fields as
Bloch waves characterized by a wave vector �k in the first
Brillouin zone and a band index n as


�E��r� = �E

n�k��r� = �u
n�k��r� exp�i�k · �r�

�H��r� = �H
n�k��r� = �v

n�k��r� exp�i�k · �r�
where u

n�k��r� and v
n�k��r� are periodic functions that satisfy



�u

n�k��r + �R� = �u
n�k��r�

�v
n�k��r + �R� = �v

n�k��r�
Analytical solutions to these equations for the electromag-

netic fields are not available, in general, and we are left to
resort to various numerical methods to predict the electro-
magnetic properties of photonic crystals. Among the com-
mon numerical techniques that have been applied to these
structures are the plane-wave expansion method (PWE),
the finite-difference, time-domain method (FDTD), and the

finite element method (FEM). Both the plane-wave expan-
sion and finite element methods solve the vector Helmholtz
eigenvalue equation that is derived from the simplified
Maxwell equations above.




1
���r�� × [

� × �E��r�] = �2

c2
�E��r�

� ×
[

1
���r�� × �H��r�

]
= �2

c2
�H��r�

The finite element method has proved itself to be the fastest
method in calculating photonic crystal band structure, so we
will briefly describe this method. The variational procedure
leads to the weak form of this equation

∫
&

� × �W · � × �E d& − k2
0

∫
&

�r
�W · �E d&

−
∮
�&

�W · � × �E d �S = 0

where �W is the weighting function. The surface integral term
vanishes on boundaries that correspond to perfect electric
conductors (PEC), perfect magnetic conductors (PMC), or
periodic boundaries [5]. This term will be dropped hereafter
because we will apply one of those three boundary condi-
tions. To guarantee the one-to-one mapping of the approx-
imated nonzero eigenvalues to the physical modes, edge
elements are used. Using the same basis function as those
of the weighting function to approximate the vector field
(Galerkin method), the electric field in any tetrahedron is
expressed as

�E =
6∑

i=1

Ei
�Wi

Therefore, we arrive at the matrix equation

∫
&

� × �Wi · � × �Wj d& − k2
0

∫
&

�r
�Wi · �Wj d& = 0

which is a generalized eigenvalue equation of the form Ax =
*Bx. If the boundary is a PEC or a PMC, which is the case
when field symmetry is used to simplify resonant cavity prob-
lems, the matrices are real and symmetric. For spatially peri-
odic structures, the periodic boundary condition is imposed
on each pair of the periodic surfaces using Bloch’s theorem

�Wi′ = exp�−j �+ · �,� �Wi

where i′ is the corresponding edge number of edge i [6].
The matrix elements that correspond to the edges on the
periodic surfaces are complex and this leads to a complex
hermitian matrix. The matrix equation can be solved using
Arpack++ (C++ interface to Arpack and direct solvers
such as SuperLU and UMFPack), which is in the public
domain [7].
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The plane-wave expansion method solves the eigenvalue
equations by Fourier expanding the electromagnetic field
and the dielectric function

1
���r� =∑

�G
-� �G� exp�i �G · �r�




�E��r� =∑
�G

E
n�k� �G� exp�i �G · �r� exp�i�k · �r�

�H��r� =∑
�G

�H
n�k��r� exp�i �G · �r� exp�i�k · �r�

By choosing a sufficiently large number of plane waves,
the eigenvalues are obtained by diagonalizing the resultant
coefficient matrix which has the dimension of the num-
ber of plane waves. The plane-wave expansion method is
very straightforward to utilize and thus was the first numer-
ical method successfully applied in photonic crystal band
structure calculations. However, its convergence is depen-
dent on the number of plane waves applied, which in turn
increases the computing time since the diagonalization is
usually proportional to the matrix size. This is especially
important in three-dimensional structures where the matrix
size grows as N3. In addition, convergence can be very slow
even with a large number of plane waves, as the spatial
dielectric variation is large [8, 9]. The convergence of the
plane-wave expansion method can be improved by using
spherical waves instead of plane waves as a basis when the
photonic crystal is composed of dielectric spheres or circular
cylinders [10].

The finite-difference, time-domain method, introduced by
Yee in 1966 [11] is a marching-in-time procedure that sim-
ulates the continuous electromagnetic waves by volumetric
sampling of the unknown fields within and surrounding the
structure of interest [12]. The finite-difference, time-domain
method avoids the difficulties with the linear algebra used in
both the finite element method and the plane-wave expan-
sion method which limits the size of modeling structure. It
is also highly scalable because the computing time is lin-
early proportional to the mesh density. The finite-difference,
time-domain method, however, solves the eigenvalue prob-
lem indirectly. The simulation starts from a random ini-
tial condition with a particular wavevector, k, so as not to
exclude any possible modes, and propagates the fields in
time. The amount of time required for this propagation
depends on the precision required in the eignemodes and
eigenvalues. The eigenvalues for a given wave vector, k, are
obtained by a Fourier transformation of the complex-valued
field components in the time-domain recorded at various
low-symmetry locations [13]. The peaks in the Fourier spec-
trum correspond to the eigenvalues. By applying a band-pass
filter in time with its window aligned with each eigenvalues,
the final steady-state eigenmode distributions are calculated
by taking the time average of the time-domain solution at
each mesh point.

To overcome the staircase approximation of Yee’s
original staggered leapfrog meshing, several alternative
grids have been proposed, including hexagonal grids,
tetradecahedron/dual-tetrahedron grids, and a local subcell
model. Despite the significant accuracy advantage, the usage

of the alternative meshings by the finite-difference, time-
domain community has been quite limited, mainly due to
the additional complexity in its mesh generation and field
updating.

2.1. Two-Dimensional Photonic Crystals

Having discussed the basic numerical modeling techniques,
we will now consider the properties of these structures that
are of interest for laser applications. We will begin by intro-
ducing two-dimensional photonic crystals. This will be fol-
lowed by a discussion of the modes of the dielectric slab into
which two-dimensional photonic crystal lattices have been
patterned. Both symmetrically clad and asymmetrically clad
membranes will be included in this discussion. Finally, this
section will conclude with a look at resonant modes cre-
ated by including defects in the lattices. Both the modes of
the two-dimensional photonic crystal slab and the resonant
modes introduced by defects in the lattice are of interest in
photonic crystal laser design.

A two-dimensional photonic crystal is characterized by
having a dielectric structure that is uniform in the z
direction, while preserving a set of discrete translational
symmetries in the x-y plane. The electromagnetic field is
characterized by an in-plane wave vector k� and the wave
vector in the homogeneous direction kz

�H��r� = eikzzei�k�·�r�u
kz� �k�

��r��

In the case where the light is strictly propagating in the
x-y plane, that is, kz = 0, solutions to Maxwell’s equations
can be written as solutions to two independent sets of equa-
tions. These solutions are classified conventionally as trans-
verse electric (TEz� modes and transverse magnetic (TMz�
modes. One field component for each of these sets, Hz for
TE and Ez for TM, satisfies a scalar Helmholtz equation.
The band structures for TEz and TMz modes can be com-
pletely different




�Hz��r��
�y

= i����r��Ex��r��

�Hz��r��
�x

= −i����r��Ey��r��
�Ey��r��

�x
− �Ex��r��

�y
= −i�0�Hz��r��




�Ez��r��
�y

= −i�0�Hx��r��

�Ez��r��
�x

= i�0�Hy��r��
�Hy��r��

�x
− �Hx��r��

�y
= i�0���r��Ez��r��

Most of the investigations of photonic crystals have
focused on the triangular lattice and the square lattice.
However, since these structures are lithographically defined,
there is in principle no need to confine the investigation
to naturally occurring Bravais lattices [14]. In any case, in
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designing photonic devices formed in photonic crystals, care
must be taken with choosing both the lattice and the dielec-
tric distribution in the unit cell. A triangular lattice of air
holes patterned into a high refractive index membrane cre-
ates a bandgap for both the guided TE and TM modes of the
membrane for a range of hole radii. In general, a photonic
lattice that consists of a connected high dielectric region is
likely to exhibit a TE bandgap, while a lattice formed by
disconnected high dielectric regions is more likely to exhibit
a TM bandgap [15–18]. Both [18] and [19] have calculated
the dispersion relations for several types of structures with
a variety of lattices and unit cells.

Figure 1 shows the dispersion relation for the TE and
TM modes of a two-dimensional square lattice consisting
of dielectric rods. The TE dispersion relation is shown in
dashed lines and the TM dispersion relation is in solid lines.
Shown alongside is the conformal meshing of the unit cell
that was used in this calculation. In this disconnected lattice,
there is no TE bandgap, but a TM bandgap is formed. The
inverse lattice consisting of low index holes in a high index
matrix can be made to have both TE and TM bandgaps.

In the triangular lattice, the bandgaps for the two polar-
ization types are formed between different bands. The first
TE bandgap is formed between the first and second TE
bands, while the first TM bandgap is formed between the
second and third bands. Figure 2 shows the band structure
for TE and TM modes of a dielectric lattice perforated by
a triangular array of holes. In this figure, the dielectric con-
stant of the background material is 13.6 and the dielectric
constant of the holes is 1. The ratio of hole radius to lattice
constant, r/a, is 0.47. This photonic crystal has a large TE
bandgap. The frequency width of the gap is nearly 20% of
the midgap frequency. The size of this gap can be changed
by changing r/a. As r/a gets larger, the bottom band—
called the dielectric band because at the bandedge the stand-
ing wave field is peaked in the high dielectric regions—
moves up in frequency. This can be thought of as being due
to the fact that this mode has a decreasing effective index as
r/a increases. The second band—called the air band because
the standing wave field at the bandedge is peaked in the low
dielectric regions—also moves up in frequency. Since more
of field of the air band is located in the low dielectric regions
than the field of the dielectric band, the air band moves up
in frequency with increasing r/a faster than the dielectric
band and the bandgap therefore increases with increasing
r/a.

N
or

m
al

iz
ed

fr
eq

ue
nc

y
(ω

a
/2

πc
)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Γ ΓM K

Figure 1. The photonic band structure of a square lattice of dielectric
rods (nrods = 12) of radius of r/a = 022 in an air background using the
finite element method (left), and the conformal meshing used in the
calculation (right).
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Figure 2. The photonic band structure of a triangular lattice of air holes
(r/a = 0247) perforating a dielectric material (n = 11256) using the
plane-wave expansion method.

The photonic crystal structures that have been physically
realized in the optical domain are not uniform in z direction,
which is taken to be the epitaxial growth direction. Current
etching technology often leads to lattices that are only a
few microns deep. This forces the device designer to resort
to membranes of photonic crystal slabs above low-index
dielectric layers. The finite thickness of the photonic crystal
structures complicates the electromagnetic analysis [20]. For
lattices of a finite thickness, there are no longer strict TE or
TM modes since the translational invariance in the z direc-
tion no longer exists. A fully three-dimensional numerical
method with all six field components is required to accu-
rately simulate a photonic crystal structure in a dielectric
slab. Nevertheless, when mirror symmetry in the z direc-
tion exists, as in photonic crystals in suspended membranes,
the field can be categorized as being an even or odd mode
with respect to the midplane of the slab. This information
can be used to help cut simulation time in half. This, of
course, also requires that the layers which clad the sus-
pended membrane be symmetric. However, in cases where
the refractive index of the bottom cladding is not signif-
icantly different from air that serves as the top cladding
layer at the desired working wavelength—such as sapphire
and silicon dioxide at 1.55 micron—it is found that the even
and odd modes describe the field reasonably accurately. To
emphasize the approximation involved in the model, these
modes are most often referred to in the literature as even-
like or odd-like. It is worth noting that the photonic bandgap
in a dielectric slab is not a three-dimensional electromag-
netic bandgap [21, 22]. Since two-dimensional photonic crys-
tals offer only lateral confinement, the lattice produces only
a bandgap in the guided modes of the slab. Optical confine-
ment depends on the index contrast in the third dimension
to keep the field from radiating. The confinement of the
slab is good only if the mode lies outside the light cone of
the cladding. This effect is no different from what occurs in
an ordinary dielectric slab waveguide [23]. In other words, a
photonic bandgap exists only for those modes that are totally
internally reflected at the photonic crystal membrane inter-
faces. Figure 3 shows the dispersion relation for a dielectric
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Figure 3. Photonic band structure of the triangular lattice photonic
crystal membrane. The light cone is mapped as a gray region.

slab in which a triangular lattice photonic crystal has been
patterned. The radiation modes of the slab are shaded in
the figure. The photonic crystal modes above the light line
in the reduced Brillouin zone will be radiating vertically.
This vertical radiation is an important element of microcav-
ity photonic crystal laser design.

If the photonic crystal slab is placed on a low-index dielec-
tric film instead of being symmetrically air clad, then com-
plications are introduced into resonant cavity design. There
are three major effects of breaking the symmetry about the
midplane of the photonic crystal plane. These are a reduc-
tion in the effective bandgap width, an increase in the radius
of the radiation cone, and the loss of a rigorous bandgap
in the guided modes of the slab [24–26]. The first two of
these effects are the most serious for device designers. The
reduction in the bandgap occurs because the presence of
a higher index substrate affects the frequency of the sec-
ond band more than the lowest band. The radiation cone
of the substrate is also larger than the radiation cone of the
upper cladding material assuming that the substrate has a
large refractive index. The third effect, the loss of the guided
wave bandgap, results from the loss of strict even and odd
symmetry. In a symmetrically clad membrane, the bandgap
of the even guided modes and the odd guided modes are
not identical. The even guided mode bandgap is usually at a
lower frequency range than the bandgap for the odd guided
modes. When this even and odd classification is lost, due to
the asymmetric nature of the cladding, the bandgap is lost
due to the spectral overlap of the dispersion relation of the
modes that were formerly odd with the dispersion relation
of the modes that were formerly even. The coupling between
these two sets of modes is very small, however, so there is
still an effective bandgap.

Most photonic devices designed to date work in the first
bandgap, either in the bandgap as a result of a defect in the
lattice or at one of the band edges. Band edges are useful
because at the Brillouin zone boundary, the group velocity
of the guided modes of the photonic crystal membrane are
zero. As previously mentioned, the lower band edge mode
is a standing wave with the peaks of its electric field located

in the high dielectric regions. This allows them to be used
as laser modes in distributed feedback laser structures.

2.2. Localization of Light by
Defects in the Lattice

Modes can be introduced into the electromagnetic bandgaps
in photonic crystal membranes by introducing one or more
defects into the lattice. The presence of defects in the lattice
has the effect of pulling bandedge modes into the bandgap
[27]. This phenomena is similar to formation of deep lev-
els in an electronic bandgap of a solid due to impurities
and identical to the formation of resonant modes in verti-
cal cavity surface emitting lasers (VCSELs) by placing an
active region of a precise thickness between two distributed
Bragg reflectors. For example, if a high index perturbation
is added to the lattice, such as by filling a hole with a high
index material, then one or more modes is pulled from the
upper band edge into the bandgap. This mode is sometimes
referred to as a donor. Similarly, by including a low index
perturbation, acceptor modes are pulled into the bandgap
from the lower band edge. Thus by perturbing a single lattice
site, a localized mode or group of modes is formed which
have a frequency in the gap.

In analyzing these modes and designing them for laser
cavities, one of the most important parameters is the Q of
the resonance. The quality factor of the cavity is related to
the material gain required to reach threshold through

4g = 2�n̄

*

1
Q

where 4 is the optical confinement factor and g is the thresh-
old material gain. Three numerical methods can be used to
calculate the quality factor of the cavity modes. The first
method is to measure the slope of the exponential decay of
the energy of a given cavity mode with time. This decay of
energy from the cavity is described by exp�−t/tph�, where tph
is the photon lifetime that is related to the quality factor Q,
by Q = �tph. This method is most useful for relatively low
Q modes where the slope of energy decay is visibly greater
than zero.

Another method is to calculate the ratio of full width at
the half magnitude of the cavity resonance in the frequency
domain, 6�, to center frequency, �0. However, distortion
to the spectrum is often introduced because the numerical
simulation terminates before the impulse response is fully
evolved. This is, in effect, viewing the true time-domain
response through a rectangular window, which translates
mathematically into the convolution of the true spectrum
with a sinc function. The convolution widens the peaks in the
spectrum among other effects. Distortion can be reduced by
increasing the time-response window, but at a price of longer
simulation time. A better approach in addressing the prob-
lem is to apply digital signal analysis techniques to extrap-
olate the electromagnetic field in time-domain by 10:1 or
more beyond the actual simulation window. Several meth-
ods have been proposed including Prony’s method [28], gen-
eralized pencil-of-function technique [29, 30], and Padé’s
approximation [31]. The first two techniques extrapolate the
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field by representing it in the time-domain as a sum of com-
plex exponentials, while the last one uses a Padé approxi-
mation in conjunction with the fast Fourier transform. The
Padé approximation technique proves itself less sensitive to
the field sampling condition and thereby are more suited for
general purpose extrapolation.

A third method calculates the ratio of cycle-averaged
power absorbed in the boundary to the total energy in the
cavity mode. This method has the advantage of being able
to separate the radiation losses into different directions. For
example, the effective vertical quality factor Q⊥ is given by
the ratio of power lost to the absorber at the top and bot-
tom P⊥ with respect to the total cavity energy U�t�, times
the resonant frequency and effective in-plane quality factor
Q� is similarly given by the ratio of in-plane power loss P� to
the product of the total cavity energy and the resonant fre-
quency. It should be noted that all of the calculations of Q
in photonic crystals to date are of the cold cavity Q value. It
is possible, however, to include absorption and gain in these
calculations.

The field profile, resonant frequency, and quality factor of
the modes introduced by placing defects in the lattice can be
engineered. Not only can we create a defect mode with a fre-
quency in the bandgap; we can also design a range of defect
frequencies that sweep continuously across the bandgap by
varying adjacent defect hole size or lattice constants [26].
Tuning the defect frequency to any value within the bandgap
is one of the most important features of photonic crystal
resonant cavities. One of the most common methods of cre-
ating a resonant cavity in a two-dimensional photonic crystal
lattice is to fill one hole in a triangular lattice. This has the
effect of introducing a doubly degenerate dipole mode into
the bandgap. The resonant frequency of this mode depends
on the lattice constant, r/a, and the membrane thickness
in cases where the cavity is formed in an undercut mem-
brane. The dipole mode does not have a particularly high
Q. It is on the order of a few hundred. So while this mode
is very easy to form, it is probably not the most interest-
ing cavity design for laser operation. The problem with the
dipole mode is that it suffers from rather large, out-of-plane
radiation losses.

Understanding the role played by the in-plane and ver-
tical radiation loss in a particular cavity is very useful in
device design. The in-plane quality factor increases rapidly
as the number of lattice periods increase, but for the small-
est defects, the limiting factor for the cavity quality factor
is usually the vertical radiation. This phenomena is illus-
trated in Figure 4. This figure shows the quality factors cor-
responding to the radiation loss in the vertical and in-plane
directions as well as the total quality factor of this cavity. In
this particular calculation, the cavity modeled was a single
defect in a two-dimensional photonic crystal membrane. As
mentioned above, the triangular lattice is often used in pho-
tonic crystal resonant cavities. This lattice has a large TE
bandgap that is useful because this is the polarization that
is predominantly emitted by conduction band to heavy hole
radiative transitions in III–V semiconductor gain media. In
addition, the larger the bandgap, the stronger the localiza-
tion of the resonant fields at midgap. Because of this strong,
in-plane localization, quality factors of the smallest cavities
in this lattice are often dominated by out-of-plane radiation.
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Figure 4. In-plane Q, vertical Q, and total Q. Reprinted with permis-
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This occurs because part of the mode overlaps the radia-
tion cone of the slab. Since the mode is strongly localized in
real space, it is spread out in wave vector space and over-
laps the radiation modes of the slab. A Fourier transform
of the dipole mode along with its real-space field profile
is shown in Figure 5a. The figure shows the Brillouin zone
boundary and the radiation cone as well. This loss can be
reduced by reducing the resonant frequency of the mode.
This moves the resonant mode farther away from the light
cone. Equivalently, reducing the frequency of the resonant
mode reduces the size of the radiation cone in k-space. This
frequency reduction can be accomplished by reducing the
r/a ratio of the lattice. This increases the effective index of
the membrane and reduces the resonant frequencies. There
is a trade-off in this, however, since reducing r/a reduces
the size of the bandgap which can cause a reduction of in-
plane confinement. This resonant frequency reduction can
also be accomplished by increasing the thickness of the pho-
tonic crystal membrane. This also has the effect of increasing
the effective index of the modes and reducing their frequen-
cies. This strategy is effective as long as the slab does not
become multimoded. Once the slab supports more than one
waveguide mode, then the bandgap begins to close. This
is due to the presence of the dispersion relations of the
higher order slab modes. Another way in which the Q of
the smallest cavities can be increased is by engineering the
lattice near the missing hole. This method is the most gen-
eral, but also the most open-ended. The strategy to achieve
this increase in Q is most clearly illustrated by the Fourier
transform of the dipole mode [32]. Again, this is shown for
one of the degenerate dipole modes in the triangular lat-
tice in Figure 5a. This figure shows that the greatest overlap
of the mode with the radiation cone occurs along the 4 -M
direction. Relaxing the in-plane confinement in this direc-
tion will allow the mode distribution in k-space to be more
well localized and thereby reduce the overlap of the mode
with the radiation cone. An illustration of the implementa-
tion of this design strategy is shown in Figure 5b. In this
figure, the dielectric constant in the direct lattice has been
modified to allow the resonant mode to expand along the y
direction. This has the effect of increasing the Q by reducing
the out-of-plane radiation loss. The strategy is fairly general,
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Figure 5. The spatial profile and the Fourier transform of the dipole
mode in an (a) unmodified and (b) modified, single-defect photonic
crystal cavity. At right, the outer black line is the first Brillouin zone
boundary and the inner black circle is the light cone in k-space.

but the particular lattice instantiation in which to achieve
this increase is not unique.

Larger cavities have also been formed by removing several
holes from the lattice. For these larger cavities, there are, of
course, more resonant modes formed. It has not always been
possible to identify the lasing modes in these larger cavi-
ties. For larger defect photonic crystal cavities, it is found
that the loss of some of the defect modes is not dominated
by vertical radiation loss. These modes benefit from being
less tightly confined in real space and thereby spread less
in reciprocal space. If the mode does not overlap the radia-
tion cone in reciprocal space, it will not radiate out of plane.
Of course, all confined modes overlap this radiation cone,
but the extent of this overlap determines the out-of-plane
radiation loss.

The square lattice has also been utilized in photonic crys-
tal cavities. This lattice does not have a large TE bandgap. In
fact, a complete bandgap may not even be necessary for the
localization of a mode at a defect site. If the mode consists
of wave vector components mainly from the region where
a bandgap exists, then the mode can still be localized. In
fact, quality factors from a single defect in the square lat-
tice are thought to be higher than in a single defect in a
triangular lattice [33]. This is attributed to the reduction of
the in-plane confinement of the mode in the square lattice
as compared to the triangular lattice. This relaxation of the
in-plane confinement will then help to localize the mode in
k-space, reducing the overlap of the mode with the radiation
modes of the slab.

One of the more interesting features of photonic crystal
lasers is that their resonant wavelength can be lithographi-
cally defined. Lithographic tuning of the wavelength can be
achieved by varying the lattice constant and the hole radius.
This scaling property of Maxwell’s equation can be seen as
follows. Assuming there is a resonant mode that satisfies the

equation,
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Using the second and third of these equations, this last equa-
tion can be reduced to
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where �2 = ,�1 and the eigenfrequencies have been scaled.

3. FABRICATION OF TWO-DIMENSIONAL
PHOTONIC CRYSTALS

In this section, an overview of the fabrication procedures
used in the formation of semiconductor photonic crystals
will be presented. Most of the 2D photonic crystal lasers that
have been demonstrated to date were fabricated in III–V
compound semiconductors. There have been demonstra-
tions in the AlGaAs/GaAs material system [34–36] as well
as the InGaAsP/InP system [37–38]. The fabrication pro-
cesses for these lasers is similar to each other even though
the demonstrated lasers were designed for various types of
optical modes with various physical structures. The typical
semiconductor device fabrication processes include molec-
ular beam epitaxy (MBE) or metal organic chemical vapor
deposition (MOCVD) epitaxial growth of the active and
waveguide materials, dielectric mask and/or metallic mask
deposition for masking the pattern transfer, photolithogra-
phy or electron beam lithography for defining the geometry
of the laser devices, and plasma etching and/or wet chemical
etching for defining the device geometry in semiconductor.
Because of the similarity between the fabrication processes
of all these laser devices, we are going to give the detailed
description of the fabrication process of only one of the
photonic crystal lasers in this article—the two-dimensional
photonic crystal membrane laser in InGaAsP/InP [38]. This
illustrates the basic nanofabrication process necessary to
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pattern and transfer the photonic lattice into the semi-
conductor. The final structure consists of a 220-nm-thick,
InGaAsP suspended membrane containing four quantum
wells in which a triangular lattice of holes has been etched.
The resonant cavity is formed in the center where there is
one or more holes missing from the lattice.

To realize this structure, an epitaxial structure containing
the active region, usually several quantum wells to provide
TE gain, and any additional optical waveguiding layers, is
deposited first. The epitaxy is capped with a thin, ∼50 nm
layer that will subsequently be removed. This layer protects
the active region during the etching and its removal at the
end of the process guarantees a smooth top surface. The
masking layers are then deposited. A silicon nitride layer
that is typically on the order of 100 nm thick is deposited
on top of which 100-nm of 2% polymethylmethacrylate
(PMMA) is spin-coated.

The photonic lattice is defined in the PMMA by electron
beam lithography. After the electron beam exposure, the
PMMA is developed. At this point, the pattern is transferred
through the SiN mask layer in a reactive ion etch (RIE). This
nitride layer is then used to mask the pattern transfer into
the semiconductor. This last pattern transfer, dry-etching
step can be done using a chemically assisted, ion beam
etch (CAIBE), an inductively coupled plasma etch (ICP),
or an electron cyclotron resonance etch (ECR). To pattern
InGaAsP/InP material, an etch recipe based on a CH4/H2/Ar
plasma is often used, although Cl-based recipes [39–41] have
also been demonstrated. For an AlGaAs/GaAs structure, a
Cl-based plasma chemistry is most often used [41]. An SEM
image-showing the cross-sectional view of the photonic crys-
tal lattice after a typical CH4/H2/Ar plasma ECR etch, is
shown in Figure 6. After this step, one last plasma etch is
used to remove any remaining mask materials.

At this point, the photonic lattice is transferred into the
semiconductor. A wet chemical etch is used to form the sus-
pended membrane. To remove the InP below an InGaAsP
membrane, this etch is a HCl-based mixture. For example, a
4:1 HCl:H2O etch at 0 �C has been reported. This etch also
removed the cap layer on the epitaxy. Care must be taken
with this etch, however, because HCl is an anisotropic etch

Figure 6. Cross-section SEM of a triangular photonic crystal lattice in
InGaAsP/InP after ECR etching.

in InP [42]. The resulting membranes are suspended over a
V-shaped groove that runs along the 0�−1�−1� crystalline
directions in the InP substrate. An electron micrograph
image of a finished laser cavity is shown in Figure 7.

4. DEMONSTRATED RESONANT
CAVITY TYPES

A large variety of photonic crystal lasers have been demon-
strated. This variety exists in both the resonant cavity design
as well as in the gain material. In this section, we will review
the experimental demonstrations of photonic crystal lasers.
These demonstrations will be classified as lasers with pho-
tonic crystal end mirrors, lasers operating along traditional
distributed feedback principles, and lasers that depend on
high Q modes localized to a defect in the lattice. Most of
the discussion will focus on the latter cavity type.

The simplest use of photonic crystals in laser structures is
as end mirrors in a Fabry–Perot cavity. The earliest experi-
mental demonstrations of 2D photonic crystal lasers in semi-
conductors were accomplished in this geometry [43]. Later,
researchers conducted more detailed studies of these struc-
tures [40, 44–46] and employed an intracavity photonic crys-
tal mirror to achieve a stable, single-mode, coupled-cavity
laser. These laser structures can be straightforwardly made
to be electrically pumped. The disadvantage of this geom-
etry, however, is that the lattice must be etched deeply
enough so that the lattice overlaps the entire mode profile in
order to obtain the highest reflectivity [25]. There is much in
common between these lasers and short-cavity, distributed
Bragg reflector (DBR) lasers. Two-dimensional periodicity
has the potential to offer greater mode stability, however.
Quality factors in these cavities can be made very large due
to a potentially long path length and therefore a potentially
long photon lifetime.

Two-dimensional photonic crystal lasers have also been
used in what are essentially DFB lasers as well. In these
devices, the lasing occurs at the band edge of the photonic
bandgap. Lasing has been observed in 2D and even in 3D
periodical structures of polymers [47–49]. Many reports have
observed lasing phenomenon in various types of naturally

Figure 7. SEM micrograph showing a tilted view of a finished, photonic
crystal membrane laser cavity.
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formed periodic structures in polymers. In 1998, Berggren
et al. [50] and Meier et al. [51, 52] demonstrated a 2D
photonic crystal DFB laser by etching a square lattice into
SiO2 and then spin-coating the patterns PBD doped with
laser dyes.

Photonic crystal DFB lasers in semiconductor materi-
als were demonstrated later in both triangular lattice and
square lattice photonic crystals [53–56]. As reported in [53],
electrically pumped DFB lasers were fabricated by directly
wafer-bonding a p-InP layer containing multiple InGaAsP
quantum wells, onto an n-InP substrate on which had been
etched a shallow 2D photonic crystal structure. Coherent
and incoherent lasing at three equivalent 4 -X directions
was observed with different electrical pumping conditions.
A more sophisticated study of mode polarization control by
deforming the symmetry properties of the photonic crystal
unit cell was later reported by the same group of researchers
[54]. Optical pump thresholds as low as 35 �W have been
demonstrated at 80 Kelvin [55]. This demonstration utilized
pulsed pumping of a 200-nm, air-clad, InGaAsP slab con-
taining a triangular lattice photonic crystal.

Lasing in larger cavities is not strictly confined to
DBR and DFB-type photonic crystal cavities. There have
been other demonstrations of photonic crystal semiconduc-
tor lasers. A bent-ridge, waveguide laser cavity with two-
dimensional photonic crystals as the lateral confinement
has also been demonstrated [57]. The radiation loss of the
waveguide bend is reduced using this method. A coupled
cavity waveguide structure, formed by 40 coupled hexagonal
cavities with 91 defects surrounded by two-dimensional tri-
angular lattice photonic crystals, has also been reported [58].
Minibands inside the photonic bandgap form and single-
mode lasing is observed at the first miniband edge.

The preceding photonic crystal lasers do not make use
of defects in the lattice. There have been several demon-
strations, however, of microcavity lasers in which the mode
is formed by defects in 2D photonic crystals. These micro-
cavities have resonant modes that exist within the electro-
magnetic bandgap of the photonic crystal and are localized
to the immediate vicinity of a defect in the lattice. Two-
dimensional photonic crystals are used to provide the
in-plane localization of the mode, while the vertical con-
finement is provided by total internal reflection at a dielec-
tric interface. Maximum confinement can be achieved using
air as the cladding layers on both sides of a semiconduc-
tor membrane. The InP/InGaAsP material system is most
often used for these demonstrations because it provides two
advantages. One advantage is the relatively lower surface
recombination rate, and the other is the long emission wave-
length around 1.55 �m. Surface recombination in semicon-
ductor photonic crystals has been studied in [59]. Most of
these demonstrations have been of pulsed, optically pumped
lasing. Here we will first consider the smallest of these cav-
ities, those in which the defect consists of a single miss-
ing hole in the lattice. The first two-dimensional, photonic
crystal defect laser demonstration was reported by Painter
et al. in June 1999 [60]. This demonstration occurred in a
suspended membrane in which a triangular lattice was pat-
terned. This device was optically pumped at 143 K. The
resonant mode was formed at a single defect in the lat-
tice. The threshold pump power and pump conditions in

this demonstration were 6.75 mW and 10 ns pulses with
250 ns period. The reported Q of this cavity was 250. This
lasing mode had one of the smallest mode volumes ever
reported in any laser. The cavity quality factor of this cav-
ity was subsequently improved by a factor of approximately
two or more by reducing the hole size which led to a room-
temperature demonstration [61]. The highest Q mode in
these single-defect, triangular lattice cavities is a doubly
degenerate dipole termed the x-dipole and the y-dipole [62].
These two degenerate modes have orthogonal polarizations
and have been observed experimentally. The lattice, how-
ever, can be intentionally distorted near the missing hole,
thereby reducing the symmetry to break the polarization
degeneracy of the dipole modes. This distortion has also
been demonstrated experimentally [60, 63]. To obtain the
truly single-mode operation inside the two-dimensional pho-
tonic crystal defect cavity, Park et al. proposed a new design
in which a nondegenerate monopole mode is experimentally
observed by reducing and pushing away the nearest six air
holes from the defect cavity [64]. The measured polarization
data of the monopole mode showed no preferred direction
as indicated using the 3D FDTD calculation. The quality
factor here was estimated to be larger than 1900. This value
was obtained from the spectral linewidth at transparency. As
a result of this large Q value, a low-threshold pump power
of less than 0.3 mW was obtained. Various modified single-
defect cavity designs have also been studied, both numeri-
cally and experimentally in [65–66].

Room-temperature, pulsed lasing action has also been
realized by Ryu et al. using two-dimensional, square lattice
photonic crystals [67–68]. In [67], both degenerate dipole
modes and a nondegenerate quadrupole mode in the single-
defect cavity are observed. The threshold pump conditions
for this geometry were 0.8 mW power of optical power with
a 15 ns pulse width and a 0.4% duty cycle. A FDTD calcula-
tion predicts that the quality factor of the quadrupole mode
is much larger than the dipole mode and the experimental
measurement yielded a quality factor of about 2000 for the
quadrupole mode. Again, this measurement was obtained
from the linewidth of the resonance at transparency. The
nondegenerate mode has been labeled as the lowest-order
whispering gallery (LWG) mode [68]. Furthermore, this
mode exhibits an energy null at the center of the cavity
and hence opens up a possible route of electrical pumping
by putting the current contact at the cavity center. Other
work towards electrically pumped photonic crystal lasers is
reported by Zhou et al. [69–70]. The heterostructure in this
report consisted of an undoped cavity with two compres-
sively strained InGaAs quantum wells and a bottom DBR
mirror. The photonic crystal is deeply etched through the
cavity and into the bottom DBR region. Later, this group
used self-organized InAs quantum dots as the active mate-
rial and demonstrated photonic crystal, microcavity light-
emitting diodes pumped in pulsed mode with a heat sink
[71].

There has also been other recent work on incorporat-
ing quantum dot active regions into photonic crystal laser
cavities. Quantum dot active regions have the potential
to reduce any surface recombination loss in these cavi-
ties through the incorporation of in-plane potential wells.
Two-dimensional photonic crystal defect cavities, using InAs
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quantum dots as the active material, were first reported and
characterized by Reese et al. [72]. Microcavities formed by
removing 37 and 61 air holes out of an otherwise perfect tri-
angular lattice photonic crystal were reported in this work.
Measured photoluminescence spectra show several high Q
cavity modes among the more than 100 possible resonant
modes inside the cavity. Modes with quality factors higher
than 1000 are obtained from the spectra. Later, photonic
crystal cavities with single and seven air holes removed from
the lattice with a cavity quality factor as high as 4000 were
observed [3]. Yoshie et al. have published results on two-
dimensional, photonic crystal, single-defect cavities using
self-organized InAs quantum dots [73]. Later, this same
group employed a new cavity design based on fractional
edge dislocations to obtain a high-quality, single defect cav-
ity within a two-dimensional triangular lattice photonic crys-
tal slab [74]. Donor modes were observed and the measured
quality factor as high as 2800 was achieved in a cavity using
the InAs quantum dots as the emitter. Room temperature,
optically pumped, InAs quantum dot photonic crystal lasers
were first demonstrated using a coupled cavity design [75].
Lasing is observed for both the coupled two-defect and four-
defect cavities in a square lattice photonic crystal with the
threshold pump powers of 120 and 370 �W, respectively.

Larger cavities have also been formed by removing mul-
tiple holes from the lattice. Photonic crystal defect lasers
with 19 holes removed from the triangular lattice have been
reported by Lee et al. [76]. An 860-nm top-emitting, vertical-
cavity, surface-emitting laser (VCSEL) was used to optically
pump the photonic crystal lasers. The lowest threshold pump
power reported in this geometry was 0.5 mW. The corre-
sponding threshold carrier density was estimated to be 122×
1017 cm−3 per quantum well. Approximately 2 �W of peak
output power was collected vertically and fiber coupled using
this structure. This laser and the previously mentioned laser
employ a photonic crystal in a suspended membrane. This
has the serious disadvantage of being a very poor geome-
try in which to dissipate heat. To make a more thermally
conductive photonic crystal defect laser structure than the
suspended membrane, Hwang et al. proposed a design that
involves bonding a AlAs layer to the thin slab and later oxi-
dizing it into a low-index AlOx layer [77]. They reported
pulsed lasing action for defect cavities with 37 or more
holes removed from the hexagonal lattice. Another effort
of integrating the photonic crystal defect lasers with other
materials was made by Monat et al. [78]. They employ the
SiO2-SiO2 wafer-bonding technique to integrate the defect
lasers onto a silicon wafer. The defect cavity with 61 holes
removed from the hexagonal lattice was sandwiched between
air and the SiO2 layer. Quality factors of the resonant modes
in the cavity can be as high as 700.

Modes and their corresponding radiation patterns have
also been investigated in these lasers. Shin et al. reported
on investigations of the far fields and near fields of vari-
ous lasing modes in photonic crystal lasers [79]. The cavities
they measured are rather large with “radii” of 11, 13, 21,
29, or 31 missing holes along the K direction of the hexag-
onal lattice. Cavities with a “radius” of 11 lattice constants
have 91 holes removed from the photonic crystal lattice.
The cavity in these demonstration is, of course, hexagonal
shaped and not circular. These cavities, therefore, support

dozens of resonant modes. By slightly adjusting the align-
ment of the optical pump beam, different lasing modes
can be selectively excited. The observed lasing modes were
divided into two categories: one-dimensional modes and
two-dimensional modes. The one-dimensional modes were
plane wave-like modes that oscillate between two parallel
boundaries of the hexagonal cavity. These are TE-polarized
as confirmed experimentally from the polarization-resolved
emission patterns. Two-dimensional modes are observed for
larger lattice constants and for cavities with at least 11
defects along the K direction. A 21-defect cavity, for exam-
ple, had only one-dimensional lasing modes for lattice con-
stants 370 nm and 400 nm. Two-dimensional lasing modes
began to appear when the lattice constant was 440 nm. At
the lattice constant 490 nm, only the two-dimensional mode
was present. The spectrally resolved, near-field intensity dis-
tributions of the resonant modes inside the defect cavity
were reported for the first time using a scanning optical
microscope. The near-field images of the one-dimensional
lasing modes reveal that the intensity decays within a few
lattice periods into the photonic crystals. The images of the
two-dimensional lasing modes indicated that intensity was
mainly distributed along the cavity boundary.

All of the experimental results previously discussed were
under pulsed operation at room temperature. The only con-
tinuous room temperature operation of photonic crystal
defect lasers was reported by Hwang et al. [80]. This demon-
stration utilized the same structure as in [77], but the cavity
size in this case is larger (21 defects along the K direction of
the hexagonal cavity forming a cavity approximately 10 �m
in diameter). The Al2O3 layer acts not only as the low-index
cladding material but also as a thermally conductive layer to
dissipate heat more efficiently.

Pulsed operation of photonic crystal lasers above room
temperature has also been reported by Lee et al. [81]. The
laser cavity design in this demonstration was the same as in
[76]. Lasing action was observed for substrate temperatures
as high as 50 �C. The effects of temperature on the per-
formance of photonic crystal defect lasers were investigated
in [81]. Temperature-dependent measurements of the lasing
wavelength and the threshold pump power were reported.
It was found that the lasing wavelength increased with sub-
strate temperature at a rate of approximately 0.5 Å/K and
the near linear red shift of the lasing wavelength was dom-
inated by the refractive index change of the semiconductor
media. The threshold input pump powers measured for sub-
strate temperatures 20 �C, 35 �C, and 50 �C were 3.2 mW,
5.3 mW, and 7.4 mW, respectively.

As described earlier, one advantage of photonic crystal
defect lasers is that the lasing wavelength, polarization, and
emission direction of the mode can be easily engineered
by lithographically changing the geometry of the devices.
Using this idea, a 10 × 10 multi-wavelength photonic crys-
tal laser array of single-defect cavities was demonstrated by
Painter et al. [82]. A tuning range from 1500 nm to 1625 nm
with a 10-nm wavelength spacing from device to device was
reported. Later Cao et al. reported a wavelength separa-
tion of approximately 4.6 nm between adjacent devices with
lattice constants varying in 2 nm increments [83]. This multi-
wavelength array consisted of 31 cavities. This demonstra-
tion utilized a larger cavity, 19 holes missing from the lattice.
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Although multiple modes exist within such cavities, approx-
imately 20 dB SMSR was reported in that work.

No work has been reported to date on the dynamics
of these lasers. It is interesting to consider the effects of
the small cavity volume that these defect photonic crystal
lasers possess might have on the dynamic properties of these
lasers. Experimentally, these questions will most easily be
answered for lasers that can be operated CW.

Much work has been done in the last few years to make
photonic crystal lasers a reality. There is a great deal of work
remaining, however, if photonic crystal lasers are to become
a mature, practical, photonics technology. Room tempera-
ture, CW, and electrically pumped lasing will be required. To
achieve this, the investigation and minimization of absorp-
tion losses in these microcavity devices as well as innovative
design strategies will be necessary. Strategies for increasing
the output power from these lasers may also be required.
These are daunting challenges. However, considering how
far this technology has come in such a brief time, there is
no reason to expect that these challenges cannot be met.

GLOSSARY
Compound semiconductor Semiconductors that are com-
posed of multiple elements.
Finite-difference time-domain A marching-in-time method
that simulates the continuous fields by volumetric sampling
of the unknown fields within and surrounding the structure
of interest.
Finite element method An approximate method for solv-
ing partial differential equations by replacing continuous
functions by piecewise approximations defined on polygons,
which are referred to as elements.
Laser Devices that generate or amplify coherent radiation
at frequencies in the infrared, visible, or ultraviolet regions
of the electromagnetic spectrum.
Microcavity Spatial distributions of dielectric function that
exhibit confinement of light.
Photonic bandgap A range of electromagnetic radiation
frequency in which no propagation modes exist.
Photonic crystal Materials with a periodically varying
dielectric function.
Quantum dot Nanoscale impurity domains in semiconduc-
tors that have quantum confinement effects on electrons in
all three dimensions.
Quantum well Thin slab structures in semiconductors that
have quantum confinement effects on electrons in the direc-
tion orthogonal to the slab.
Resonant cavity Microcavities that exhibit confinement on
fields for certain frequencies.
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1. INTRODUCTION
Phthalocyanine (1) is a very important organic macrocycle,
with many applications for its photochemical, photophysical,
optical, and electrochemical properties, biological functions,
and high stability [1].

N
N

N
N

N N

N

N

M

1 (M = H2, or metal oxo, metal halide, etc.)

Having mainly two characteristic absorption bands, a
Soret band (300–400 nm) and a Q-band (600–800 nm),
phthalocyanine (Pc) and its derivatives show characteristic
color as well as photo- and electrochemical properties. They
are extensively used as pigments and dyes, and they are
models for biologically important species such as porphyrins,
hemoglobin, and chlorophyll. They can be applied in chemi-
cal sensors, especially for the detection of NO2 [2], in opto-
electronic devices [3], solar cells [4], and well-behaved field

effect transistors [5], molecular metals, conducting poly-
mers, sulfur effluent pollutant control, and in optical storage
devices [1]. Their catalytic properties have been studied for
some time [6], most recently for redox catalysis such as in
fuel cell applications [7–9].

Recently the assemblies of phthalocyanines have attracted
intense attention since the elucidation of the structure of
the light-harvesting antenna LH2 in a natural purple pho-
tosynthetic bacterium [10]. Furthermore, a large number
of phthalocyanine doped or bound polymers involving vari-
ous metals have been prepared to enhance and tailor these
properties and to facilitate the exploitation of Pcs in such
applications [11]. For example phthalocyanine embedded in
some organic polymers has been applied in optical recording
materials, which records with the infrared (IR)-laser hole
burning technique [12, 13].

An important step in the development of Pcs for these
application is the precise manipulation of molecular arrang-
ements. This precise manipulation allows directional
transport of electrons, photons, and ions. In this context,
a number of Pc molecules have been assembled into con-
trolled nanoscaled structures through covalent and nonco-
valent bonds, by controlling the intermolecular interactions
in all ranges (van der Waals, electrostatic, covalent) and
molecular symmetry. For molecular self-assemblies, rela-
tively weak and reversible noncovalent types of interactions
are involved. Such interactions are electrostatic, van der
Waals, hydrogen bonding, hydrophobic interaction, etc.

Covalently bonded nanoscaled Pc macromers are con-
structed by a polymerization method. It is a subject of
great importance because it controls the aggregation of Pcs
and macroscopic properties of nanoscopic molecular devices
[14]. Several strategies have been explored to construct
Pc polymers using different monomers and polymerization
methods. The control of spatial arrangement and orien-
tation of these planar �-conjugated compounds promised
the creation or modification of functions and properties of
molecular organizations. This chapter provides an overview
on nanoscaled Pc assemblies and Pc polymers.

2. PHTHALOCYANINE THIN FILMS
Phthalocyanines having planar structures form thin films
with a film thickness at the nanometer level. Thin films
containing phthalocyanines have attracted a lot ofinterest
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630 Phthalocyanine Nanostructures

in the past decade [15–32]. Several strategies were imple-
mented to build up phthalocyanine thin films: spin coat-
ing [33–36], casting in matrixes such as bilayer membranes
or thermotropic liquid crystals [30, 37], deposition by the
Langmuir–Blodgett technique [20, 23, 31, 37b–43], or self-
assembly [15, 16, 18, 25–29, 44]. The latter method appears
to be very attractive since it provides a stable chemical link-
age between the substrate and the macrocycles. Pcs were
attached to mineral substrates via electrostatic interactions
[16, 25, 26, 45], sulfur-to-gold bonds [18, 27, 46], or complex-
ation between bound ligands and metal centers [15, 28, 47].

Thin films are more generally deposited to a thin film by
the vacuum deposition method [48–59]. Vacuum deposition
on a highly ordered support such as MoS [60], metal [56, 59],
or alkali halide surfaces (100) [61–66] tends to produce well-
defined film structures. Organic molecular beam deposition
(OMBE) provides various film phases of tri- and tetrava-
lent metallophthalocyanines such as AlPcCl, InPcCl, TiOPc,
and VOPc; some of these phases exhibit a highly redshifted
Q-band in its electronic spectrum [67, 68]. This redshift orig-
inates from lateral stacking of the molecules in the film
structure, which has been reported for cyanine aggregates
[69–71] and is usually described by exciton coupling [71–73].
On the other hand, bivalent metallophthalocyanines prefer a
coplanar central stacking owing to missing axial ligands and
provide a blueshifted Q-band [39, 72, 74]. Nonplanar PbPc
molecules were found [75] to have three adsorption phases
on MoS2 in ultrahigh vacuum (UHV), instead of the two
phases observed for CuPc on the same surface. For CuPc,
a close-packed phase with a square unit cell and a rowlike
phase were observed. For PbPc, the additional adsorption
phase comprised three adjacent close-packed rows separated
by one or two isolated single rows. Molecularly resolved
images of PbPc on MoS2 show two different adsorption
geometries, with the Pb atom above or below the Pc plane
(the molecule is nonplanar). Different phases and structures
in the Pc films depending on the metal, substituent, and the
film thickness are described.

2.1. Metal-Free Phthalocyanine (H2Pc)

Two different polymorphic forms of free base phthalocya-
nine films have been grown on glass substrates by UHV
organic molecular beam deposition. Postgrowth annealing
of films grown at room temperature leads to transformation
from the � to the �1 phase [76]. The effects of annealing
lead to a number of transition states whose morphologi-
cal, structural, and spectroscopic properties can be identi-
fied using atomic force and optical interference microscopy,
X-ray diffraction, and Raman and electronic absorption
spectroscopy. Detailed morphological studies indicate that
the transition occurs via a discrete number of nucleations
and is preceded by an elongation of the � crystallites.
The film thickness plays a critical role and three regimes
have been identified. The � → �1 transformation is only
complete for films thicker than ∼940 Å, and thick films lead
to a higher degree of orientation and larger domains.

The morphology of the samples annealed for different
times was assessed using atomic force microscopy (AFM)
(Fig. 1). A film grown at room temperature with no anneal-
ing is shown as a reference in (a) and displays the high

1 µm 1 µm0.5 µm

(a) (b) (c)

2 µm 2 µm

(d) (e)

Figure 1. AFM images of 2330 Å thick H2Pc films as a function of
annealing time: (a) no anneal, (b) 1.0 h, � phase, (c) 1.0 h, �1 phase
(minor component), (d) 1.25 h and (e) 2.0 h. Reprinted with permission
from [76], S. Heutz et al., J. Phys. Chem. B 104, 7124 (2000). © 2000,
American Chemical Society.

density of spherical islands that characterizes the � phase
[77]. The first changes become apparent after annealing for
0.75 h. The underlying surface morphology is similar to that
seen for growth at room temperature, but closer inspection
reveals some elongation of the spheres and the presence of
several larger islands on the surface, with a typical diam-
eter of 0.2–0.3 �m. Elongation of the � spheres becomes
more pronounced after annealing for 1 h (b). This elonga-
tion prior to transformation has been reported in a previ-
ous electron microscopy study of CuPc films on muscovite
[78]. Larger islands are also present on the surface, although
these have not increased in size and number (number den-
sity of islands �4 �m−1�. A small proportion of the sam-
ple displays regions covered in oriented slender crystallites
(c). These areas are at least 49 �m2, the typical area of
an AFM image, and are characteristic of a pure �1 phase
film [77]. The organized growth of the �1 phase therefore
starts after 1 h annealing, consistent with the Raman spectra
shown in Figure 2. After 1.25 h annealing the surface is com-
pletely covered with the long thin crystals of the �1 phase.
The crystallites are parallel to each other over large areas,
and a boundary between two domains of different orienta-
tions can be seen in (d). Annealing for longer times leads
to no appreciable change in the surface morphology until
after 2 h (e). At this point, the appearance of smooth areas
between remaining islands of �1 crystals indicates that the
�1 phase crystals have grown together and there only remain
a few well-defined thin �1 crystallites, mostly arranged in
columns. However, the domain boundaries are still present
and there are some features reminiscent of the oriented
crystallites in the smooth areas, indicating that these have
been formed by the merging of the slender �1 crystallites.

Figure 3 shows the effect of film thickness on the larger
scale morphology of the �1 phase. For the thinnest film for
which it is possible to induce the �→ �1 transformation, the
result is isolated areas of fernlike morphology (a). There are
large areas of nontransformed material between the �1
phase islands, and there is also space between the individ-
ual strands of the fernlike islands. When the starting film is
slightly thicker, the �1 islands are larger, but they are still
isolated from one another (b). This correlates well with the
AFM results, which showed discrete domains of � and �1
phase H2Pc. Figure 3c shows a sample that has the features
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Figure 2. Resonance Raman spectra of 2330 Å H2Pc films acquired
with a 632.8 nm laser source. (a) and (b) are reference spectra for
�1 and � films, respectively. Different annealing times are shown:
(c) 0.75 h, (d) 1.0 h, � phase, (e) 1.0 h, �1 phase, (f) 1.25 h, (g) 1.5 h,
and (h) 2.0 h. The ratio of � (d) to �1 (e) for the film annealed for
1 h is approximately 5:2. Reprinted with permission from [76], S. Heutz
et al., J. Phys. Chem. B 104, 7124 (2000). © 2000, American Chemical
Society.

typical of all films above a critical thickness where the trans-
formation is complete (i.e., 940 Å). The surface is covered
entirely by domains of aligned �1 phase crystals. On close
inspection this thicker film can be seen to exhibit the same
fernlike fine structure as the thinner films, but there is no

a) b)

c)

100 µm

Figure 3. Nomarski micrographs of H2Pc films annealed for 2 h at
325 �C, for different film thicknesses: (a) 560, (b) 990, and (c) 4880 Å.
The thinnest film shows nucleation of the �1 phase and a fernlike mor-
phology. Increasing thickness leads to an increase in the domain size.
Reprinted with permission from [76], S. Heutz et al., J. Phys. Chem. B
104, 7124 (2000). © 2000, American Chemical Society.

interlying space between the individual strands. It can be
seen without any quantitative analysis that the size of the
domains increases with film thickness for a given annealing
time and temperature. This is a direct consequence of the
higher degree of alignment observed of the crystallites for
the thickest film.

These observations suggest three regimes of behavior for
films of different thickness. The extreme case is for thin
films (i.e., less than 560 Å). In this case there is not enough
material to facilitate any transformation from the � phase
to the �1. This is consistent with the suggestion that parti-
cles of the size found in these films are more stable in the
� phase than in �1. For film thicknesses between 560 and
940 Å, only partial transformation of the film occurs, indi-
cating that the film is thick enough to allow transformation,
but there is not enough material on the surface to ensure
continuity of the film during transformation. Clearly, the �1
phase grows at the expense of the � phase directly in contact
with it. The transformation occurs via discrete nucleations,
since the remaining � areas coexist and do not intermix with
completely transformed �1 phase regions. It is also likely
that since the transformation is very close to the sublimation
point, the regions that have not been transformed are thin
enough to be in the regime where the � phase is more sta-
ble than the �1. For film thicknesses above 940 Å, both the
size of the � phase crystallites and the thickness of the film
(and hence its continuity) allow complete transformation of
the film.

2.2. Copper (II) Phthalocyanine

Vacume deposited thin films of metal phthalocyanines such
as copper (CuPc) [52, 58, 59, 79–82], lead (PbPc) [75] cobalt
(CoPc), iron (FePc), and nickel (NiPc) [83] phthalocyanines
have prepared and their film structures have been exam-
ined using scanning tunneling microscopy (STM). For exam-
ple, a 0.3-nm layer of copper (II) phthalocyanine could be
deposited on Au (111) to form a near monolayer [56, 59].
Tanaka and co-workers [81] observed that planar CuPc
molecules are bonded in a stable manner on the SrTiO3 sur-
face in UHV, whereas CuPc can diffuse on the much less
chemically active Cu (111) surface to create low-dimensional
structures. Maeda et al. [58] and Kanai et al. [52] obtained
similar results in UHV, showing that CuPc molecules have
three adsorption configurations on the dimer row of Si
(100) with the molecular plane parallel to the surface, domi-
nated by the interaction between the aromatic rings of CuPc
molecules and Si dangling bonds. Kanai et al. [52] also
observed a distinctive bias-voltage dependence of the STM
images of CuPc molecules on Si (111) in UHV, suggesting
that there is a strong interaction between the molecule and
the surface.

On the H-passivated Si (111) surface, the stacking and
orientation of CuPc in UHV were found to be affected by
the surface roughness [79]. On a rough surface, the CuPc
molecules are stacked with the molecular columns parallel
to the surface, whereas on an atomically flat surface, the
CuPc molecules are stacked in columns perpendicular to
the surface. Interestingly, CuPc was found [84] to induce
faceting of misoriented Ag (110).
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In most cases, the predominant features of the molecular
image show organic material alone with an apparent hole in
the center of the molecule as shown in Figure 4 for a 0.3 nm
layer of CuPc on Au (111) [56].

The four-leaf pattern of the phthalocyanine ring is clearly
observed, with a hole in the center of the macrocycle. The
Cu atom is not participating in the tunneling process. This
result was also obtained with Pt/Ir tips and a variety of bias
voltages and currents. The image for H2Pc also shows an
apparent hole in the center of the molecule [55]. The expla-
nation for these “holes” was that both the occupied and
unoccupied orbitals localized on Cu lay more than 1 eV
from the Fermi energy, while the MPc ligand lowest unoc-
cupied molecular orbital (LUMO) lay close to the Fermi
energy [57]. As the metal in an MPc system is varied, the
corresponding variation in metal d orbital participation near
the Fermi surface should produce significant changes in the
STM images. Alternatively, dramatic changes in the appar-
ent molecular shape might also occur in systems where inter-
actions between the metal d orbitals and a metallic substrate
were significant. In the latter case, the metal surface density
of states might “shine through,” giving enhanced height to
the central metal.

Calculations [85, 86] show that the CoPc dz2 orbital is
roughly half-filled and lies very near the ligand highest
occupied molecular orbital (HOMO). Calculations place the
filled CuPc dz2 orbital about 2 eV below the ligand HOMO,
and there is no significant d orbital contribution within a
band 1 eV above and 2 eV below the ligand HOMO in CuPc
[85]. STM images of CoPc and CuPc on Au (111) are fully
consistent both with d orbital contribution and with these
theoretical results [87]. STM images of CoPc and CuPc show
that CuPc molecules have an apparent hole in the center
of the ring, while CoPc units have what appears to be a
very tall atom in the center. On the basis of crude orbital
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Figure 4. Top view STM image of a 0.3-nm layer of CuPc on Au (111)
obtained with a W tip, +0�94 V sample bias, and 140 pA tunneling
current. The image was Fourier filtered to reduce noise. Reprinted with
permission from [56], X. Lu et al., J. Am. Chem. Soc. 118, 7197 (1996).
© 1996, American Chemical Society.

energy arguments [88] (see Fig. 5) and the expectation that
tunneling from the metal substrate to the STM tip will be
most enhanced when the orbitals have a spatial distribu-
tion consistent with carrying charge from below to above the
molecular plane, the apparent height of Co(II) relative to
the Cu(II) in MPc complexes is easily rationalized as due to
the half-filled dz2 orbital.

The influence of steps on the orientation of copper
phthalocyanine monolayers on Au (111) was investigated
using scanning tunneling microscopy and low-energy elec-
tron diffraction [89]. CuPc molecules adsorb with their
molecular plane parallel to the surface and form a highly
ordered overlayer with a square unit cell. On terraces wider
than ∼15 nm, the orientation of the monolayer is deter-
mined by the underlying substrate and the sides of CuPc
square unit cells coincide very closely with the {112} and
{110} directions of the Au (111) surface. On narrow ter-
races, the sides of the CuPc unit cells are aligned along
the step edges. This effect is explained in terms of the
maximization of coverage which favors the formation of the
CuPc domains where the molecules are aligned parallel to
the step edges.

Figure 6a shows an STM image of a monolayer (ML)
thick CuPc film on a Au (111) surface. A monolayer is
defined as the amount of deposited CuPc that entirely
covers the substrate surface. As evident from this image,
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Figure 5. Schematic orbital energy diagrams for several transition metal
phthalocyanine complexes. In the case of iron (II), a single orbital con-
figuration cannot be used to describe the ground state, and at least two
configurations are required. This situation is represented diagrammati-
cally by use of a broken× to indicate partial occupation of an orbital by
an electron, while a full× represents near complete occupation by a sin-
gle electron. Reprinted with permission from [56], X. Lu et al., J. Am.
Chem. Soc. 118, 7197 (1996). © 1996, American Chemical Society.
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Figure 6. (a) STM image (70 × 70 nm2, sample bias voltage VS =
−1�36 V, I = 0�14 nA) of the 1 ML CuPc film on Au(111). The dashed
line marks the direction of the rows of CuPc square unit cells. The
solid line follows the [112] direction of the Au(111) substrate which is
defined by the line connecting the apexes of the bends of the Au(111)
zigzag corrugation pattern. The CuPc molecular rows are aligned with
the [112] direction within a ∼2� angle. (b) STM image (35 × 35 nm2,
VS = −1�50 V, I = 0�12 nA) of a 1 ML CuPc film. The square unit
cell of the CuPc monolayer is outlined. Dashed lines follow the [112]
direction of the Au(111) substrate. Arrows indicate the shifts of the
CuPc molecular rows at the bends of the Au(111) zigzag corrugations.
Crystalline directions of the Au(111) surface are shown on both images.
Reprinted with permission from [89], I. Chizhov et al., Langmuir 16,
4358 (2000). © 2000, American Chemical Society.

CuPc molecules form an almost perfectly ordered layer. The
molecular pattern corresponds to a square unit cell with
dimensions of 15 Å× 15 Å as determined directly from the
STM images (the absolute accuracy of the STM distance
measurements is estimated to be ∼10%). The zigzag pattern
that appears in the image is due to the corrugation of the
underlying reconstructed Au (111) substrate and allows for a
straightforward determination of the azimuthal orientation
of the molecular layer with respect to the substrate lattice
directions. The sides of the CuPc unit cell are very closely
oriented to the {112} and {110} crystalline directions of the
Au (111) lattice. This is illustrated in Figure 6a where the
solid line indicates the direction of the CuPc molecular rows
and the dashed line, which connects the apexes of the bends
of the Au (111) zigzag pattern, indicates the {112} direc-
tion of Au (111). As determined from several STM images,
the angle between the CuPc rows and the {112} direction
ranges from ∼1� to ∼3� with the average value of ∼2�.

A close-up STM image of the CuPc monolayer (Fig. 6b)
shows the distinctive four-leaf shape of the CuPc molecules
and their arrangement in a square unit cell (the unit cell is
marked on the image). The molecular rows along the {110}
direction undergo a lateral shift near the bend of the Au
(111) zigzag corrugations, as shown by the solid lines and
arrows in Figure 6b. This shift is accompanied by a change
in rotational orientation of the individual CuPc molecules,
as evident from Figure 6b, but without change in the unit
cell dimensions.

Figure 7a covers a wide terrace on the right and narrow
terraces in the center and on the left. On narrow terraces,
the molecular rows are aligned parallel to the step edges and
actually follow the contour of these step edges. The influ-
ence of steps on the ordering of CuPc molecules is evident
also on wide terraces near the step edges, where a region
of disordered CuPc molecules is seen (Fig. 7a). The width

(a) (b)

Figure 7. (a) STM image (50×50 nm2, VS =−1�70 V, I = 0�12 nA) of a
1 ML CuPc film in a stepped region of the Au(111) surface. Solid lines
show the alignment of the CuPc molecular rows along the step edges on
narrow terraces. (b) Close-up STM image (30× 30 nm2, VS = +1�32 V,
I = 0�13 nA) of the area with two Au steps covered with 1 ML of CuPc.
Reprinted with permission from [89], L. Chizhov et al., Langmuir 16,
4358 (2000). © 2000, American Chemical Society.

of the terraces, on which the CuPc molecules are aligned
parallel to the step edges, can be as large as 15 nm.

The majority of steps on Au (111) run along the {110}
direction. Thus, the orientation of CuPc molecules on
narrow terraces formed by steps running along this direction
coincides with the orientation of CuPc unit cells on wider
terraces, where the orientation is defined by the {112} and
{110} directions of the Au (111) substrate. An STM image
in Figure 7b is an example of this situation. As on wider ter-
races, the CuPc molecules form a square grid pattern with a
square unit cell and sides parallel/perpendicular to the step
edges. However, on Au (111) steps that do not run along
these directions, the CuPc molecules form rows which follow
the contours of the steps (see Fig. 7a).

2.3. NiPc and FePc

Iron(II) phthalocyanine (FePc) and nickel(II) phthalocya-
nine (NiPc) can be adsorbed on the Au(111) surface and
provide STM images showing submolecular structure [56].
Interestingly, image contrast depended upon the identity
of the central metal ion. Unlike NiPc, wherein the central
metal appears as a hole in the molecular image, the iron ion
in FePc is the highest point (about 0.25 nm) in the molec-
ular image. These data are interpreted as indicating that
the Fe(II) d6 system has significant d orbital character near
the Fermi energy while the Ni(II) d8 system does not. This
interpretation is consistent with theoretical calculations that
predict a large contribution of iron d orbitals near the Fermi
energy.

Figure 8 presents good quality images of both NiPc and
FePc that had once been exposed to air. The four-leaf
pattern of the phthalocyanine ring is clearly observed, as is
the hole (dark area) in the center of every NiPc molecule.
On the other hand, the center of every FePc has a large hill
(bright spot). The FePc images were always highest in the
center, while the NiPc images always appear to have holes
where the Ni(II) should be.

A cross section image of a FePc sample (once exposed
to air) shows the detailed variation with height observed as
a function of position over the FePc as seen in Figure 9.
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Figure 8. Top view STM images of a 0.4 nm thick layer of NiPc and of
0.3 nm of FePc on Au(111) obtained with a W tip. Both samples had
MPc layers that had once been exposed to air. The gray scale extends
over 0.3 nm. For NiPc the sample bias was +0�50 V and the tunneling
current was 300 pA. For FePc the sample bias was +0�10 V and the
tunneling current was 1.6 nA. The image was Fourier filtered to reduce
noise. Reprinted with permission from [83], X. Lu and K. W. Hipps,
J. Phys. Chem. B 101, 5391 (1997). © 1997, American Chemical Society.

The cross section was chosen to pass through the center
of an FePc molecule (bottom center of image), across the
benzene rings of two different arms of adjacent FePcs, and
again through the center of another FePc, in a repeating
pattern. In this image, the benzene rings all appear to be of
roughly equal height (about 0.17 nm) and somewhat taller
than the carbons of the five-member rings and the peripheral
(noncoordinating) nitrogens. The Fe2+ ion region appears to
be about 0.25 nm high, defining the total molecular height.

0.
25

0
–0

.2
5

nm

0 2.5 5.0 7.5 10.0
nm

Figure 9. Top view and sectional STM image of a 0.3 nm thick layer
of FePc adsorbed on Au (111). The FePc was once exposed to air. The
image was obtained with a PtIr tip at a sample bias of +0�15 V and a
fixed tunneling current of 300 pA. Reprinted with permission from [83],
X. Lu and K. W. Hipps, J. Phys. Chem. B 101, 5391 (1997). © 1997,
American Chemical Society.

Oxygen contamination during sample transfer between
UHV systems also affects the images as presented in
Figure 10, wherein both a top view and sectional view are
shown. While the maximum height of the FePc now appears
to be about 0.20 nm, the benzene rings now appear only
about 0.11 nm tall, making the relative height of the cen-
tral metal even greater than in the once air exposed sample.
Moreover, the relative resolution is clearly better than in
Figure 9, since the drop in apparent height over the inner
carbon atoms and the noncoordinating nitrogens is more
clearly observed.

It is well known that both the electron density and the
local density of surface states near the Fermi energy play
a critical role in determining the STM image as observed
for other examples [90, 91]. STM imaging of electronegative
or electropositive elements, for example, can result in the
observation of anomalous heights [92]. Another example is
the observation of the dangling bonds on the silicon sur-
face [93]. In the present case of Pc, the occupancy of the
d orbitals is playing a significant role in the STM image.
In these examples, Fe(II) may be acting as a conductor while
Ni(II) may not be. Since the STM images reflect contours
of constant current, the tip must dip toward the Au surface
above the Ni(II) center and pull back from the Fe(II) in
order to maintain constant current flow. There are, however,
at least three separate mechanisms that could lead to the
observed differences in height [83].

A different metalloporphyrin, Ni(II) octaethylporphyrin
(NiOEP), was investigated by STM imaging [94]. Figure 11
is a typical constant current image of NiOEP on Au (111)
observed at low resolution. In this image the individual
NiOEP molecules appear as dots making up well-defined
single molecule thick islands (e.g., region A). The regions
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Figure 10. Top view and cross-sectional plot of a 0.2 nm thick FePc film
on Au(111) prepared and measured in the STM UHV chamber. A PtIr
tip was used at a sample bias of −0�50 V and a current of 400 pA.
Reprinted with permission from [83], X. Lu and K. W. Hipps, J. Phys.
Chem. B 101, 5391 (1997). © 1997, American Chemical Society.
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Figure 11. A typical constant current image of NiOEP on Au(111)
observed at low resolution. The image was obtained with a W tip at a
sample bias voltage of −1�2 V and a set point of 300 pA. The image
has been flattened. The region marked B is uncovered Au(111) and
the region marked A is a single molecule thick layer of NiOEP. The
area marked C is a single gold atomic step. Reprinted with permission
from [94], L. Scudiero et al., J. Phys. Chem. B 106, 996 (2002). © 2002,
American Chemical Society.

between the islands (e.g., region B) appear to be uncov-
ered Au (111) surface and the I–V curves obtained in these
regions are similar to those from porphyrin-free substrates.
The large height step (feature C) along the lower right side
of the figure is due to a monatomic step of the Au (111)
substrate. One can also observe striations running through
both the NiOEP islands and portions of the uncovered sur-
face. These are due to reconstruction of the Au (111) sur-
face and appear as pairs of lines. The small grain gold films
used in this study (about 0.3 m in diameter) generally have
a larger reconstruction line spacing than is seen on large
single-crystal Au (111) surfaces. Unlike true single-crystal
gold [95], these small crystal grains show reconstruction line
spacing ranging from 6.3 to about 9.0 nm.

Figure 12 is a high-resolution image of NiOEP on Au
(111) that clearly shows the fourfold symmetry expected
for the molecule and the somewhat dark center associated
with the central Ni(II) ion. The metal ion contrast has been
explained in terms of occupation of the d2

z orbital. Also
shown as an inset in Figure 12 are space filling (CPK) mod-
els of NiOEP placed to form a single primitive surface unit
cell with basis vectors of length 1.65 and 2�76 ± 0�20 nm.
Note that there are two molecules per unit cell because of
the small angular offset (ca. 15) of alternating rows. Another
interesting aspect of the NiOEP image is the prominence of
the ethyl groups. While the individual hydrogens cannot be
resolved, the terminal methyl groups are clearly seen with
contrast similar to, but slightly greater than, the OEP ring.
Moreover all the ethyl groups are turned up so that there is
maximal contact between the OEP ring and the gold surface
(as shown in Fig. 13).

The mechanism by which the ethyl groups attain their
prominence in the STM image is of interest. The porphyrin
ring shows good contrast because of both HOMO- and
LUMO-mediated tunneling in the energy region close to EF
(vide infra).

Figure 12. High-resolution constant current STM image of NiOEP at
near-monolayer coverage on Au(111). The image was acquired with a
W tip at −0�6 V bias, with a setpoint of 0.3 nA. The image was flattened
and low-pass filtered. Inset is a group of CPK models arranged as a
single unit cell. Reprinted with permission from [94], L. Scudiero et al.,
J. Phys. Chem. B 106, 996 (2002). © 2002, American Chemical Society.

1.5 nm

0.19 nm

Figure 13. CPK model of a typical metal(II) OEP. The four nitrogens
that bind the central metal ion are shown in light gray. The molecule
is shown both in top and side view. The configuration of the ethyl
groups is chosen to be consistent with the structure of NiOEP adsorbed
on Au(111). Reprinted with permission from [94], L. Scudiero et al.,
J. Phys. Chem. B 106, 996 (2002). © 2002, American Chemical Society.
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2.4. TiOPc

TiOPc is a nonplanar polar molecule [96] with the titanyl
group located perpendicular to the macrocycle and the outer
phenyl rings making an angle of 7� with respect to the
C–N inner ring [97]. Both the nonplanarity and the dipolar
character of the molecule result in a specific polymorphism
that differs significantly from that of planar phthalocya-
nines. Crystal structures have been reported so far [1, 97,
98], a monoclinic phase I, a triclinic phase II (hereafter
�-TiOPc), and a triclinic phase Y (Fig. 14) [96, 98]. More-
over, in �-TiOPc, the geometry of the molecule was found
to be strongly distorted with respect to molecules in solu-
tion: the molecular symmetry is reduced from C4v to C1.
This molecular distortion was attributed to strong �–�
interactions [96].

As for planar phthalocyanines, polymorphism governs the
crystal packing in thin films and is found to depend strongly
on the growth conditions (substrate temperature, deposi-
tion rate, and nature of the substrate) [99–102]. The optical
properties (absorption, photoconductivity, and second har-
monic generation) turn out to be correlated with the crystal
structure of the films [100, 101, 103]. Thin films of �-TiOPc
(phase II) show the largest third-order nonlinear suscepti-
bility (X3 = 1�7× 10−10 esu) [104].

Highly oriented films of titanyl phthalocyanine (TiOPc)
were obtained by high-vacuum sublimation onto an ori-
ented poly(tetrafluoroethylene) (PTFE) substrate [99b]. In
Figure 15, the evolution of the thin film morphology is
deficted as probed by AFM as a function of increasing Ts
in the range of 75–200 �C for films with thicknesses of
40–50 nm.

For Ts = 75 �C, the films consist of a dense packing
of small grains (mean radius around 35 nm) completely
covering the PTFE substrate. The PTFE macrosteps are
decorated by larger grains whose shape reflects that of the
crystalline TiOPc phase. This observation suggests that
TiOPc films grown at Ts < 75 �C onto oriented PTFE con-
sist of an amorphouslike material (hereafter a-TiOPc) with
a few microcrystallites localized at the PTFE macrosteps.
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Figure 14. Molecular model of �-TiOPc (phase II) showing the concave
and convex pairs. Reprinted with permission from [99b], M. Brinkmann
et al., Chem. Mater. 14, 904 (2002). © 2002, American Chemical Society.
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Figure 15. Evolution of the film morphology probed by AFM in TiOPc
thin films of thickness in the range of 40–50 nm grown onto an ori-
ented PTFE substrate. Films were obtained at different substrate tem-
peratures in the range of 75–200 �C at a constant deposition rate of
0.8–1.0 nm/min. Reprinted with permission from [99b], M. Brinkmann
et al., Chem. Mater. 14, 904 (2002). © 2002, American Chemical Society.

The grain size distribution is rather broad and suggests that
coarsening has already occurred during growth.

For Ts = 85 �C (Fig. 15), two type of grains are observed:
(i) small spherically shaped aggregates of radius <40 nm
and (ii) larger crystalline domains of size 50–150 nm with
a wedgelike shape. The majority of the crystalline domains
are not preferentially oriented on the PTFE. Similar to the
observations for Ts = 75 �C, the larger crystalline domains
are located along the PTFE macrosteps. A closer exami-
nation of the film morphology reveals that the larger crys-
talline domains do not have flat surfaces but are composed
of smaller aggregates that have coalesced. The preferential
location of the larger crystalline domains along PTFE ter-
races suggests that nucleation of a-TiOPc is heterogeneous.

The morphology is found to change drastically around
Ts = 100 �C. The films show a continuous (coverage close
to 100%) and polycrystalline texture consisting of large
trapezoidal crystallites. The ratio of the film thickness to
the in-plane size of the microcrystallites lies in the range
of 0.1–0.3. This indicates that the platelet-shaped micro-
crystallites lie flat on the PTFE substrate. Well-oriented
pyramid-like microcrystallites protrude on the surface of the
uniform textured film. These crystallites likely correspond
to secondary nuclei grown in a homoepitaxial manner on
the underlying TiOPc film. The absence of depletion zones
around existing crystallites in conjunction with the continu-
ous film texture suggests again that growth is not driven by
Ostwald ripening.

Increasing Ts to 200 �C results in a loss of uniformity
in the surface coverage, which decreases to approximately
60–75%. The grains show a variety of shapes and orien-
tations. Amid a majority of flat-lying crystallites, a few
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crystallites are in an edge-on orientation and are seen by
transmission electron microscopy (TEM) as darker needle-
shaped crystals. The latter observation is indicative of a pro-
gressive loss of preferential orientation with increasing Ts,
in agreement with the appearance of additional diffrac-
tion spots in the electron diffraction (ED) pattern. At Ts =
100 �C, an original growth mechanism was observed whereby
a-TiOPc microcrystallites were formed by the static coales-
cence and reorganization of small amorphous aggregates in
close contact. Nucleation of a-TiOPc is initiated at the PTFE
macrosteps from which oriented crystallization propagates,
leading to uniform a-TiOPc films with a twinned texture and
a dense (0 1 0) contact plane. The molecules are in an edge-
on orientation, with their molecular plane oriented paral-
lel to the PTFE chains. At the mesoscale, the nucleation
of crystalline a-TiOPc involves the alignment and oriented
coalescence of amorphous prenucleation aggregates along
the PTFE macrosteps (i.e., a graphoepitaxial process). At
the molecular scale, it is proposed that the TiOPc orien-
tation and the preferential nucleation of the a polymorph
are enforced by the topography and structure of the PTFE
macrosteps in conjunction with the requirement for a min-
imal nucleation free energy. The optical absorption of the
films in the near infrared is found to be strongly correlated
with the structural and morphological modifications in the
films. The oriented character of the a-TiOPc films results in
a strong polarization of the 850-nm band perpendicular to
the PTFE chain axis direction.

A perylene phenethylimide/titanyl phthalocyanine bilayer
(PPEI/TiOPc) is a typical example of an n-like/p-like molec-
ular semiconductor heterojunction as depicted in Figure 16
[105]. The complex morphologies of the PPEI, TiOPc, and
PPEI/TiOPc thin films, at various stages of solvent-vapor
annealing, have been directly and spatially resolved by a
variety of fluorescence and transmission near-field scanning
optical microscopy experiments.

The topographical image of a 10-nm TiOPc film that was
annealed for 24 h is shown in Figure 17a. The image shows
that the initially amorphous film has restructured to a highly
porous film of nanocrystallites ranging in height from the
level of the substrate (0 nm) to over 100 nm. The flat profile
of the fiber probe is responsible for making the TiOPc crys-
tals appear bigger in the film plane due to a so-called tip arti-
fact. These images reveal sharp pointed TiOPc nanocrystals
that are not fully resolved even with sharp AFM tips. The
typical in-plane cross-sections of these TiOPc nanocrystals
range from <10 to 30 nm. The heights of the crystals, in con-
trast, are not distorted by the shear-force images and range
up to 100 nm.

2.5. Fluorophthalocyanines

Alkali halide surfaces (100) have proven to be useful sub-
strates for studies of organic pigment thin films [61–66].
In particular thin films of fluorinated Pcs have been pre-
pared on an alkali halide surfaces.

Thin films of hexadecafluorophthalocyaninatozinc (F16Pc·
Zn) are prepared on amorphous SiO2 (quartz glass) and
on well-ordered NaCl, KCl, and KBr (100) surfaces and are
studied by optical absorption and atomic force microscopy
[106]. Figure 18 shows the results of a 0.7-nm thin film of
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Figure 16. (a) Schematic drawing of a typical geometry for a molecular
semiconductor based heterojunction photovoltaic device. (b) Chemical
structures of perylene phenethylimide (PPEI) and titanyl phthalocya-
nine (TiOPc). Reprinted with permission from [105], M. Adams et al.,
J. Am. Chem. Soc. 119, 10608 (1997). © 1997, American Chemical
Society.

F16PcZn on NaCl (100) with the {010} and {001} azimuth
directions of the substrate indicated in the figure and two
height profiles of single scans. Two different classes of
F16PcZn particles are observed. A rather high concentration
of small but high (3 nm) particles is seen in areas of high
densities of NaCl steps, especially found in the directions
{010} and {001}. Such behavior was also observed earlier
under comparable conditions for the growth of tetrapyri-
dotetraazaporphyrins (TPyTAP) on alkali halide surfaces
[65]. Also found, however, are rather extended flat areas (up
to about 200 nm in length or width) with a uniform thickness
of about 1.2 nm.

In Figure 19 two films (0.7 and 18 nm average thick-
ness) of F16PcZn on KBr are compared. For the thin film,
rather small particles, again growing at step edges of the sub-
strate, are observed to be of approximately spherical geom-
etry. Some larger ensembles of particles are detected with
an orientation of 27� relative to the KBr {010}. The thicker
film mainly consists of well-defined particles of triangular
shape with edges about 100–300 nm long, rather flat when
compared to the spherical particles of the thinner film. One
angle within the triangles almost always equals 90�; the two
others often are found between 45� and 50�. The triangular
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Figure 17. (a) Topographic image of a 10 nm TiOPc thin film which was
vapor-annealed in CH2Cl2 for 24 h. Topographic (b) and correspond-
ing polarized fluorescence [(c) and (d)] images of a bilayer assembly
PPEI/TiOPc, where a film of PPEI has been vacuum-deposited onto an
annealed TiOPc surface [as in (a)] and subsequently vapor-annealed for
only 30 min. Topographic (e) and corresponding polarized fluorescence
[(f) and (g)] images of PPEI on glass which has been vapor-annealed
for 30 min. (h) Topographic image of 300 nm thick film of PPEI on
glass which has been vapor-annealed for 48 h. (i) Fluorescence image
of an annealed 300 nm PPEI film similar to that shown in image (h).
Reprinted with permission from [105], M. Adams et al., J. Am. Chem.
Soc. 119, 10608 (1997). © 1997, American Chemical Society.

objects as a whole have a preferential orientation of 15–25�

of one of their edges relative to KBr {010}, with angles
around 18� and 22� most frequently found.

Atomic force microscopy performed on the films grown
on the alkali halide surfaces allows further conclusions to
be drawn. On NaCl large plateaus of about 1.2-nm height
are seen (Fig. 18) aside from a high number of smaller
grains of rather unspecific orientation relative to the sub-
strate. The height of 1.2 nm would be explained by arrays
of molecules stacked vertical to the surface with two of the
benzene moieties in contact with the surface when the size
of a F16PcZn molecule is calculated from the distance of
1.32–1.46 nm as detected earlier in crystal lattices [62, 107].

On KBr, a crystallization of F16PcZn along step edges
of the substrate is seen (Fig. 19a) as also observed for the
growth of TPyTAP on alkali halides [65]. In thicker films,
however, well-shaped domains are formed (Fig. 19b) which
show a preferential orientation relative to the substrate lat-
tice. To discuss the characteristic angles of 90� and 45–50�

within the F16PcZn crystals as well as the preferential align-
ment of crystal edges along 18� and 22� relative to the {010}
of the KBr substrate, calculations were made by considering
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Figure 18. (a) Height image of 0.7-nm F16PcZn on NaCl as obtained by
AFM in tapping mode with the substrate [010] and [001] azimuth direc-
tions indicated as straight lines and (b) single height scans as marked by
the arrows. Reprinted with permission from [106], D. Schlettwein et al.,
Chem. Mater. 12, 989 (2000). © 2000, American Chemical Society.

the relative alignment of crystal lattices. In the range of
lattice constants (1.32–1.46 nm) as reported for F16PcZn,
two commensurate square lattices were found relative to
the KBr surface mesh, namely 2

√
2 × 2

√
2�R = 45� (A)

and
√
10 ×√

10�R = 18�4� (B). Both square lattices would
explain the angle of 90� often observed within the crystals
as arising from the {100} and {010} axes of the F16PcZn
lattice. Angles around 45� would then correspond to the
angle between {100} and {110} of the F16PcZn lattice. Two
F16PcZn molecules would be spaced at 1.32 nm in A and
at 1.47 nm in B. A distance of 1.32 nm in A is not consis-
tent with the splitting as observed in the ultraviolet-visible
(UV-vis) absorption spectra. A lattice constant that small
was only detected for films having a considerably larger split-
ting of the band, redshifting it to 820 nm, a significantly
longer wavelength than measured in the present experi-
ments. Further, a preferred orientation of F16PcZn [100] at
26�6� relative to KBr [010] in B is more compatible with the
angles of the F16PcZn crystals relative to the substrate as
detected in the AFM images.

Thin films of hexadecafluorophthalocyaninatooxovana-
dium (F16PcVO) wre vapor-deposited under OMBE condi-
tions on the (100) surfaces of NaCl, KCl, and KBr and on
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Figure 19. AFM height image of (a) 0.7-nm and (b) 18-nm (b) F16PcZn
on KBr with the substrate [010] and [001] as straight lines. Reprinted
with permission from [106], D. Schlettwein et al., Chem. Mater. 12, 989
(2000). © 2000, American Chemical Society.

quartz glass and were analyzed by AFM and reflection high
energy electron diffraction (RHEED) [108]. Beginning at
submonolayer coverages and extending to a film thickness of
several tens of nanometers the film structure is determined
in-situ by RHEED. Figure 20 shows the results obtained at
1.4 and 1.6 nm F16PcVO in the {012} azimuth directions of
KBr and KCl. Highly ordered growth of crystalline domains
of F16PcVO with dimensions in the micrometer range lead-
ing to films of quite uniform thickness is observed. On KBr
a commensurate

√
10 × √

10�R = 18�4� square lattice is
seen in RHEED of the first monolayers with the molecules
parallel to the substrate surface which is also preserved at
higher film thickness. On KCl a surface lattice of the same
size is formed which is, however, understood as a result of
point-on-line coincidence. Diffraction of transmitted elec-
trons yields a constant three-dimensional crystal structure of
the films on KBr and KCl with a tetragonal unit cell of a =
b = 1�47 nm and c = 0�62 nm. On NaCl with its smaller lat-
tice constant no ordered relative orientation is possible and
hence an increased part of the film appears amorphous. On
quartz glass, on the other hand, ordered films are formed
with the molecular planes predominantly oriented cofacially
parallel to each other and vertical to the surface.

1.47 nm

0.62 nm

a

b

c

Figure 20. RHEED in the [012] azimuth orientation of (a) 1.4 nm
F16PcVO on KBr, (b) 1.6 nm F16PcVO on KCl, and (c) the pattern of
expected spots considering the appropriate extinction rules of diffrac-
tion. Reprinted with permission from [108], D. Schlettwein et al., Lang-
muir 16, 2872 (2000). © 2000, American Chemical Society.

In Figure 21a an AFM image as obtained at a 24 nm film
of F16PcVO on quartz glass is shown with a typical cross
section in Figure 21b. The film consists of two different kinds
of domains, rather small walls and larger plateaus. The walls
of 50–100 nm diameter are found to reach about 5–10 nm
height above a rather flat level and are oriented at angles
close to 90� relative to each other which is quite remark-
able in view of the amorphous substrate that the film was
grown on. Even the plateaus show orientation parallel to
each other with some preferred angles (about 40� and 50�)
at, however, less pronounced edges when compared to the
films on KBr or KCl. The detailed positions of the molecules
are proposed as the structure deficted in Figure 22, as con-
cluded from RHEED and UV-vis analysis.

Metallophthalocyanines have been demonstrated to pos-
sess remarkable semiconducting properties [109, 110]. How-
ever, the transistor properties of metallophthalocyanines
have received less attention presumably because of their
low reported mobilities (ca. 10−4 cm2/V−1 s), for example,
in the case of nickel phthalocyanine (Ni-Pc) [111–113].
It is known that in order for a material to transport
electrons (n-channel), it needs to have an accessible LUMO
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Figure 21. Plateaus and walls of F16PcVO as detected by AFM at a
24 nm film grown on (a) quartz glass and (b) a height profile at the loca-
tion indicated by the white line in plot (a). Reprinted with permission
from [108], D. Schlettwein et al., Langmuir 16, 2872 (2000). © 2000,
American Chemical Society.

level for electron injection and sufficient �-overlaps to
achieve reasonable charge carrier mobilities [114]. There-
fore, molecules with strong electron-withdrawing groups
and extended �-systems are good candidates for n-channel
semiconductors.

a

b

Figure 22. Structure of an array of four molecules in the (dark) uneven
numbered monolayers and five molecules of the even (gray) numbered
monolayers. The molecules are optimized in position (mm+� within the
lattice as obtained by RHEED on KBr and KCl. A “top” view vertical
to the substrate surface is shown in plot (a) and a view parallel to the
surface in (b). Reprinted with permission from [108], D. Schlettwein
et al., Langmuir 16, 2872 (2000). © 2000, American Chemical Society.

Copper octafluorophthalocyanine (F8CuPc) has been
found to form a rectifying junction with p-type unsubstituted
MPcs [115, 116]. Among the metallophthalocyanines with
strong electron-withdrawing groups, hexadecahalogenated
metallophthalocyanines (Fig. 23) were found to function as
air-stable n-channel semiconductors with a maximum elec-
tron field-effect mobility of 0.03 cm2 V−1 s−1 (Fig. 24) [117].
The same field-effect mobilities as in vacuum (10−3 Torr)
can be obtained when measured in air.

Electron-withdrawing groups are known to lower the
HOMO and LUMO energy levels of molecules. The LUMO
level of F16MPc has previously been shown to be ca. 1.6 eV
lower than its unsubstituted counterpart by ultraviolet pho-
toelectron spectroscopy (UPS) measurement and UV-vis
data and this makes it less susceptible to oxidation. In
addition, since all the F16MPcs adopt the edge-on confor-
mations in their thin films the fluorine atoms are in contact
with air and could help to block moisture from penetrating
through the films.

X-ray diffraction measurements (Fig. 25) indicate that the
as-deposited thin films of F16CuPc on Si/SiO2 are highly
ordered with a sharp diffraction peak at 2� of ca. 6.02�

corresponding to an interplane distance of 14.6 Å, which
is similar to the reflection from the (200) lattice planes of
�-form CuPc, but in an expanded unit cell as is expected
from the larger van der Waals radius of F over H [109]. The
major peak visible under electron diffraction (Fig. 25, inset)
is around 3–4 Å, which corresponds to the �-stacking dis-
tance of the phthalocyanine rings. Therefore, the F16CuPc
molecules are standing and essentially perpendicular to
the SiO2 surface; this renders the �-overlap direction of
F16CuPc the same as the current flow direction, which pro-
vides an efficient path for charge transport. The mechanisms
for charge transport in these metallophthalocyanines and
other polycrystalline organic semiconductors are believed
to undergo a hopping mechanism at room temperature.
Therefore, the morphology of films can greatly affect charge
carrier mobilities due to the grain boundary effect [109]. It
is found that the samples deposited at Td above 75 �C are
nodular with a mean diameter of about 50 nm. In contrast
to CuPc, the nodules do not change to large, separated crys-
tals around 150 �C but remain in good contact, becoming
only more elongated. Thus, the good mobilities at high Td
may be the result of the very smooth, flat films, with close
contact of the elongated nodules. These materials should be
of great interest as all-organic complimentary circuits and
ring oscillators, n-channel semiconductors in photovoltaic
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Figure 23. Electron transport. Reprinted with permission from [117],
Z. Bao et al., J. Am. Chem. Soc. 120, 207 (1998). © 1998, American
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devices, and electron-transporting materials in light-emitting
diode applications.

2.6. Phthalocyanine Mixed Thin Solid Films

Thin solid mixed films of phthalocyanine (chloroindium,
chlorogallium, copper, cobalt, zinc, and metal-free phthalo-
cyanine), bis(n-propylimido)perylene, and thio-bis(n-pro-
pylimido)perylene derivatives (Fig. 26) were fabricated by
vacuum co-evaporation onto glass and silver island films
[118].

The resonant Raman scattering (RRS) and surface-
enhanced resonance Raman scattering (SERRS) spectra
of the mixed film bis-perylene tetracarboxylic derivatives
(PTCD)/ClInPc obtained with the 514.5 nm laser line and

3° 6° 9° 12° 15° 18° 21° 24° 27° 30°

Diffraction Angle 2θ

Figure 25. X-ray and electron (inset) diffractograms of F16CuPc
deposited on SiO2. Reprinted with permission from [117], Z. Bao et al.,
J. Am. Chem. Soc. 120, 207 (1998). © 1998, American Chemical Society.
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Figure 26. Molecular structure of MPc and PTCD molecules.
Reprinted with permission from [118], A. P. Kam et al., Chem. Mater.
13, 4463 (2001). © 2001, American Chemical Society.

the baseline corrected spectra are presented in Figure 27.
The fundamental mode observed at 542 cm−1 is due to the
perylene ring deformation. The C–H bend is observed at
1084 cm−1, while perylene ring stretches appear at 1291(sh.),
1302, 1378, and 1456 cm−1. The ring C C stretches are
observed at 1572 and 1586 cm−1, and the symmetric C O
stretch is at 1697 cm−1. The SERRS spectrum obtained for
this mixed film is clearly the enhanced version of the RRS
spectrum and occurs when the PTCD moiety is physisorbed
onto the silver island substrate. Physical adsorption means
that there is no strong interaction (bonding) of the organic
with the metal surface.

The Raman scattering (RS) of the mixed film of bis-
PTCD/ClInPc taken with the 780 nm laser line is presented
in Figure 27. It becomes apparent on comparing the Raman
spectra of this mixed film that the spectrum at 780 nm (RS)
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Figure 27. RRS, SERRS, RS, and SERS spectra of mixed thin solid
films of bisPTCD/ClInPc. molecules. Reprinted with permission from
[118], A. P. Kam et al., Chem. Mater. 13, 4463 (2001). © 2001, American
Chemical Society.

contains characteristic bands of both ClInPc and bis-PTCD.
In the RS spectrum, the most intense characteristic vibra-
tion observed at 1453 cm−1 belongs to the ClInPc moi-
ety. The surface-enhanced Raman scattering (SERS) spec-
trum of the mixed film, obtained with the 780 nm line, also
shown in Figure 27, consists of a combination of ClInPc
and perylene chromophore vibrations. However, the inten-
sity of the bis-PTCD SERS is again higher than that of the
Pc molecule. Therefore, characteristic vibrations of the pery-
lene moiety are used to discuss the SERS (780 nm) spectrum
in an attempt to extract the effect of intermolecular inter-
actions from the mixed film spectra. The predominant pery-
lene bands in the SERS (780 nm) spectrum are observed
at 1689, 1594, 1577, 1439, 1379, 1295, and 531 cm−1. Tak-
ing the 531 cm−1 band as a reference, a comparison of
the SERS (780 nm) to the RS spectra of bis-PTCD/ClInPc
mixed films indicates an increase in the relative intensi-
ties of four in-plane ring-stretching vibrations, in particular
in that of the 1577 cm−1 vibration. Furthermore, in the
SERS (780 nm) spectrum, the full width at half-maximum
(FWHM) remained constant for all vibrational bands with
the exception of 1379 and 1439 cm−1. In the RS spectrum,
the bandwidth doubles for the 1379 and 1439 cm−1 bands.
This indicates the presence of doublets, not resolved in the
spectrum due to band overlap. When the vibrational band
at 542 cm−1 is used to normalize the spectra obtained with
the 514.5 nm laser line, the relative intensities of the C–H
bend and C C stretching vibrational bands, at 1084 and
1586 cm−1, respectively, decreased in the SERRS spectrum
with respect to the RRS spectrum. A comparative analysis
of the FWHM bandwidths shows that the bandwidth of the
1295 cm−1 vibrational band in the SERS (780 nm) spectra
is double relative to that in the RRS spectrum.

A similar approach in analysis was utilized for the other
thio-PTCD/MPc mixed films that were studied. The most
noteworthy system is that of the thio-PTCD/CoPc mixed
films, in which there are relative intensity deviations when
comparisons are made between the RRS and the SERRS

spectra and the RS and the RRS spectra of this mixture.
Surprisingly, a comparison of the RS to RRS spectra of
thio-PTCD/CoPc mixed films reveals no change in FWHM
bandwidths.

The extent of the spectral changes on the perylene moiety
upon mixing with phthalocyanine was deduced by comparing
relative intensities and FWHM bandwidths for Raman spec-
tra of neat films of bis-PTCD and thio-PTCD. Such analysis
reveals similar deviations (for RS, SERS, RRS, and SERRS)
in both relative intensities and bandwidths that are observed
for the characteristic vibrational bands of the perylene chro-
mophore in the neat films. Therefore, the perylene moiety
in mixed films appears to retain the same molecular organi-
zation as in the neat film. This provides conclusive evidence
for a lack of molecular mixing between phathlocyanine and
perylene in these co-evaporated mixed films.

Global images of the SERRS signal from mixed films
of bis-PTCD and various phthalocyanine derivatives as well
as thio-PTCD/Pc on silver island films were obtained using
the 633 nm laser line. The global images from the mixed
film samples were captured using the filtered Raman scat-
tered light of the fundamental vibrational wavenumber at
1300 cm−1 for bis-PTCD, at 1380 cm−1 for thio-PTCD pery-
lene, and at 680 cm−1 for phthalocyanine.

Representative images were selected (Fig. 28a and c)
to illustrate the three-dimensional distribution of the bis-
PTCD SERRS signal from the mixed film on silver islands.
The bis-PTCD/ClInPc film presents a homogeneous dis-
tribution of aggregates of bis-PTCD (and ClInPc) in the
film as shown in the three-dimensional image (Fig. 28a),
where the bright coloration corresponds to the higher rel-
ative intensity of the SERRS signal from the bis-PTCD
center at 1300 cm−1. The aggregation or phase separation
with a homogeneous distribution of aggregates is also seen
in the three-dimensional images taken from films of thio-
PTCD/ClInPc (Fig. 28c). Similar results were obtained for
all the other PTCD/Pc mixed films that were fabricated.

The point-to-point maps confirm the results from wide
field images showing that the structure of the mixed thin

a b

c d

Figure 28. Global field images [(a) and (c)] and point-to-point bit
map images [(b) and (d)] of mixed films of bisPTCD/ClInPc and
thioPTCD/ClInPc, respectively, molecules. Reprinted with permission
from [118], A. P. Kam et al., Chem. Mater. 13, 4463 (2001). © 2001,
American Chemical Society.
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films is a distribution of aggregates from both materials.
Thus global images provide a powerful analytical technique
to determine the degree of mixing or phase separation
within micrometer spatial resolution.

2.7. Naphthalocyanine Thin Films

The naphthalocyanine (Nc) ligand can also coordinate var-
ious metals, as Pc does, in the central position, which are
classified by the valency of the central metal. In the epitax-
ial films deposited on the alkali halide surface, two types
of molecular stacking have been found depending upon the
central coordination structure, as schematically shown in
Figure 29 [119]. Metal-free Nc (H2Nc) and divalent metal
Ncs like ZnNc take on the face-to-face, eclipsed stacking
in which the planar molecules are packed in a tetragonal
unit cell and piled up cofacially along the molecular column
holding the molecular planes parallel to the substrate sur-
face (Fig. 29a). On the other hand, trivalent and tetravalent
metal Ncs (MXNcs) like chloroaluminium Nc (AlClNc), flu-
orogallium Nc (GaFNc), and vanadyl Nc (VONc) crystallize
in the slipped stacking (Fig. 29b). This different stacking
structure is caused by the axial ligand (X) with halogen or
oxygen atoms protruding out of the Nc molecular plane. The
interplanar distance between the stacked MXNc molecules,
∼0.33 nm, determined from their X-ray diffraction pattern
[119c] suggested that the axial ligands alternated up and
down to form a dimeric structure as shown in Figure 29b,
since the M–X bond would occupy a longer spacing if the
MXNc molecules were piled up in the eclipsed stacking as
in the case of divalent MNcs. The two types of molecular
stacking in the MNc and MXNc films have also been proven
from their high-resolution electron microscopy and electron
diffraction [118].

These different stacking modes in the organic thin films
relate to their superior photoelectric characteristics [120].
Furthermore, the crystal growth and molecular orientation
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Figure 29. Molecular stacking in the epitaxially oriented films of
(a) MNc and (b) MXNc. Reprinted with permission from [122],
T. Kouzeki et al., J. Phys. Chem. 100, 20097 (1996). © 1996, American
Chemical Society.

in the epitaxial organic films have a significant influence on
their optical, electrochemical, and photovoltaic properties
[121].

Orientation-controlled naphthalocyanine thin films sho-
wed electrochromism [122]. The amorphous ZnNc film
deposited on an indium tin oxide (ITO) coated glass elec-
trode exhibited an irreversible electrochromic oxidation in
0.1 M KCl. This reaction gave rise to swelling of the film
surface due to expansion of grains caused by incorporation
of charge-compensating anions between the aggregated
molecules. Epitaxially oriented films were prepared by depo-
sition onto the (001) cleavage surface of NaCl and then
transferred onto the ITO electrode. The epitaxial ZnNc film,
in which the planar molecules are piled up in columns tak-
ing on the face-to-face, eclipsed stacking, exhibited both
electrochromic reduction and oxidation. This electrochromic
activity was attributed to a reversible incorporation of coun-
terions through hollow channels between the molecular
columns, which was accompanied by rearrangement in the
molecular stacking. By contrast, no electrochromic reaction
occurred for the epitaxial VONc film, where the alternately
slipped dimeric structure did not facilitate a penetration of
counterions into the stacked molecules.

Figure 30 shows in-situ visible spectral change during the
oxidation process for the amorphous ZnNc film electrode.
The original green film (at 0 V in Fig. 30) shows absorp-
tion peaks at 710 and 780 nm which are assigned to the
�–�∗ transition of the conjugating Nc macrocycle [123].
This spectral shape resembles the Q-band absorption of the
�-form of vapor-deposited MPc films [124]. It suggests that
the original ZnNc film is in a state where some neighbor-
ing molecules aggregate with an �-polymorphic interaction
similar to that of MPc films. In the irreversible oxidation
process, these Q-band absorption peaks start to decrease at
potentials above 0.8 V vs Ag/AgCl. Upon further oxidation
up to 1.0–1.3 V vs Ag/AgCl, the Q-band disappears while
an absorption band goes up at around 500 nm. This absorp-
tion spectrum no longer changed even if a reverse negative
potential was applied to the film. The amorphous VONc
film exhibited an electrochromic behavior similar to that for
the amorphous ZnNc film. These electrochromic changes of
the amorphous film imply an irreversible incorporation of
counterions from electrolyte solution.
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Figure 30. UV-vis absorption spectra of amorphous ZnNc film upon the
oxidation process in 0.1 M KCl. Reprinted with permission from [122],
T. Kouzeki et al., J. Phys. Chem. 100, 20097 (1996). © 1996, American
Chemical Society.
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Figure 31 shows AFM images taken for the ZnNc amor-
phous film deposited on ITO at a substrate temperature of
25 �C. The AFM image taken before applying bias potentials
(Fig. 31a) indicates that the amorphous ZnNc film consists
of grains with size less than 100 nm, and the surface mor-
phology is considerably smooth with a maximum roughness
of about 5 nm. This surface morphology was not changed
in the negative potentials at which the cyclic voltammo-
gram indicated no reduction peak. On the other hand, an
application of positive potentials gave rise to a significant
change in the film structure. Figure 31b shows an AFM
image taken at 1.0 V vs Pt at which the film is totally oxi-
dized. On the surface, swelling bumps and cracks appeared,
which seems to suggest that the film is upheaved. Upon oxi-
dation the films accumulate charges, and counteranions, Cl−

in this case, penetrate into the film. This incorporation of
charge-compensating Cl− ions gives rise to an expansion of
grains as previously pointed out [125, 126], which is consid-
ered to result in swelling the film surface. When a further
anodic bias was applied up to 1.2 V vs Pt, the film was seri-
ously damaged and peeled off the ITO substrate as seen
in the in-situ electrochemical processes (EC)-AFM image in
Figure 31c.

Using a polycrystalline ZnNc film deposited on ITO at
substrate temperature of 250 �C, a microscopic change
in the film structure upon electrochromic oxidation was
observed at high resolution by EC-AFM. The polycrystalline
film was composed of larger grains of submicrometer size.
The ED pattern taken from this original film indicated the
Debye–Scherrer rings corresponding to the spacings of 0.33
and 1.4 nm. It suggests that the crystalline grains consist
of the molecular columns lying on the substrate with an
intercolumnar distance of 1.4 nm; therefore, most of the pla-
nar ZnNc molecules are standing normal to the substrate
surface. This columnar structure of the original, polycrys-
talline ZnNc film can be observed in the EC-AFM image
before applying bias potentials as is shown in Figure 32a.
The stripe images with a distance of 1.4 nm agree with
the columnar structure confirmed by the ambient AFM
and transmission electron microscopic techniques. The poly-
crystalline ZnNc film exhibited a reversible electrochromic
activity similar to that of the epitaxially oriented film men-
tioned in the previous section. When the film was biased at
reduction potentials up to −1.0 V vs Pt in the EC-AFM,
the columnar image was still observed similar to that at 0
bias potential as shown in Figure 32b. On the other hand,

Figure 31. EC-AFM images (scales in �m) of amorphous ZnNc film
electrode at (a) 0 bias potential, (b) 1.0 V, and (c) 1.2 V vs Pt in an
electrolyte solution of 0.1 M KCl. Reprinted with permission from [122],
T. Kouzeki et al., J. Phys. Chem. 100, 20097 (1996). © 1996, American
Chemical Society.
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Figure 32. EC-AFM images (scales in nm) of polycrystalline ZnNc film
electrode at (a) 0 bias potential and (b) −1�0 V vs Pt in an electrolyte
solution of 0.1 M KCl, showing the moleuclar columns with a spacing of
1.4 nm. Reprinted with permission from [122], T. Kouzeki et al., J. Phys.
Chem. 100, 20097 (1996). © 1996, American Chemical Society.

when a positive potential was applied to oxidize the film, the
columnar structure was no longer observed.

3. PHTHALOCYANINE STACKS,
MOLECULAR ARRAYS,
AND SELF-ASSEMBLIES

3.1. Phthalocyanine Stacks, Pc Nanorod,
and Nanoscaled Fibrous Assemblies

Disc-shaped rigid Pcs and MPcs can easily stack through
strong �–� interaction and form one-dimensional rodlike
assemblies with interesting electronic and optic properties
[127–130]. Cofacially stacked Pc aggregates are present even
in dilute solution for some examples [130].

Pc-based superstructures were constructed by �–� inter-
action of Pc molecules in which the cores of copper and
nickel octaazaphthalocyanines are fused to four nonracemic
[7] helicenes according to Figure 33 [127].

A calculation by molecular mechanics shows that the
energy is minimized when the Pc molecules stack in a chiral
superstructure with a core-to-core distance of ca. 3.4 Å
as shown in Figure 33b. Atomic force microscopic images
shown in Figure 34 are in accord with the calculated struc-
ture (Figure 33b) if on the surface of mica the stacks are
isolated and perpendicular to the surface. In Langmuir films,
however, the molecules stack in the opposite way, with the
stacking axis parallel to the water.

A family of copper and zinc phthalocyanine-based amphi-
phililes (3) possessing racemic and optically active diol units,
(rac)-ZnPc(OH)16, (rac)-CuPc(OH)16, and (S)-CuPc(OH)16,
show self-assembling properties in aqueous solution [128].
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Figure 33. Chemical structure (a) and calculated stacked structure
(b) of Pc molecules in which the cores of copper and nickel octaaza-
phthalocyanines are fused to four nonracemic [7] helicenes. The lowest
energy conformation of two phthalocyanine ligands of structure 2, as
calculated with the MacroModel program and MM3 force field. The
darker phthalocyanine is on top. Redrawn with permission from [127],
J. M. Fox et al., J. Am. Chem. Soc. 121, 3453 (1999). © 1999, American
Chemical Society.

The copper complexes produced nanosized fibrous assem-
blies from aqueous solutions through two noncovalent bond-
ings: �–� interaction among phthalocyanine rings and
hydrogen bonds among diol units, as shown in Figure 35.
The formation of fibrous assemblies strongly depends on the
central metal of the phthalocyanine complex. The optically
active (S�-CuPc(OH)16 is stacked and arranged in a left-
handed helix. The chirality of diol units in (S�-CuPc(OH)16
also affects the intercolumnar lattice of phthalocyanine
stacks.
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Figure 34. (a) Atomic force microscopic height image of six stacks of
phthalocyanines 2b on mica. As the coordinate out of the plane of
the page increases to its maximum, 3 nm, the shade becomes lighter.
(b) Atomic force microscopic height image of two stacks of phthalocya-
nines 2a. As the coordinate out of the plane of the page increases to its
maximum, 7 nm, the shade becomes lighter. Reprinted with permission
from [127], J. M. Fox et al., J. Am. Chem. Soc. 121, 3453 (1999). © 1999,
American Chemical Society.

The X-ray diffraction pattern of (S�-CuPc(OH)16 film is
remarkably different from that of the racemic mixture, pos-
sibly due to the reflections from a discotic lamellar structure
[131]. The chirality of amphiphilic copper phthalocyanine
affected the lattice of the assembly of phthalocyanine stacks
and stabilization of micellar fibers: (i) the chiral amphiphilic
phthalocyanine can form a helical arrangement in the
phthalocyanine stack, and (ii) the intercolumnar lattice of
the phthalocyanine stacks transferred from the hexagonal
lattice to the lamellar structure introducing chiral side chains
as substituent groups. As a result of the intercolumnar
hydrogen bonding, the phthalocyanine stacks assemble to
form the hexagonal lattice. On the other hand, the chirality
of the diol unit controls the direction of hydrogen bonding
among hydroxyl groups. The regularity of the hydrogen-
bonding direction results in the helical arrangement of the
phthalocyanine rings. The X-ray reflection peak at 0.26 nm
for (S�-CuPc(OH)16 in Figure 36 corresponds to the regular
packing of the diol units.

The polymeric hydrogen bonding between diol units
may be formed within the phthalocyanine stack, con-
tributing to the formation of the helical arrangement.
The helical arrangement will induce the distance separating

a b

Figure 35. Transmission electron micrographs of fibrous assemblies
made of (a) (rac)-CuPc(OH)16 and (b) (S�-CuPc(OH)16 (bar = 400 nm).
Reprinted with permission from [128], M. Kimura et al., Langmuir 16,
2078 (2000). © 2000, American Chemical Society.
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Figure 36. Diffraction pattern of X-ray reflected from a glass sur-
face coated with (S�-CuPc(OH)16 and assigned Miller indices (hkl).
h1 = stacking distance between phthalocyanine rings. h2 = distance
between the peripheral side chains. Reprinted with permission from
[128], M. Kimura et al., Langmuir 16, 2078 (2000). © 2000, American
Chemical Society.

of phthalocyanine stacks and alter the intercolumnar struc-
ture. Engelkamp et al. reported the helical arrangement of
optically active phthalocyanines and proposed three types of
helical structures [132]. The X-ray reflection of the stacking
distance was only observed at 0.34 nm, and the CD spectra
of (S�-CuPc(OH)16 implied that the dipoles of the phthalo-
cyanine rings were arranged in the form of a left-handed
helix. Pathways for the formation of fibrous assemblies are
speculated in Figure 37.

Similarly, crown ether-substituted Pcs were used to create
nanoscaled fibrous assemblies possessing an electron con-
duction wire and ion transport channels [133]. Furthermore,
side-chain-modified Pcs [(2,3,9,10,16,17,23,24-octakis((2-
benzyloxy)ethoxy)phthalocyaninato)copper, CuPcOC2OBz]
form long rodlike stacks on substrates [134]. CuPcOC2OBz
exhibits cofacial stacking in its aggregates, with a ring
spacing of ca. 3.36 Å, as determined by wide-angle X-ray
diffraction measurements [129]. These molecules showed
cofacially stacked Pc aggregates even in dilute solution, as
evidenced by broadened and blueshifted visible solution
spectra [130]. Visible absorption spectra, consistent with

HO
HO

HO

HO OH
OH
OH

OH
OH

OHOH

OH

OH
OH

OH
OH

OH
OH

OHOH

O

O
O

O
O

O
OO

O

O
O

O

O
O

O
O

HO

HO
HO

HO
HO
HO

HO
HO

HO HO
H

HH

H

HH

H

HO

HO

N

N

N
N N

NN
N Cu

N

N

N
N N

NN
N Cu

Coafacial Stack

Hexagonal Lattice

Left-handed Helix Lamellar structure
(S)-CuPc(OH)16

(rac)-CuPc(OH)16 π-π interaction
and

Hydrogen Bonding
Fibrous Assembly

Figure 37. Speculated pathways for the formation of fibrous assemblies.
Reprinted with permission from [128], M. Kimura et al., Langmuir 16,
2078 (2000). © 2000, American Chemical Society.

monomeric CuPcOC2OBz, are observed in CHCl3 for solu-
tions below ca. 10−6 M, while more concentrated solutions
(10−4 M) show a high degree of aggregation. H2PcOC2OBz
exhibits similar behavior. Figure 38 shows STM images of
CuPcOC2OBz.

In films of metallophthalocyanine stacks, the Pc rings are
spaced by van der Waals distances and exciton coupling of
neutral–electronic transitions between neighboring macro-
cycles becomes very efficient. The characterization of the
dynamics of the exciton motion together with the related
exciton–exciton annihilation at high excitation densities
has been an area of active theoretical and experimental
research [135–139]. For large exciton densities, nonexpo-
nential bimolecular exciton–exciton annihilation has been
observed by femtosecond spectroscopy studies in H2Pc thin
films [136], FAlPc thin films [137], VOPc films [138], and
Langmuir–Blodgett films of SiPc polymers [139]. The anal-
yses of these data are based on the assumption of unidi-
mensional exciton transport, a condition not well fulfilled
in films because of the interactions between the Pc stacks.
In addition, local heating of thin films may affect the exciton
dynamics. These factors impede considerably the elucida-
tion of exciton transport dynamics in metallophthalocyanine
films. On the other hand, linear polymers of (phthalocyani-
nato)siloxane in solution strictly limit the exciton transport
to one dimension and heating effects can be avoided in flow-
ing solutions.

Chemical modification of the core of phthalocyanines
provides a high versatility in molecule structure and hence
intermolecular interactions. The film structure as well as
electrical and optical characteristics can be adjusted in a
rather wide range. Perfluorinated phthalocyanines (F16Pc) is
an example showing such influence on the position of molec-
ular energy levels as well as solid-state structure. A cofacial
parallel orientation of molecules and layered growth, for
example, could be obtained for F16Pc in thin films on SiO2
[107, 140–142]. Figures 39 and 40 show the morphology and
the space-filling model of F16PcZn, respectively.

Structural variations in F16Pc thin films can be expected
to lead to significant changes in electrical properties as
observed for films of unsubstituted phthalocyanines in a
series of time-of-flight measurements. The result revealed
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Figure 38. Structure and STM images of CuPcOC2OBz monolayer
(A) and bilayer (B) films on Au(111)/mica substrates. The vertical axes
in these images were parallel to the compression barrier direction. The
horizontal axes indicate distance in nanometers. Redrawn with permis-
sion from [134], P. Smolenyak et al., J. Am. Chem. Soc. 121, 8628 (1999).
© 1999, American Chemical Society.
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Figure 39. Morphology of 0.7 nm thin films [(a) F16PcZn;
(b) MePTCDI] deposited on quartz glass at 300 K as obtained from
tapping mode AFM with a Si tip. Reprinted with permission from
[107], D. Schlettwein et al., J. Phys. Chem. B 103, 3078 (1999). © 1999,
American Chemical Society.

changes in defect and excess electron mobilities depen-
dent on temperature-induced structural reorganization in
the films detected by changes in optical absorption spec-
tra [142–145]. The high electronegativity of the F atoms
leads to a stabilization of the frontier orbitals as seen by
shifts in the redox potentials in solution and in thin films
[146] and by UPS [147, 148]. This ease of reduction leads
to n-type doping of films during film preparation by physical
vapor deposition even under UHV conditions [149, 150].
The decrease in conductivity following exposure to air is
explained by compensation of this n-doping by oxygen [142,
149–151] while the mobility of charge carriers was found to
be constant during this change [141].

Single-crystalline substrates offer a regular structure that
was found to influence the growth of molecular materials
considerably [152]. Commensurate or coincident lattices of
crystalline molecular thin films can be formed and were
found in many examples of Pc and related materials [153].
Alkali halide surfaces are most suitable to provide a well-
ordered optically transparent substrate. Epitaxial relation-
ships could be established in the past for Pc and related
molecules. Especially the optical absorption properties are
changed considerably by the intermolecular orientation and
hence chromophore coupling [60, 65, 154, 155].

Amphiphilic disklike molecule CuPc(C10EO3)8 com-
pounds contain a central phthalocyanine core, eight decoxy
spacers, and eight peripheral triethylene glycol chains
(Fig. 41) [156]. These compounds contain a central Pc core,
eight decoxy spacers, and eight peripheral eight triethylene

(b) MePTCDIF16PcZn(a)

1.32 nm

1.32 nm

b:1.46 nm

c:1.56 nm

Figure 40. Space-filling model of F16PcZn as concluded from XRD and
UV-vis analysis and of MePTCDI as reported in the Cambridge Struc-
tural Database. Reprinted with permission from [107], D. Schlettwein
et al., J. Phys. Chem. B 103, 3078 (1999). © 1999, American Chemical
Society.
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Figure 41. Reprinted with permission from [156], M. Kimura et al.,
J. Am. Chem. Soc. 123, 2438 (2001). © 2001, American Chemical
Society.

glyco chains. The nonionic surfactants and block polymers
containing oligo- and poly(ethylene glycol) headgroups have
been widely used as templates for the preparation of meso-
porous silica [157]. The introduction of triethylene glycol
chains into the disklike molecules can induce the assem-
bly of inorganic sources. The synthesized phthalocyanine
derivatives exhibited excellent solubility in polar and non-
polar solvents except for hydrocarbons. Figure 42 shows the
UV-vis spectra of CuPc(C10EO3�8 in CH2Cl2 and a mixture
of CH2Cl2 and ethanol. The UV-vis spectrum in CH2Cl2
had a strong sharp peak at 677 nm, typical of nonaggre-
gated phthalocyanine [158]. When ethanol was admixed, the
Q-band was broadened, and the maximum was blueshifted.
These spectral changes can be ascribed to the forma-
tion of phthalocyanine stacks having a coafacial arrange-
ment. By increasing polarity of the solvent, the hydrophobic
phthalocyanine cores come closer and form a coafacial one-
dimensional stack in polar solvents.

3.2. Phthalocyanine Molecular Arrays

Single molecular arrays of Pc have been obtained with tem-
plates of two-dimensional (2D) alkane lamella of nanometer
scale using C18X (X = Cl, Br, I, CN) and C18SH. When Pc
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Figure 42. Powder XRD patterns of the organic-inorganic composite
containing CuPc(C10EO3�8 and silica and assigned Miller indices (hkl).
Reprinted with permission from [156], M. Kimura et al., J. Am. Chem.
Soc. 123, 2438 (2001). © 2001, American Chemical Society.
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and alkane derivatives (C18SH and C18X, X = Cl, Br, I, CN)
were coadsorbed from solution onto HOPG (highly oriented
pyrolitic graphite), a new phase of homogeneous molecular
assembly of Pc with C18SH and C18X was found in addition
to the typical segregated domains [159, 160]. By adjusting
the molar ratio of Pc to alkane derivatives to about 1:3,
homogeneous intercalation of Pc in the length scale of sub-
micrometers can become the main form of Pc on a graphite
surface. Figure 43a shows a homogeneous molecular assem-
bly of Pc with C18SH. In the image, the bright lines corre-
spond to Pc molecular lines. The line width is about 1.5 nm,
consistent with the side width of the Pc molecule. The dark
bands in the image correspond to C18SH lamellae and the
2.5 nm width of them is in accordance with the molecular
length of C18SH. On the surface the molecular lines can
extend to several hundred nanometers. On the large-scale
image, the domain boundary can be detected. The angle
between the orientations of these domains is measured to
be nearly 60� or 120�, indicating that the orientation of the
domain is determined by the registry of alkane chains of
thiols to the substrate. By altering the molar ratio of Pc to
C18SH, multirow bands of Pc (phase III) or single molec-
ular line of Pc (phase II) surrounded by C18SH lamellae
(phase I) can be obtained corresponding to concentrations
of Pc above or below the optimal ratio, respectively (Fig. 43b
and c). High-resolution images obtained on the multirow
band regions of Pc are consistent with the adsorption struc-
ture of Pc reported on HOPG [51]. Pcs joggle together in
the molecular array as in the 2D domain. Though the uni-
form assembly structures can become dominant by adjusting
the molar ratio of Pc to alkane derivatives to nearly 1:3, one
can still observe structures as shown in Figure 43b and c,
in some area of the surface. This is attributed to the fluctu-
ation of the molar ratio of Pc to alkane derivatives during
the volatilization of the solvent, and this is considered to be
an indication that the deposition from solution is a dynamic
equilibrium process, where kinetic factors are attributed to
the nonuniform regions.

The homogeneous assembly of Pc with C18SH is stable
enough to endure repeated scanning and high-resolution
images could be obtained on this assembly as shown in
Figure 44. The Pc molecule in the line can be observed to

Figure 43. (a) A large-scale image of the uniform assembly of Pc
with C18SH when the molar ratio has been adapted to 1:3 (667 mV,
1.019 nA). (b) Coexistence of phase I (domain of pure thiol) and
phase II (uniform assembly) when the molar ratio was below 1:3
(−431 mV, 677 pA). (c) Coexistence of phase II and phase III (pure
Pc domain) when the molar ratio was above 1:3 (715 mV, 1.136 nA),
(inserted) high-resolution image obtained on the Pc domain. Redrawn
with permission from [159], S. B. Lei et al., J. Phys. Chem. B 105, 12272
(2001). © 2001, American Chemical Society.
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Figure 44. High-resolution image of the uniform assembly of Pc with
C18SH (560 mV, 1.019 nA). The imaging condition was optimized for
the observation of Pc. Parameters defining this assembly were defined
on this image. Reprinted with permission from [159], S. B. Lei et al.,
J. Phys. Chem. B 105, 12272 (2001). © 2001, American Chemical
Society.

tilt for 32 ± 4� from the lamellae direction and the C18SH
molecules adsorb on the surface with its carbon chain par-
allel to the surface and nearly perpendicular to the Pc
lines 75 ± 6�. The repeating period (l) is measured to be
4.0 ± 0.2 nm, in accordance with the length of one C18SH
molecule plus the width of one Pc molecule. It can also be
counted that on each side of one Pc molecule there exist
three C18SH molecules (Fig. 44), so the Pc vs C18SH ratio
can be measured to be 1:3 from the STM image in the inter-
calated structure.

According to these STM results, the groove between C18X
lamellae appears to be a favorable site for Pc molecules
to stay. On the basis of the observations, it was suggested
that when C18X is excessive, the co-adsorption of Pcs with
C18X results in uniform assembly of C18X and Pc molecules
that are surrounded by lamellae formed by C18X. As the
stoichiometry of Pc increases, Pc molecule arrays extend
in the boundary of C18X lamellae and the size of uniform
assemblies also increases until Pc is excessive. At this time,
Pc molecules crystallize along the Pc arrays of the uniform
assembly and multirow Pc bands formed. This provides a
qualitative illustration of the assembly process and rigorous
elucidation of this process needs quantitative simulations.

Many of phthalocyanine 3D and 2D nanostructures are
connected by hydrogen bonding [161]. The hydrogen bonds
have the advantage of selectivity and directionality, which are
important in building biological nanostructures. Although
phthalocyanine nanostructures have been constructed using
other interactions, such as van der Waals and hydrophobic
interaction, they received little attention due to lack of direc-
tional selectivity [162, 163].

3.3. Pthalocyanine Self-Assemblies

Thin films of phthalocyanines [47, 164–168] and porphyrins
[15, 168–171] obtained by the self-assembly method rely
on the covalent anchoring of the macrocycles on various
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substrates by a predetermined number of sites. It is thus pos-
sible to reach a high degree of control on the organization
of the molecules within the film, allowing complex molecu-
lar architectures to be built [15, 47, 168, 172]. Such struc-
tures could find interesting applications for energy transfer
devices [173, 174] or two-dimensional conjugated polymers.

For example ruthenium phthalocyanine (RuPc) monolay-
ers were obtained by self-assembly on pyridino-functiona-
lized metal oxide substrates, by coordination between the
ruthenium ions and the pyridino groups [175]. Figure 45
shows formation of RuPc multilayers.

Figure 46 shows an AFM image of a [SiO2/Py/RuPc] sam-
ple. The film appears homogeneous and regular even on
a large scale, with an experimental roughness of 0.5 nm
(as for the pristine [SiO2/Py] sample) consistent with the
absence of stacked or aggregated macrocycles. This obser-
vation indicates that unspecifically adsorbed materials are
actually removed by washing. The observed thickness (AFM
contact mode) is 1.8 nm, consistent with the expected one
for a SiO2/Py/RuPc layer.

The recently developed technique of layer-by-layer (LBL)
assembly of oppositely charged materials has been used to
fabricate multilayers on various substrates. LBL assembly
has been applied in the construction of materials with well-
controlled, nanometer-scale architecture [45, 176]. The key
to the construction of multilayers is the interface between
adjacent layers, and hence, interface properties are cru-
cial to the self-assembled systems [177] and their physical
properties.

Using a layer-by-layer self-assembly technique, multilay-
ers of nickel phthalocyanine tetrasulfonate (NiPc) and
poly(diallyldimethylammonium chloride) (PDDA) onto
transparent substrates were prepared [45, 178]. In an aque-
ous solution, PDDA forms a uniform, nanometer-thick thin
film on a silica substrate, because PDDA is attracted to the
negatively charged substrate surface [179].

A negatively charged NiPc macrocycle binds to the dis-
persed positively charged polymeric PDDA monolayer. Mul-
tilayer thin films can be obtained by alternately dipping the
sample in solutions of PDDA and NiPc. The idealized struc-
ture of NiPc and PDDA layers is shown in Figure 47. The
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Figure 45. Scheme of the formation of ruthenium phthalocyanine mul-
tilayers by sequential ligand exchange reactions. L stands for benzoni-
trile and the bidentate ligands (pyrazine or bipyridine are represented
by N�N. Reprinted with permission from [175], V. Huc et al., Langmuir
17, 1928 (2001). © 2001, American Chemical Society.
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Figure 46. AFM study of a [SiO2/Py/RuPc] sample. The left image
shows that no significant difference can be observed on the topography
of the surface upon grafting of the phthalocyanine; the experimental
roughness remains around 0.5 nm, as for the pristine [SiO2/Py] surface.
The right image allows a measurement of the thickness of the film,
which was found to be 1.8 nm (see the line cut below the image). The
poor quality of the right image comes from the pollution of the tip
resulting from scratching the film to draw the square feature. Reprinted
with permission from [175], V. Huc et al., Langmuir 17, 1928 (2001).
© 2001, American Chemical Society.
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D. Q. Li et al., J. Am. Chem. Soc. 120, 8797 (1998). © 1998, American
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growth of multilayer films was monitored by measuring the
absorption of 630 and 665 nm light (Fig. 48) [45].

Surface topography and amplitude images of 3-, 9-, and
27-layer-pair films are shown in Figure 49. As the film thick-
nesses increase from 3 layer-pairs to 9 and 27 layer-pairs,
root mean square (rms) roughnesses also increase from 5.3
to 6.9 and 14.7 Å.

Similarly Li et al. deposited multilayers of nickel
phthalocyanine tetrasulfonate and PDDA onto indium tin
oxide (ITO) and ITO/TiO2 substrates, respectively [178].
To probe charge-transfer properties of these self-assembled
multilayers on conductive and semiconductive surfaces,
Kelvin probe and surface photovoltage measurements have
been carried out. The formation of both ionic multilayers
and covalent multilayers was well characterized [45, 179,
180].

An en face self-assembly of monomeric PcCoDS mono-
layers on dioctadecydiammonium bromide (DODAB) was
reported [181]. The water-soluble anionic dye, cobalt
phthalocyanine disulfonate (PcCoDS), was used to prepare
�-electron terminated model monolayers with a high sur-
face free energy. The water-soluble PcCoDS self-assembles
into an �-electron rich overlayer. In water, the large
hydrophilic central atom, cobalt, and two polar charged
anionic peripheral substituents in PcCoDS (Fig. 50b, d)
reduce the tendency to adsorb edge-on or to form large
aggregates [182, 183]. UV-vis spectroscopy measurements
of phthalocyanine self-association established that PcCoDS
adsorbs onto DODAB Langmuir–Blodgett (LB) films pre-
dominantly in the monomeric form [183–186].

The adhesion between the dye monolayers was nearly
two orders of magnitude greater than that between pure
DODAB films. Adhesive contact altered the optical absorp-
tion spectrum, as observed upon the cofacial dimerization of
phthalocyanine dyes. The adhesion also increased in propor-
tion to the dye coverage. The dye-dependent increase in the
range of the van der Waals force between the membranes is
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Figure 48. Optical absorption of 3 layer-pairs of PDDA-NiPc (dashed),
9 layer-pairs of PDDA-NiPc (dash-dot), and 27 layer-pairs of PDDA-
NiPc (solid). The � and � absorptions at 630 and 665 nm are due to
the - ∗ electronic transitions in NiPc molecules. Reprinted with permis-
sion from [45], D. Q. Li et al., J. Am. Chem. Soc. 120, 8797 (1998).
© 1998, American Chemical Society.
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Figure 49. AFM images �1 �m × 1 �m� of the surfaces of 3-, 9-, and
27-layer-pair films. Images (a)–(c) are topographs of the surface struc-
ture for 3, 9, and 27 layer-pairs; images (d)–(f) are simultaneously taken
amplitude images of the same films, respectively. The latter images
are pseudoderivatives of the structural data, used to emphasize fine
structural information. Reprinted with permission from [45], D. Q. Li
et al., J. Am. Chem. Soc. 120, 8797 (1998). © 1998, American Chemical
Society.

predicted by Lifschitz theory for the multilayer system. Floc-
culation measurements were then used to confirm that the
measured intermembrane forces alter vesicle aggregation in
aqueous solutions.

Changes in the surface pressure versus area isotherms
of DODAB monolayers on water, after the addition of
PcCoDS to the subphase, indicated that PcCoDS binds to
DODAB monolayers (Fig. 51a). The DODAB on a pure
water subphase exhibited a stable isotherm (Figure 51a,
curve 1) as was evident from the absence of changes in the
surface pressure at constant film area. After the addition of
0.05 mM PcCoDS to the subphase, the isotherm was mea-
sured every 10 min, without exceeding the collapse pressure.
The monolayer expanded noticeably 20 min after the dye
addition.

The samples exhibited two peaks at 615 and 670 nm
characteristic for the Q-band in phthalocyanines (Fig. 52)
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Figure 50. Chemical structures (C, D) and molecular models (A, B)
of the water-soluble anionic phthalocyanine derivative, PcCoDS, and
cationic surfactant, DODAB. Reprinted with permission from [181],
N. Lavrik and D. Leckbandm, Langmuir 16, 1842 (2000). © 2000,
American Chemical Society.
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Figure 51. Adsorption of PcCoDS on DODA monolayers. (a) shows
the changes in the surface pressure–area isotherm of a DODAB mono-
layer in the presence of PcCoDS counterions in the subphase. (b) shows
the % coverage of PcCoDS on DODAB monolayers in 1 mM NaNO3,
1 mM NaOAc, and pure water, as determined by SPR. (c) shows
the kinetics of PcCoDS binding onto DODAB, as monitored by SPR.
PcCoDS adsorption was carried out from 0.05 mM solutions contain-
ing the following concentrations of NaNO3: (1) 0 mM, (2) 0.1 mM;
(3) 10 mM; (4) 100 mM. DODAB. Reprinted with permission from
[181], N. Lavrik and D. Leckband, Langmuir 16, 1842 (2000). © 2000,
American Chemical Society.
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Figure 52. Comparison of the electronic absorption spectra of PcCoDS
adsorbed on different substrates. The adsorbed samples correspond to
the following preparation procedures. Curve 1: ionosorption on pread-
sorbed poly-l-lysine on glass; curve 2: ionosorption onto protonated
aminosilanized glass; curve 3: physisorption onto hydrophobized glass;
curve 4: ionosorption onto DODAB monolayers on glass. Curve 5
shows the scaled spectrum of a 0.05 mM aqueous solution of PcCoDS.
DODAB. Reprinted with permission from [181], N. Lavrik and D. Leck-
band, Langmuir 16, 1842 (2000). © 2000, American Chemical Society.

[183–188], which showed different features depending on
the preparation procedures.

Strong interactions between plate-shaped, aromatic phth-
alocyanine macrocycles promote their association into
cofacially stacked structures [183–188]. As a result, phthalo-
cyanine species typically self-assemble on surfaces with the
macrocycles nearly perpendicular to the substrate plane
[182, 189] and thus present their edges to the medium.

The spectral features within the Q-band measured with
the different phthalocyanine assemblies reflected differ-
ences both in the organization within the films and in the
forces between the macrocycles and the substrates. On pos-
itively charged, hydrophilic poly-l-lysine, the dye exhibits
a low apparent coverage and/or a macrocycle orientation
perpendicular to the substrate. The film also contained
a high fraction of aggregated PcCoDS. Similar Q-band
properties were observed for substituted PcCu sulfonate
assembled electrostatically on poly-l-lysine [184]. The dye
self-association was also very pronounced on protonated,
aminosilane layers. However, the greater dye coverage sug-
gests that both electrostatics and the substrate hydrophobic-
ity are important for binding and orienting the macrocycles.
The high dimer fractions in PcCoDS layers on both poly-
l-lysine and aminosilane modified surfaces is attributed to
the molecular disorder and microroughness of the substrates
[190]. The roughness of the glass substrates might also con-
tribute to the aggregation.

Pc thin films prepared by chemical linkage between the
substrate and the macrocycles show that ligand exchange
occurs upon the binding of the Pc ring to the surface in
several examples [15, 47, 185–191]. Exceptional stability was
observed in ruthenium phthalocyanines axially complexed
by pyridine ligands, the preparation of which is shown in
Figure 53.
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Figure 53. Scheme of the strategy developed for grafting metallic
macrocycles on glass or gold substrates using apical ligands as linkers.
Reprinted with permission from [168], V. Huc et al., Langmuir 16, 1770
(2000). © 2000, American Chemical Society.

Figure 54 exhibits STM images recorded at ambient tem-
perature on the [SC6H4NH2-RuPc] bilayer. The images
taken after the grafting of RuPc complexes clearly evidence
small grains (ca. 2 nm in diameter) of ca. round shape super-
imposed on the larger pattern exhibited by the STM image
of the same sample before the grafting. Those small objects
can be assumed to be the Pc rings, locally ordered by groups
of 6–7 molecules.

Thin films of silicon phthalocyanine dichloride (SiPcCl2)
could be deposited from solution on to the H-passivated
Si(111) surface [192]. In a high coverage film, clusters of
about 5�5 nm × 4�5 nm in size are observed. These clus-
ters are believed to partially stack on each other, suggest-
ing a tilted growth mechanism of the layers on the surface.
In a low coverage film, well-ordered monolayers are found,
with a close structural similarity to the bulk crystal structure

nm

nm

nmnm

nm nm

0

0 0

0

0 0

98

98105

Figure 54. STM images recorded at ambient temperature on a
[SC6H4NH2] SAM (top) and a S C6H4NH2-RuPc bilayer (bottom) on
flat gold. Full z scale is 10.2 nm (top), 10.6 nm (bottom left), and
15.8 nm (bottom right). Reprinted with permission from [168], V. Huc
et al., Langmuir 16, 1770 (2000). © 2000, American Chemical Society.

of SiPcCl2. The bulk crystal structure of SiPcCl2 (Fig. 55)
was determined directly from powder X-ray diffraction data
using the Monte Carlo method. The results of STM manip-
ulation and the observation of well-ordered SiPcCl2 layers
on the Si(111) surface indicate a weaker interaction between
the SiPcCl2 molecules and the substrate than between the
SiPcCl2 molecules (Fig. 56a).

The scanning tunneling spectroscopy (STS) I–V curve
was analyzed to investigate the nature of the SiPcCl2 films
on the surface. The I–V curve measured in the ordered area
in Figure 56b shows marked rectifying behavior. This behav-
ior was duplicated at all points tested over both the mono-
layer and multilayer films; no local states were observed
at different positions on the films. Such rectifying behavior
has been observed by Pomerantz et al. [80] and Ottaviano
et al. [193] in STS studies of CuPc on graphite and NiPc on
Si(111), respectively. This behavior is to be expected for a
film that acts as an organic p-type semiconductor (due to
oxygen doping) on a p-doped semiconductor surface. Thus
rectifying behavior could be attributed to the H-passivated
silicon surface.

Application of two-dimensional PC monolayer assem-
blies for light harvesting is discussed in [21]. The air/water
interface structure was characterized with X-ray specular
reflectivity and on solid substrates by optical absorption
spectroscopy.
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Figure 55. (a) Molecular structure of silicon phthalocyanine dichloride
(SiPcCl2�. The lateral dimension in the plane of the phthalocyanine
molecule is about 1.2 nm. (b) The (SiPcO)n chain after polymerization
of SiPc(OH)2. Reprinted with permission from [192], P. Miao et al.,
J. Phys. Chem. B 104, 1285 (2000). © 2000, American Chemical Society.
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Figure 56. (a) STM image (500 nm × 500 nm) of the H-passivated
Si(111) surface before the deposition of SiPcCl2. Tunneling conditions:
V = +1�680 V, I = 0�35 nA, constant current mode. A sequence of
zigzag steps is clearly resolved, with an average terrace width of about
150 nm. On the wide terraces, the corrugation is measured to be about
0.3 nm, which indicates a very flat surface. (b) 5 nm× 5 nm STM image
of a separated cluster island of SiPcCl2 molecules on the H-passivated
Si(111) surface. Tunneling conditions: V = +1�680 V, I = 0�35 nA, con-
stant current mode. Well-ordered layers are visible in the image. Cor-
responding surface profiles show that the thickness of one monolayer
is about 0.6 nm (along AB). Reprinted with permission from [192],
P. Miao et al., J. Phys. Chem. B 104, 1285 (2000). © 2000, American
Chemical Society.

3.4. Discotic Mesophase Phthalocyanines

Rodlike self-assembling organic materials have attracted sig-
nificant attention due to their unique electro- and photoac-
tive properties. These properties have been shown to be
dependent on both the long-range order and molecular ori-
entation within thin films of these materials, as evaluated
in field-effect transistors [118, 194], photovoltaics [195], and
polarized emission light-emitting diodes [196].

Discotic mesophase phthalocyanines, such as CuPcO·
C2OBz in Figure 38, self-assembled in parallel columnar
structures [134, 197]. Discotic mesophase materials in gen-
eral are attractive for these technologies if the coherence
length achievable in rodlike aggregates of these mate-
rials exceeds the expected separation distance between
source/drain (OFET) or anode/cathode (PV) contacts. (Gen-
erally a minimum coherence length of 100 nm is required.)
Under these conditions, charge mobilities along the rod axis
greater than 0.01 cm2 V−1 s−1 are expected [198].

It was reported that thin films of CuPcOC2OBz contain
the Pc oriented nearly “edge-on” to the substrate plane,
with coherence lengths in individual rods averaging ca.
40 nm. A key feature of these molecules which leads to
the stiff nature and coherence of each bilayer film is the
benzyl termination in the eight side chains, which appears
to reinforce the interactions between adjacent Pc rings and

between adjacent Pc columns [134, 197]. No other Pc mate-
rial capable of forming a discotic mesophase, held in place
by noncovalent interactions, has to date demonstrated such
long-range order and thin film coherence. The structural
perfection in the individual Pc columns rivals that seen in
the rodlike polymers of silicon phthalocyanines developed
by Wegner and co-workers [199].

Phenyl–phenyl interactions between a surface modifier
and the Pc assembly played a critical role in the effi-
cient transfer of coherent thin films of these Pc assemblies
to metal, silicon/silicon oxide, and transparent conducting
oxide substrates [134]. Molecular assemblies with phenyl
termination are believed to interact through both cofa-
cial and edge-to-face arrangement of the aromatic groups
[200], which can strongly affect the type and coherence of
the resultant molecular aggregate structures [201]. Mod-
ification of gold surfaces with a new phenyl-terminated
thiol (2), which mimics the side chain composition of
these Pcs, leads to a greater efficiency in transfer of
CuPcOC2OBz to a gold surface, vs the efficiency of trans-
fer seen for a CH3-terminated alkanethiol self-assembled
monolayer [197]. Such phenyl surface modifications also
influence the orientation of individual Pcs as determined
by reflection–absorption IR spectroscopy (RAIRS). Analo-
gous modification of the oxide surfaces of silicon wafers,
with a mixture of 1,1,1,3,3,3-hexamethyldisilazane (HMDS)
and 1,3-diphenyl-1,1,3,3 tetramethyldisilazane (DPTMDS),
shows a higher degree of transfer vs the unmodified surfaces.
The presence of phenyl groups in the surface modifier leads
not only to higher efficiency in transfer but also to more
ordered/optically anisotropic thin films.

Structure of benzyloxyethanethiol

O
SH

Representative RAIRS spectra are shown in Figure 57
and show the greatest contrast observed between film trans-
fers over three experimental trials. The small IR signal in
Figure 57a and the corresponding AFM image are evidence
that only small portions of a bilayer of CuPcOC2OBz are
transferred effectively to this type of surface. The remain-
ing material is left on the LB trough or picked up as highly
folded and defective film segments. Figure 57a shows a cor-
ner section of the Pc bilayer film whose dimensions were
less than 250 �m × 250 �m and a larger bare Au region
features typical of transfer to an unmodified Au surface.
Film segments, transferred to the unmodified Au surface,
may interact through nonspecific interactions with carbona-
ceous contamination.

Figure 57b reflects the improved transfer of a single
bilayer of CuPcOC2OBz due to nonspecific hydropho-
bic interactions with the methyl-terminated octanethiol,
although a continuous film is still not achieved, as seen
in the corresponding AFM image. Bilayer islands are seen
across the surface, with average dimensions of 500 �m ×
500 �m. Comparable results are obtained using octade-
canethiol; therefore, chain length in the self-assembled
monolayer (SAM) cannot by itself be a contributing factor
in determining Pc transfer efficiency to a methyl-terminated
Au surface.
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Figure 57. RAIRS spectra of a single bilayer film of CuPcOC2CBz
onto (a) a clean Au slide, (b) a Au slide modified with octanethiol,
and (c) a Au slide modified with benzyloxyethanethiol. The Pc-O-C
(1204, and 1283 cm−1) and out-of-plane bending transitions (Pc–H =
745 cm−1) have been marked. Corresponding AFM images, shown in
the lower half of the figure, are considered representative for transfer
to each type of surface and were obtained by tapping mode AFM in an
aqueous solution. The majority of the surface shown with (a) is bare
Au, with only a small amount of CuPcOC2CBz (upper left-hand cor-
ner) present on the surface in this region. Larger, islandlike deposits
of CuPcOC2CBz in (b) are typical for Au substrates that have been
hydrophobized and had rms roughness values of ca. 3 nm, while the
coherent, conformal deposits in (c) are typical for those obtained on
hydrophobized Au surfaces with the addition of phenyl moieties and
had rms roughness values of ca. 2 nm. Reprinted with permission from
[197], R. A. P. Zangmeister et al., Langmuir 17, 7071 (2001). © 2001,
American Chemical Society.

Figure 57c shows the marked improvement in a single
bilayer transfer of CuPcOC2OBz to the Au surface mod-
ified with benzyloxyethanethiol. The transfer efficiency on
Au surfaces modified with benzyloxyethanethiol is consis-
tently a factor of ca. 10 vs the bare gold surface and a factor
of ca. 3 vs the gold surfaces modified with CH3-terminated
SAMs. These estimates are made from AFM imaging and
the maximum IR absorbance for each film at 1283 cm−1. The
corresponding AFM image to Figure 57c shows a complete
bilayer transfer of CuPcOC2OBz over a 100 �m × 100 �m
area. Images of continuous film features are acquired from
scans taken at random over the entire sample, within the
physical limits of the imaging scan head (ca. 1 mm2�. The
entire area of the transferred Pc film is ca. 1 cm2. The scan
image shown in Figure 57c also reveals small “ridges” in the
bilayer film. This image was specifically chosen to show the
maximal corrugation observed in the Pc film. The ridges run
from the lower left to the upper right sides of the image,
and the average step height of these ridges was 7± 2 nm, or
approximately 2–3 Pc column diameters [134].

4. PHTHALOCYANINE LB FILMS
The Langmuir–Blodgett technique, which often utilizes
derivatized Pcs for solubility, produces controllable mor-
phologies on large areas. Properties of LB films consist-
ing of Pcs are significantly influenced by the orientation

and aggregation of Pcs [202, 203]. Thus many spectroscopic
measurements have been carried out in order to elucidate
molecular ordering of Pcs in thin films [204–215]. Various
studies indicate that substituents in Pcs play an important
role in determining the orientation of Pcs. Pcs form aggre-
gated columns and exhibit an edge-on conformation with
respect to substrates in monolayers, except for the case
where an amphiphilic porphyrazine was used, as observed by
Palacin et al. [32]. It was also reported that the introduction
of tetracarboxyl residues in Pc rings results in high in-plane
anisotropy [23, 216–219].

Selectively oriented multilayers of precisely controlled
thickness can be reproducibly prepared by customizing the
hydrophobic and hydrophilic regions of the molecule by
derivatization of the phthalocyanine rings. Although the
electronic and optical properties of many of these films have
been studied extensively, the nature of the interaction of Pc
films with the substrate, water, or layer interfaces is less well
understood. Because underivatized phthalocyanines or those
with added nonpolar groups tend to form irregular or poorly
transferred films, an amphiphilic transfer promoter such as
octadecanol is typically added to facilitate reproducible film
transfer and to stabilize and homogenize films deposited by
the Langmuir–Blodgett technique.

LB films have been obtained from both substituted and
unsubstituted phthalocyanines [220], though a comprehen-
sive understanding of their organization at the air–water
iinterface has yet to be developed for deriving a pack-
ing arrangement–property relationship in the ultrathin LB
films [221]. Monomolecular films of substituted amphiphilic
phthalocyanines can readily be obtained using the method
of Langmuir–Blodgett [24, 39, 74, 220, 222].

A survey of the literature on phthalocyanine monolayers
at the air–water interface shows considerable dispersion in
the results for similar phthalocyanines and in some cases
even for the same phthalocyanine [223–230]. Experimental
conditions such as subphase temperature, spreading solvent,
and even the type of measuring system can cause major
changes in the monolayer characteristics of these “nonclas-
sical” monolayer materials.

The major characteristic of Langmuir and LB films (i.e.,
the out-of-plane orientation of the molecules) is a direct
consequence of the amphiphilic character of the molecules
and the organizing role of the air–water interface [231].
The key parameter is the ratio � between the projection
on the water surface of the volume filled by the aliphatic
chain(s) vs the area filled at the air–water interface by the
polar head(s) (Fig. 58). � is strongly related to the criti-
cal packing parameter introduced by Ninham for short-chain
surfactant molecules that self-organize in water either as
micelles, lamellar structures, vesicles, or reverse micelles
[232, 233]. Phthalocyanine derivatives, however, do not gen-
erally fit with those geometrical rules, and their orientation
at the air–water interface is totally monitored by the loca-
tion and nature of the substituents grafted on the periphery
of the macrocycle. Unsubstituted Pcs are very likely to form
aggregates at the air–water interface, because no attractive
interaction with the water subphase is possible for those
purely aromatic molecules. Similar disordered LB films
were obtained with soluble Pcs, bearing bulky alkyl or aryl
substituents because the Langmuir monolayers built from
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Figure 58. Schematic definition of the ratio �. Three typical cases
are given: a single-chain compound such as a fatty acid (� = 1), a
double-chain compound with a small polar head (� > 1), and the four-
chain phthalocyanine (� < 1). Reprinted with permission from [268],
S. Palacin, Adv. Colloid Interface Sci. 87, 165 (2000). © 2000, Elsevier
Science.

those nonamphiphilic molecules are actually multilayers
[234–242]. It is commonly assumed that those molecules are
not really suitable for LB film formation since they show lit-
tle evidence of conventional hydrophilic/hydrophobic char-
acter in their chemical constitution [243]. Highly ordered
LB films containing Pcs described in the literature are all
based on truly amphiphilic Pc derivatives (i.e., phthalocya-
nines bearing both polar groups and aliphatic chains).

Two extreme orientations of Pc derivatives in Langmuir
monolayers and LB films can be discussed: in the first one,
the Pc rings lie parallel to the water surface (or the substrate
in the resulting LB films); in the second one, the Pc rings
exhibit an edge-on orientation. The latter geometry favors
face-to-face interactions between neighboring Pc rings and
is particularly useful in conductiometric applications. The
former geometry cannot be obtained without the LB tech-
nique and was used to form a true two-dimensional polymer
exhibiting outstanding mechanical properties [244].

Another unique characteristic of the LB technique is the
ability to induce in-plane anisotropy in the lamellar structure.
As rationalized by Minari et al. [245] and Schwiegk et al.
[246], the in-plane anisotropy observed in some LB films
arises from the flow effect during the transfer of the floating
monolayer onto solid substrates. Rigid rod polymers [247,
248] and linear aggregates of discotic mesogens [249–252]
are the two major families of molecules that exhibit in-
plane anisotropy in LB films. In both cases, the molecular
or supramolecular objects to be dynamically aligned during
the transfer exhibit an anisotropic shape at the air–water
interface [253, 254].

4.1. Pc Rings with a Tetrapyridinium
Porphyrazine Bearing Four Octadecyl
Chains (Flat-Lying Pc Rings)

The Pc ring is rigid, conjugated, and hydrophobic. It is
prone to aggregation in face-to-face dimers, at least when
the central metallic ion does not bear any bulky axial ligand.
Thus, anchoring the Pc ring parallel to the water surface
requires strong polar substituents, either in the center or on
the periphery of the macrocycle. However, phthalocyanines
bearing strong polar groups on their periphery were much
more studied and many Langmuir and Langmuir–Blodgett
films were built [32, 255–268].

Pc rings with a tetrapyridinium porphyrazine bearing four
octadecyl chains on its periphery (MS18, with M the metal-
lic ion located in the center of the macrocycle) is the first
example of a Langmuir monolayer based on flat lying [260].
As shown by the surface–pressure isotherms (Fig. 59) and
by various orientational studies performed by electron spin
resonance (ESR), linear dichroism, and X-ray diffraction
on the LB films built up from that monolayer, the por-
phyrazine rings lie almost parallel to the water surface but
as dimers. Figure 59 shows that the formation of the face-to-
face dimers is irreversible, since the decompression isotherm
does not match the first compression isotherm [268]. UV-
visible spectra recorded on LB films formed before and after
the plateau of the first compression isotherm confirm that
MS18 is in a monomeric state at low pressure and dimerizes
at high surface pressure (Fig. 59, inset). The dimerization
brings the � ratio closer to 1, since the dimer bears eight
octadecyl chains for a dimeric polar head filling 310 Å2 at
the air–water interface and allows the monolayer to be trans-
ferred correctly onto solid substrates. Orientational stud-
ies performed on the resulting LB films indicate that the
macrocycles are slightly tilted with respect to the substrate.
Similar results were also observed with tetrapyridinium por-
phyrins that share many geometrical characteristics with the
described porphyrazines [269]. Thus, taking into account
that the geometry of the porphyrazine rings is fixed by the
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Figure 59. Surface pressure vs molecular area isotherms recorded with
CuS18 at room temperature on a KBr 0.05 M water solution. Solid line:
first compression, 30 min after spreading. Dotted line: decompression
isotherm. Schematic views of the monomeric and dimeric monolayers
are given. Inset: UV-visible absorption curves observed on LB films
deposited from the CuS18 monolayer on a KBr 0.05 M water solu-
tion. Solid line: 16 LB layers deposited at 10 mN m−1 (left vertical
axis). Dotted line: 110 LB layers deposited from the same monolayer
at 30 mN m−1 (right vertical axis). The solid line spectrum is charac-
teristic of the monomeric state of CuS18. The dotted line spectrum is
characteristic of a dimer of CuS18 molecules. Reprinted with permission
from [268], S. Palacin, Adv. Colloid Interface Sci. 87, 165 (2000). © 2000,
Elsevier Science.
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anchoring of the four pyridinium groups to the water sur-
face, the molecules are forced to dimerize for the monolayer
to reach a reasonable compactness.

4.2. Pc Ring with Esters, Amides,
and Ethers (Tilted with Respect
to the Water Surface)

Contrary to the pyridinium groups involved in the previous
examples, weak polar groups grafted on the periphery of the
Pc ring such as esters [41, 256], amides [255, 262], or ethers
[130, 236, 240, 257, 270, 271] are not polar enough to anchor
the macrocycle parallel to the water surface. The macrocy-
cles are thus tilted with respect to the water surface and able
to self-organize in columnar assemblies. The actual orienta-
tion of such molecules at the air–water interface generally
depends on their association numbers (i.e., the average num-
ber of molecules involved in the self-assembled stacks. When
the association number is small (typically less than 10), the
monolayer is quite disordered. Indeed, a competition occurs
between the self-association in columnar assemblies and the
affinity of the polar groups for the water surface. The tilt
angles are thus small (30–60�; with respect to the plane
of the interface) and the monolayer exhibits a polycrys-
talline behavior, since the self-assembled columns are not
long enough to be in-plane oriented. When the association
number is high (typically higher than 100), the Pc rings form
well-defined columnar assemblies at the air–water interface,
which can be in-plane oriented by the transfer process.

The LB films of tetraamido metallophthalocyanines, bear-
ing four tertiary amide groups on their periphery, exhibited
in-plane dichroism when the metallic ion was either Cu or
Ni and the multilayers deposited at high surface pressure
[263]. On the contrary, no in-plane dichroism was observed
with Co and Zn. In the former case, the tilt angle was high
(i.e., the macrocycles were almost perpendicular to the plane
of the substrate). In the latter case, the tilt angle was low.

These results indicate that if designing a phthalocyanine
ring able to lie parallel to the water surface at the air–water
interface only requires enough strong polar groups located
on the periphery of the aromatic cores, designing flat-lying
phthalocyanines able to form stable monolayers and well-
organized LB films requires one also to take into account
the � factor of the monolayer (i.e., the actual role played
within the monolayer by each component of the molecule).

4.3. Edge-on Pcs in Langmuir
and LB Films

The orientation obtained from Pc molecules bearing weak
polar groups is very difficult to predict, since it results
from the competition between the affinity of the polar sub-
stituents for the water surface and the aggregation ability of
the Pc derivatives. Three different strategies were designed
to get edge-on Pc rings in LB films: (i) using unsymmet-
rically substituted phthalocyanines, which bear strong polar
groups only on one part of its core; (ii) preparing LB films
from polymeric phthalocyanines such as phthalocyaninato-
polysiloxanes; or (iii) relying on mesogenic phthalocyanines,
able to form stable columnar assemblies at the air–water
interface.

Cook’s team developed both synthetic pathways leading
to unsymmetrically substituted phthalocyanines and charac-
terization of the resulting LB films [24, 259, 272].

The Pcs are unsymmetrically substituted, generally bear-
ing only one or two substituent groups that contain a ter-
minal hydrophilic moiety, grafted on the same benzenoid
ring of the phthalocyanine and alkyl or alkoxy chains on
the three other benzenoid rings (Fig. 60a). The area per
molecule lies in the range 80–120 Å2, depending on the num-
ber and the length of the chains, which is consistent with
the molecules standing more or less perpendicular to the
water subphase. X-ray diffraction, UV-visible, and infrared
absorption measurements performed on the LB multilayers
indicate that, in the case of Pc rings bearing alkyl chains
on three of their four benzenoid rings, highly ordered mul-
tilayers are formed: the Pc rings are perpendicular to the
plane of the substrate and tilted from the axis of the dip-
ping direction with an average angle of 25�. On the con-
trary, LB films based on Pc rings bearing alkoxy chains are
almost disordered. These results show that properly designed
phthalocyanines can form well-ordered mono- and multilay-
ers exhibiting edge-on macrocycles.

A similar design strategy was followed recently in the
triazolephthalocyanine family, where one of the four ben-
zene ring is replaced by a triazole (Fig. 60b) [273]. As in
the previous example, columnar assemblies are expected to
form spontaneously at the air–water interface and to be
aligned during the transfer process, but this self-organization
requires nickel(II) ions in the subphase.

Well-ordered Langmuir and Langmuir–Blodgett films
with high order parameters were observed from mesomor-
phic Pc bearing four hexyl chains grafted to the benzenoid
rings through ester functions (MPcE6, inset in Fig. 61). As
shown by Albouy [274], the MPcE6 molecule forms columns
in the bulk solid state, with a basic repeat distance of
3.365 Å. The packing of the columns in a two-dimensional
square lattice exhibits a regular distance of 20.8 Å, and a
typical domain dimension along the axes perpendicular to
the columns is 290 Å. In the columns, there is no tilt of one
molecule with respect to its neighbors, which means each
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Figure 60. Examples of phthalocyanine derivatives specifically designed
for an edge-on orientation in Langmuir and LB films. (a) Unsymmet-
rically substituted phthalocyanine designed and synthesized by Cook
et al. [272g]. (b) Triazolephthalocyanines designed and synthesized by
Torres et al. [273]. Reprinted with permission from [268], S. Palacin,
Adv. Colloid Interface Sci. 87, 165 (2000). © 2000, Elsevier Science.
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Figure 61. Infrared linear dichroism spectra recorded before and after
annealing on LB films built from NiPcE6. The electric field of the inci-
dent infrared light is either parallel (dotted lines) or perpendicular
(solid lines) to the axis of the transfer. The inset gives the structure
of the MPcE6 molecule. Reprinted with permission from [274], P. A.
Albouy, J. Phys. Chem. 98, 8543 (1994). © 1994, American Chemical
Society.

column keeps a fourfold symmetry. In the crystal cell, the
benzenoid rings are pointing to the diagonal of the square
cell.

A columnar structure, similar to the bulk state one, is
found within LB films and the columns are aligned with
the dipping direction. This latter result was confirmed
by Bourgoin et al. [275], using infrared linear dichroism.
The experimental order parameter is 0.94, which indicates
that the average angle between the columns and the axis
of transfer is less than 10�. Interestingly, the LB multilayers
keep their lamellar structure and their in-plane anisotropy
upon severe annealing. When the LB multilayers are heated
at 200 �C for 2 h under nitrogen, the in-plane anisotropy
is actually improved and the order parameter even reaches
unity, as evidenced by infrared linear dichroism on the
band at 740 cm−1 polarized within the plane of the Pc ring
(Fig. 61).

Another peculiar behavior of these LB films is revealed
by AFM [275]. In the tapping mode, the morphology of the
outer surface of the lamellar assembly can be investigated.
Figure 62a gives the topographic images recorded for several
thicknesses of NiPcE6 LB films. The darker areas are one
monolayer deeper than the brighter ones. It is clear from
the images that the area occupied by defects (the darker
regions) increases regularly with the number of deposited
layers. These defects arise from a solid state reorganiza-
tion that occurs during and after the transfer of the mono-
layers onto the substrate. As the transfer ratio is actually
slightly lower than 1, each freshly deposited layer exhibits
monolayer-thick defects. However, the topographic images
in Figure 62 indicate that the defects in the underlayers are
filled by the upper ones. Thus all the defects “add” in the
topmost layer. According to this simple model, the nth layer
should fill �n of the total area of the sample, with � the
transfer ratio. Figure 62b shows that the model is in correct
agreement with the results, assuming � = 0�975. This result
implies that PcE6 molecules are able to slide easily from one
column to a neighboring one.
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Figure 62. (a) Topographic images (1 �m× 1 �m) recorded on 2-, 4-,
8-, 12-, 18-, and 26-layer samples of NiPcE6 LB multilayers. The verti-
cal scale is common to all the images. The black arrow is the direction
of the transfer. (b) Percentage of the surface occupied by the topmost
nth layer (solid squares) and the (n-1)th layer (open triangles). The
solid curve gives the theoretical percentage �n derived from the model
detailed in the text. Inset: Schematics of the summation of the defects
in the topmost layer. Reprinted with permission from [275], J. P. Bour-
goin et al., Langmuir 12, 6473 (1996). © 1996, American Chemical
Society.

It is noteworthy that the LB films based on PcE6
molecules, that were built up by the Langmuir–Blodgett
technique via a Y-type deposition, do not exhibit the clas-
sical Y-type structure, with a bilayer periodicity. The actual
periodicity is one monolayer and these films behave as
lamellar liquid crystals, owing to the mesomorphic proper-
ties of the molecule in the bulk. The upstroke and down-
stroke depositions occur only on hydrophobic substrates,
which is clearly evidenced by selective deposition on
patterned substrates [276]. It is even possible to peel off the
multilayers one monolayer after the other using the AFM
tip as a plow [277]. This example is thus at the limit between
LB films and bulk materials, since the molecular packing
is exactly the same in both cases. It should, however, be
remembered that the in-plane orientation arises from the
LB transfer, without any rubbing of the substrate before the
deposition, and that the in-plane orientation is stable upon
severe annealing. The LB technique appears to be a good
alternative to sample preparation for in-plane alignment of
liquid crystals.
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4.4. Octasubstituted Amphiphilic
Phthalocyanines

Unsubstituted and lightly substituted phthalocyanine mole-
cules show a strong propensity to form columnar structures
in which the planar aromatic nucleus of one molecule is
either fully cofacial or partially offset from the nucleus of its
neighbor [278].

Y-type Langmuir–Blodgett films of the octasubstituted
amphiphilic phthalocyanines 12 and 13 deposited onto
hydrophobic glass show a columnar arrangement of the
molecules in the surface layer [279].

R R

R

R

R

R

NN N

NNN

NH HN

CH CH

12 R = -(CH2)9CH3

13 R = -(CH2)5CH3

Structures of compounds 12 and 13

This columnar arrangement is observed on the surface of
films with one, two, and three Y-type bilayers. Figure 63A

100 Å 20 Å

6 Å 6 Å

Figure 63. Higher magnification friction images of the surface of a two-
bilayer film. The scanning direction was along the y axis in parts A and
C and along the X axis in parts B and D. Panel A shows a 1000 Å ×
1000 Å area with domains of different columnar orientations. The insert
is the 2D Fourier transform showing spots that correspond to the differ-
ent domains with an intercolumnar distance of 21± 2 Å. The horizontal
and vertical lines through the center and the spots are noise due to the
raster scanning and the finite image size. (B) Smaller area where the
columnar packing and individual molecules within the columns can be
observed. (C) Small area scanned with the tip at more than 60� with
respect to the columnar axis (see text for explanation). (D) A zone
in (B). Reprinted with permission from [279], M. Velez et al., Langmuir
14, 4221 (1998). © 1998, American Chemical Society.

depicts an area where columns with different orientations
come together. The inset is the Fourier transform of the
image showing spots that correspond to the spacing and
orientation of the different columnar domains. The inter-
columnar distance is measured in Fourier space and cor-
responds to 21 ± 2 Å (n = 60 images). When the surface
of these columns is scanned in the direction of their lon-
gitudinal axis, the friction images show the edges of indi-
vidual molecules (Fig. 63B, D). The distance between the
molecules averaged 5�0 ± 0�6 Å from 118 individual mea-
surements done on nine different images. In these higher
resolution images, if the scanning direction of the tip is
more perpendicular to the columnar axis, a thinner column
between the 21 Å spaced columns appears (Fig. 63C), but
there is no evidence of the individual molecules within the
columns. After repeated scanning in this tip–column orien-
tation, the distances between the columns and their integrity
are perturbed.

The Y-type deposition of the molecules onto a hydropho-
bic surface implies that the first molecular monolayer
deposited has the hydrophobic tails, the R groups, in con-
tact with the surface with the hydroxyl headgroups exposed
for H-bonding with the hydroxy headgroups of the second
monolayer. The bilayer so formed then has a hydropho-
bic surface of R groups exposed at the commencement of
the second dip. It was observed during the AFM experi-
ments on films of 12 that the technique was able to distin-
guish between the hydrophobic surface of a bilayer and the
surface remaining once parts of the outer monolayer were
removed by the tip, exposing the hydroxy headgroups of the
monolayer below [280]. Thus the friction images (Fig. 64C)
indicate that the most external surface of the bi- or multi-
layers interacts less with the tip (more hydrophobic behav-
ior) than the surface exposed after removing the outermost
monolayer.

0.4 µ 0.4 µ

0.4 µ

Figure 64. (A) AFM topographical image of a 4.8 �m× 4�8 �m area of
a two-bilayer film before and after (B) its central part has been scanned
(total height range is 10 nm). (C) Friction image of the same area shown
in (B). Lighter regions represent areas that have a stronger interaction
with the scanning tip. Reprinted with permission from [279], M. Velez
et al., Langmuir 14, 4221 (1998). © 1998, American Chemical Society.
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4.5. Metal-Free Asymmetrically
Substituted Phthalocyanine

Langmuir–Blodgett films of a metal-free asymmetrically sub-
stituted phthalocyanine, 1,8-naphthalimide-tri-tert-butylph-
thalocyanine (NaBuPc), showed that the asymmetrically
substituted Pc not only possesses good solubility in common
organic solvents but also possesses an ideal LB film forming
ability [281].
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Chemical structure of NaBuPc

The atomic force microscopy topography of a NaBuPc
LB monolayer on a muscovite substrate is shown in
Figure 65. The molecular structure of individual molecules
was observed for this LB film, which indicates a smooth and
steady film can be obtained through the LB technique. From
this picture the diameter of NaBuPc molecules was mea-
sured to be about 0.84 nm. If we further assume that the
molecules of NaBuPc are cubic in structure, the area per
molecule should be about 70 Å2. This is completely in accor-
dance with the result estimated from the surface pressure–
area isotherm of NaBuPc, indicating that a highly oriented
LB film was obtained on this substrate.

Figure 66 depicts a small-angle X-ray diffraction
(SAXRD) pattern of a 28-layer Y-type LB film of NaBuPc
on glass. The SAXRD pattern shows several reflections
at 2 = 2�14, 4.54, and 9.98 corresponding to (001), (002),
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Figure 65. AFM image of the NaBuPc LB film, scan size: 16× 16 nm2,
AFM: contact mode, set point: 0 V, scan rate: 20.35 Hz. Reprinted with
permission from [281], Y. Q. Liu et al., J. Phys. Chem. B 104, 11859
(2000). © 2000, American Chemical Society.
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Figure 66. Small-angle X-ray diffraction pattern of a 28-layer LB film
of NaBuPc on glass. Reprinted with permission from [281], Y. Q. Liu
et al., J. Phys. Chem. B 104, 11859 (2000). © 2000, American Chemical
Society.

and (005) Bragg diffraction, respectively, demonstrating a
well-defined layered structure of the LB film. From the
diffraction pattern, the bilayer d spacing of the LB film is
calculated to be about 40 Å; thus, the thickness of a single-
layer film is 20 Å. As mentioned the NaBuPc molecules are
densely stacked in a face-to-face orientation and edge-on to
the water surface with a tilt angle of about 72 using a naph-
thalimide group as the hydrophilic moiety. The longer diag-
onal distance across the NaBuPc molecule is approximately
21.1 Å. Therefore, the thickness of the NaBuPc monolayer
on the water surface should be about 20 Å. The thickness
values obtained both from surface pressure–area isotherms
and from SAXRD agree well. The SAXRD result, on one
hand, provides additional evidence for the configuration of
NaBuPc molecules at the air–water interface. On the other
hand, it indicates that the orientation of the phthalocyanine
molecules was maintained during the LB transfer process.

For second-harmonic generation (SHG) nonlinear opti-
cal (NLO) materials, there are three requirements: (1) a
highly polarizable electron conjugation system; (2) an
electron-donating substituent and an electron-withdrawing
substituent on the aromatic ring or other conjugated sys-
tem; (3) a noncentrosymmetric structure. Phthalocyanine
is an 18-electron conjugated molecule, and the other two
requirements can be realized by chemical modification of
phthalocyanine molecules and by the LB technique with
X- or Z-type deposition models.

The LB films of NaBuPc exhibited SHG activity. The
SH intensity of NaBuPc relative to a Y-cut quartz wedge
is about 1.76 and the second-order susceptibility and the
molecular hyperpolarizability values of a three-layer LB film
are 8�32 × 10−9 and 5�97× 10−30 esu, respectively.

At room temperature, the response and recovery curves of
the gas sensor of a five-layer LB film of NaBuPc in 10 ppm
NO2/N2 atmosphere are shown in Figure 67. When NO2 was
introduced into the test cell, the resistance of the sensor
decreased. The equilibrium was reached in less than 1 min,
demonstrating relatively large adsorption and desorption
velocities for NO2 molecules on NaBuPc films. This is prob-
ably due to the fact that the LB sensor films are ultrathin.
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Figure 67. Influences of NO2 on the resistance of the NO2 gas sensor
consisting of a five-layer LB film of NaBuPc in 10 ppm NO2/N2 at
room temperature. Reprinted with permission from [281], Y. Q. Liu
et al., J. Phys. Chem. B 104, 11859 (2000). © 2000, American Chemical
Society.

They can be rapidly saturated by the gas molecules, reaching
a maximum response value.

Different metals, substituents, transfer promoters, or sol-
vents have been shown to produce different orientations of
the plane of the phthalocyanine relative to the surface. For
example, Fryer et al. [282] assert that copper tertbutyl sub-
stituted phthalocyanines [CuPcBu4] lie with the plane of the
molecule inclined but close to normal to the surface, which
is consistent with previous work done by Lloyd et al. [283].
However, the lead analog lies parallel to the surface [240].
Without an amphiphilic promoter, islands of crystals within
a disordered structure are observed for both metal chelated
PcBu4’s.

4.6. Metallophthalocyanines Bearing
Amide Side Chains

Metallophthalocyanines in Figure 68 (MPcs) [M being one
of the following metal ions: Co(II), Ni(II), Cu(II), or
Zn(II)], bearing amide side chains and being highly soluble
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Figure 68. Tetraamidometallophthalocyanines MPc. M�II� = Co�II�,
Cu(II), Ni(II), or Zn(II). Reprinted with permission from [284],
S. Fouriaux et al., J. Phys. Chem. 100, 16984 (1996). © 1996, American
Chemical Society.

in organic solvents, have been synthesized by starting from
the corresponding phthalonitrile. All four compounds can
form Langmuir and Langmuir–Blodgett films, but interest-
ingly, their behavior as monolayers was shown to be very
much dependent on the central metal ion [284]. The study of
�–A isotherms, low-angle X-ray diffraction patterns, and IR
dichroism showed that cobalt and zinc phthalocyanines are
coordinated with water molecules and therefore orient with
an angle of around 60� normal to the air–water interface or
to the substrate. On the other hand, nickel phthalocyanine
is not coordinated with water; it forms columns that orient
in the transfer direction during the deposition process. The
copper phthalocyanine is an intermediate case. For low sur-
face pressures, it behaves like Co and Zn compounds; the
square planar copper (II) is certainly liganded with water
molecules. At higher surface pressures, the water molecules
are ejected and the macrocycles can orient more vertically
(angle of around 30� between macrocycle and normal to the
air–water interface) and form oriented columnar structures
when deposited onto substrates.

The �–A isotherms at 21 �C are shown in Figure 69. For
a given temperature, ZnPc, NiPc, and CuPc present very
nicely reproducible curves whereas that of CoPc shows a
rather large instability.

The curves corresponding to CoPc and ZnPc are very
similar: a not very clear solid phase followed by a slow col-
lapse at around 26 mN/m. The area per molecule in the
middle of the solid phase (18 mN/m) is respectively of 140
and 120 Å2. Theoretical molecular dimensions derived from
molecular models (Chem 3D molecular modeling calcula-
tion program) give section values of 40 Å2 if macrocycles
are oriented vertically and of 170 Å2 if they are flat at the
air–water interface. The molecular sections observed in the
solid phase suggest that CoPc and ZnPc belong to the sec-
ond type. Metallomacrocycle/water interactions are domi-
nant over � interactions.
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Figure 69. Surface pressure/molecular area isotherm (21 �C) of the
MPcs. The measurements were performed in equilibrium conditions by
steps of 2 mN/m. Reprinted with permission from [284], S. Fouriaux
et al., J. Phys. Chem. 100, 16984 (1996). © 1996, American Chemical
Society.
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For NiPc, there is a slow increase corresponding to the liq-
uid phase until rather high surface pressures (14 mN/m). For
higher pressures, there is an almost vertical part in the curve
corresponding to the solid phase of a rather rigid monolayer
for a molecular area of around 60 Å2. A clear collapse is
observed at 30 mN/m.

The behavior of the CuPc monolayer seems to be inter-
mediate between that of ZnPc and that of NiPc. For low
pressures, the CuPc �–A isotherm can be superimposed on
that of ZnPc; however, at 16 mN/m, after a very short solid
phase, a first collapse is observed followed by a clear second
solid phase between 25 and 30 mN/m. At these surface pres-
sures, the area per molecule is similar to that observed in
the case of the nickel compound.

It is noticeable that, for low surface pressures, the �–A
curves of CuPc and NiPc were found to be very much
dependent on the subphase temperature. Interestingly, the
arrangement of the macrocycles at the air–water interface
appeared to be very much dependent on the nature of the
central metal.

For the nickel compound, the macrocycles start also to
interact when they are still almost in a horizontal position;
however, the area per molecule (60 Å2� that is obtained in
the solid phase corresponds to macrocycles almost vertically
oriented at the air–water interface. In this case, �–� inter-
actions between macrocycles should be more important than
in the previous case.

For low surface pressures, the �–A curve of the copper
phthalocyanine is similar to that of ZnPc, suggesting that
the macrocycles are oriented almost flat at the interface;
however, for surface pressures around 16 mN/m, the layer
becomes unstable. This first collapse leads to a new solid
phase whose area per molecule is very similar to the one
observed in the case of NiPc. This can be easily interpreted
as a reorientation of the macrocycles. However, for similar
compounds [213], the presence of several solid phases in the
�–A curve has been interpreted as multilayer formation.
This explanation would fit very well to our case since the
area per molecule shifts from 130 Å2 in the first solid phase
to about one-half its value in the second solid phase.

This strong metal dependence of molecular organization
at the air–water interface and after deposition onto solid
substrates can be interpreted from the coordination number
of these central metal ions. Indeed, as Co(II) and Zn(II) are
penta- or hexacoordinate ions, it can be expected that CoPc
and ZnPc, in contact with water molecules, will be strongly
coordinated by one or two apical OH2 which prevent �–�
interactions between macrocycles and favor their rather hor-
izontal organization in the monolayers (see Fig. 70a). The
presence of water in the films of CoPc and ZnPc analyzed
by IR spectroscopy confirms this hypothesis. The absence of
clear diffraction peaks by low-angle X-ray reflection spec-
troscopy can then be understood, since uncharged macro-
cycles are very poor LB film candidates if they cannot
aggregate via �–� interactions. In the other hand, Ni(II)
is a tetracoordinate ion fully satisfied with a phthalocyanine
ligand. �–� interactions are then possible and NiPc forms
very good quality LB films with 100% transfer ratio and
clear interlayer spacing corresponding to macrocycles stand-
ing almost vertical on the substrate (see Fig. 70b). Finally,
Cu(II) is square planar, which is a deformed octahedral

H2O H2O H2O

OH2OH2OH2
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b

Figure 70. Interaction of MPc with water. Reprinted with permission
from [284], S. Fouriaux et al., J. Phys. Chem. 100, 16984 (1996). © 1996,
American Chemical Society.

structure. At low surface pressures, CuPc is certainly coordi-
nated by one or two apical OH2; the absence of clear X-ray
diffraction bands confirms this. However, contrary to the
case of CoPc and ZnPc, the OH2 ligands are ejected from
the monolayer during the first collapse at 16 mN/m. Con-
sequently, for higher surface pressure, the macrocycles can
fully afford � interactions and reorient in a more vertical
position.

4.7. CuPcOC2OBz and H2PcOC2OBz

(2,3,9,10,16,17,23,24-Octakis((2-benzyloxy)ethoxy)phthaloc-
yaninato)copper and its dihydrogen analog form highly
ordered Langmuir–Blodgett thin films, where the phthalo-
cyanine rings orient with the plane of the ring nearly
perpendicular to the compression direction on the LB
trough [271]. The resultant thin films show remarkable
mechanical stability on the trough, and atomic force
microscopy studies show that the transferred thin films, in
their fully compressed states, consist of stable bilayers of
the Pc. X-ray diffraction studies indicate partial overlap of
the benzyl-terminated side chains in adjacent Pc columns.

Solutions of CuPcOC2OBz produced well-defined Lang-
muir surface pressure–area isotherms with two distinct
phase transitions [130]. These films, once compressed, show
a remarkable degree of mechanical stability, which affects
their transfer to various substrates and which ultimately
exerts some control over their spectroscopic and electro-
chemical properties. Langmuir films transferred to optically
transparent ITO electrodes, at pressures corresponding to
both of the observed phase transitions, show a high degree
of reversibility for the oxidation processes of these Pc thin
films, in perchlorate supporting electrolytes. Studies sug-
gest the oxidation of both aggregated and monomerlike Pcs
occurs within the thin films. There is evidence that the onset
of oxidation of the Pc aggregates results in film phase trans-
formations, which yields less aggregated or even monomeric
Pcs, which are oxidized at correspondingly higher potentials.

Spectroscopic characterization of CuPcOC2OBz and H2 ·
PcOC2OBz indicates that these Pcs do not behave as
typical LB amphiphiles. Solution and thin film spectra,
shown in Figure 71a, illustrate the spectroscopic prop-
erties of monomeric and aggregated forms. Monomeric
CuPcOC2OBz in dilute solution has a narrow absorbance
band with a maximum at 677 nm, while H2PcOC2OBz
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Figure 71. (a) Solution and thin film spectra: solid line (A), CuPcO
C2OBz ca. 1 × 10−5 M in CHCl3; dot-dash line (B), H2PcOC2OBz ca.
8 × 10−6 M in CHCl3; dotted line (C), CuPcOC2OBz ca. 10 mono-
layers on ITO. (b) Time/pressure dependent CuPcOC2OBz on trough
spectra: dotted line (A), dispersed Pc precompression (ca. 15 min after
Pc introduction to trough); solid line (B), dispersed Pc precompres-
sion “Pc island” (ca. 18 min); dot-dash line (C), partial compression ca.
10 mN/m. Reprinted with permission from [271], P. E. Smolenyak et al.,
Langmuir 13, 6568 (1997). © 1997, American Chemical Society.

exhibits the expected splitting of the monomer peak with
absorbance maxima at 662 and 700 nm. The strongly
blueshifted Q-band spectrum seen for concentrated solu-
tions and thin films of these materials, with an absorbance
maximum at ca. 625 nm, arises from cofacial aggregation
of the Pcs, as predicted by the molecular exciton model for
dyes in close proximity [60, 154, 155, 285]. On-trough spec-
troscopic characterization of these Pc films at submonolayer
coverage indicates that the aggregation behavior of these
molecules, seen in concentrated solutions, is sustained for
noncompressed Langmuir films after initial spreading on the
LB trough.

Figure 71b shows on-trough Q-band spectra, collected
prior to and after film compression. The intensity and
absorbance maxima of the spectra vary with time. Spec-
tra recorded at random time intervals, after solvent evap-
oration, show either a presence or absence of Pc. The
absence of absorbing species occurs because the Pc is not
homogeneously distributed on the subphase surface. When
absorbing species are present aggregated Pcs are indicated.

Islandlike regions of aggregated Pc are thought to be diffus-
ing on the subphase surface and occasionally drifting into
the light path of the spectrometer. On-trough spectra found
for the compressed CuPcOC2OBz and H2PcOC2OBz films
are comparable to those found for Langmuir–Blodgett and
cast films of these materials.

CuPcOC2OBz and H2PcOC2OBz on water form
Langmuir films exhibiting two distinct phase transitions
(Fig. 72). An area of ca. 120 Å2/molecule at the first phase
transition (1) suggests the Pc molecules are cofacially
stacked into columnar aggregates, on edge, with Pc rings
oriented at a small angle to the normal of the subphase sur-
face. The second phase transition (2), at ca. 60 Å2/molecule,
is smaller than the area required for a single Pc in a
closest packed monolayer of these materials. The observed
molecular area at this transition suggests the formation of
a Pc bilayer of ordered columns, on the subphase surface.

Fully compressed films of CuPcOC2OBz and H2PcOC2 ·
OBz are quite rigid and affect the response of the Whil-
helmy balance. Reproducibility of pressure–area isotherms
on LB troughs of different geometry is dependent on the
position, and motion, of the compression barriers and the
placement of the Whilhelmy balance.

The AFM image shown in Figure 73 reveals a region of
film, labeled B, that has folded back onto itself along the
patterned edge. The corrugated texture seen in region A is
typical of images in continuous bilayer film regions. Rough-
ness analysis averaged over a 1 �m2 area in this region gave
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Figure 72. Room temperature pressure–area isotherms (ca. 23 �C):
solid line, CuPcOC2OBz; dashed line, H2PcOC2OBz. 1 = two-
dimensional liquid–solid condensed phase transition; 2 = monolayer–
bilayer phase transition. Inset shows the structure of the octakis
(benzyloxyethoxy)-substituted Pcs. Reprinted with permission from
[271], P. E. Smolenyak et al., Langmuir 13, 6568 (1997). © 1997, Amer-
ican Chemical Society.
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Figure 73. Tapping mode AFM image of a patterned bilayer film edge
and edge defects on an HOPG substrate. Region A corresponds to
a single bilayer. Region B shows the bilayer folded back onto itself.
Region C is the uncoated HOPG substrate. Feature D appears to be a
“buckled” region in the continuous bilayer. Bilayer film thickness calcu-
lated from the height data of the boxed areas was ca. 70 Å. Reprinted
with permission from [271], P. E. Smolenyak et al., Langmuir 13, 6568
(1997). © 1997, American Chemical Society.

a mean of 13.0 Å. Values of 10.0–13.0 Å were typical for
film regions away from defect sites. The feature labeled D
in Figure 73 appears to correspond to a “buckled” region
in the continuous bilayer. These features were commonly
encountered and are thought to be precursors of fibers
that form upon collapse of the on-trough film bilayer [129].
A film thickness of ca. 76 Å relative to the graphite surface,
labeled C, was determined for the pattern edge shown in
the lower left boxed region of the image. The upper right
boxed region shows the contact between regions A and B,
where a step edge of ca. 80 Å was determined. Step heights
of 55–75 Å relative to the graphite surface were typical for
the edge sites of these patterned films. X-ray scattering mea-
surements of collapsed LB films of this material indicate
an intercolumnar distance of 28 Å. Small-angle X-ray data
for multilayer horizontally CuPcOC2OBz films transferred
to Si(100) indicate a monolayer repeat distance of 24 Å.
Using this value, a thickness of ca. 50–60 Å is expected for
a closest packed single bilayer film in intimate contact with
the graphite surface.

The extraordinary stability of these compressed films is
thought to be due to the terminal benzyl functionality
on the peripheral substituents of the CuPcOC2OBz and
H2PcOC2OBz molecules. Interaction of the Pc macrocy-
cle electrons is the principal director of order in these
systems, while the benzyl functionality introduces an addi-
tional opportunity for interaction not previously observed
in peripherally substituted Pc systems. Cofacial columnar
aggregation of the macrocycles in liquid crystalline Pcs is
well known, but only few materials are sufficiently stable
to allow for mechanical on-trough patterning [286–288].
The terminal benzyl functionality could contribute to the

extraordinary stability in the x� y plane of these thin films,
through intra- and intercolumnar arene–arene interaction.

The degree of order and stiffness in these thin films, as
aligned on the LB trough, and as transferred by the hori-
zontal dipping method, leads to a strongly dichroic material,
one that sustains its mechanical properties even as a sin-
gle bilayer thin film. X-ray scattering analysis of LB films
of this material suggests that the Pc rings are packed closer
together than would be expected without interdigitation of
the side chains, by ca. 4 Å. A column-to-column distance of
ca. 24 Å is consistent with the partial overlap of the terminal
benzene rings.

4.8. Application of Pc LB Films

Three substituted phthalocyanines, two asymmetrical and
one symmetrical, named amino-tri-tert-butyl-phthalocyanines
(AmBuPc), 1,8-naphthalimide-tri-tert-butyl-phthalocyanine
(NaBuPc), and tetra-iso-propoxy-phthalocyaninato cop-
per(II) (i-Pro-CuPc), were used as semiconductor layers in
OFETs based on their LB films [289]. These substituted
Pcs possess good solubility in common organic solvents.
From the long-wavelength absorption edge of their UV-vis
absorption spectra and their electrochemical data, the high-
est occupied molecular orbital and the lowest unoccupied
molecular orbital were determined and the energy band
diagram of their OFETs was deduced. The narrower energy
gaps of them indicated stronger electron donor–acceptor
ability than other symmetrical Pcs because of the sub-
stituents at the peripheral ring. The results of their OFETs
demonstrated that the LB films of these substituted Pcs can
be used as semiconducting layers of OFETs functioning as
p-channel accumulation devices. From the electrical char-
acteristics of their OFETs, the channel carrier mobilities of
AmBuPc, NaBuPc, and i-Pro-CuPc were calculated to be
about 2�84× 10−5� 4�42× 10−4, and 3�25× 10−4 cm2 V−1 s−1,
respectively.

Optical SHG from films of phthalocyanine derivative
deposited on metal (aluminum) and glass substrate has been
investigated [290]. Inspite of the existence of the inversion
center, for both Al and glass substrates, the bulk character-
istic of the SHG was confirmed by the thickness dependence
of the SH intensity. Drastic enhancement of the signal inten-
sity for Pc/Al sample was also observed.

The optically active phthalocyanines substituted with chi-
ral 2′-methyoxy-1,1′-binaphthoxyl were synthesized accord-
ing to Figure 74 [291].

The metal-free and metal phthalocyanines modified with
optically active binaphthyl can form stable monolayers at
the air–water interface. In these layers, the phthalocyanines
planes are stacked in an edge-on arrangement.

Figure 75 shows an AFM image of the nine-layer LB
film of (R�-Pc-2 after vertical transfer to a mica substrate
at 20 mN m−1. This higher resolution image provides evi-
dence for the long-range highly ordered striped arrange-
ment of the molecules of (R�-Pc-2 in the surface layer. The
AFM image depicts that most of molecules are stacked in
an edge-on arrangement, which is consistent with the result
that the Q-band is broad and blueshifted to 640 nm for
(R�-Pc-2 in the UV-vis spectra. In addition, the striations
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Figure 74. The synthesis of the optically active (R or S�-Pc. Reprinted
with permission from [291], H. Liu et al., Synthetic Metals 131, 135
(2002). © 2002, Elsevier Science.

in the AFM image show a strong tendency to form heli-
cal strips as a result of the substitution groups of chiral
2′-methoxy-1, 1′-binaphthoxyl of neighboring molecules par-
tially offset from each other. On the other hand, Figure 75
also provides an image of individual molecules which are
parallel to the surface with a diameter of 2�52 ± 0�2 nm,
which is in agreement with the calculation by molecular
modeling.

Pcs are electron donating molecules and they undergo
charge transfer interactions with electron acceptor gases
(such as NO2�. This produces partially charged species which
must interact with their surroundings in order to become sta-
ble. A possible model which describes the mechanisms of gas
sensing suggest that uniform films are preferable in gas sens-
ing. To date, the most extensively studied Pcs with respect
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Figure 75. AFM images of a nine-layer LB film of (R�-Pc-2. Reprinted
with permission from [291], H. Liu et al., Synthetic Metals 131, 135
(2002). © 2002, Elsevier Science.

to gas sensing applications are CuPcs and PbPcs although
other metals including Ni and Zn have also been studied
[292]. A range of deposition techniques, such as evapora-
tion, laser vacuum sublimation, and the LB technique, have
also been reported in the literature using these compounds.

Conductometricgas sensingwithdevices fabricatedbyultra-
fast LB deposition using a gadolinium bis-phthalocyanine
[Gd(Pc)2] are shown in Figure 76 [292a].

The devices fabricated for these experiments consisted of
a Gd(Pc)2 LB film on gold interdigitated electrodes. The
interdigitated electrodes consisted of 25 pairs of 2 × 2 mm2

gold (on chrome) electrodes mounted on glass (Fig. 77).
The fingers on each device were 10 �m in diameter and
separated by 25 �m gaps.

Figure 78 shows the surface topography of the film on
two different scan sizes (100 × 100 �m and 5 × 5 �m).
In particular, Figure 78a reports an image of the morphology
of the LB layers deposited onto interdigitated electrodes.
Figure 78b and c reports the morphology of the sample on
the gold finger and between the finger respectively. The film
surface appears quite rough with a rms roughness value of
(21±2�5) nm. Large grains with a diameter ranging between
0.5 and 1.0 �m and height 10–100 nm have been revealed on
different regions of the surface. Although Figure 78 shows
surface roughness and nonuniformity in the nanoscale, in
the macroscale a layer by layer repeatability becomes evi-
dent. The change in optical absorbance of the sample as a
function of the number of excursions of the dipping arm
[i.e., layers of Gd(Pc)2] was increased. Figure 79 shows the
magnitude of the response to NO2 at concentrations ranging
from 0.25 to 1.0 ppm. Both the speed and the magnitude
of the response are shown to be concentration dependent.
From the initial value of ∼0.14 �A, the current rises sharply
upon exposure to NO2 and then stabilizes as the device
approaches equilibrium. Surface adsorption is responsible
for the initial fast response and diffusion effects for the
slower process.

The feasibility of using thin films, either LB or evaporated
films of lanthanide bisphthalocyanines for the detection of
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Figure 76. Chemical structure of Gd(Pc)2. Reprinted with permission
from [292a], C. M. Dooling et al., Colloids Surfaces A 198, 791 (2002).
© 2002, Elsevier Science.
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a

b

2 mm

2 mm

Figure 77. (a) A 5 × 5 array of gold on chrome interdigitated elec-
trodes. (b) Close up view of single pair of electrodes. Reprinted with
permission from [292a], C. M. Dooling et al., Colloids Surfaces A 198,
791 (2002). © 2002, Elsevier Science.

volatile organic compounds (VOCs) such as alcohols, alde-
hydes, esters, and acids, has been demonstrated [293].

Several examples in the literature demonstrate the suc-
cess of using arrays of sensors formed by metal oxide
semiconductors or conducting polymers coupled with pat-
tern recognition techniques for the detection of food and
beverage odors [294]. Sensor arrays formed by conducting
polymers able to discriminate among olive oils with well-
defined organoleptic characteristics have been described
[295]. Similarly a sensor array based on Langmuir–Blodgett
bisphthalocyanines films including unsubstituted bisphthalo-
cyanines with different central metal atom (PrPc2 and
LuPc2� and a octatertbutyl substituted bisphthalocyanine
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Figure 78. Atomic force microscope image of 20 layer Gd(Pc)2 LB film:
(a) 100 × 100 �m resolution, (b) 5 × 5 �m resolution on gold finger,
(c) 5× 5 �m resolution between the fingers. Reprinted with permission
from [292a], C. M. Dooling et al., Colloids Surfaces A 198, 791 (2002).
© 2002, Elsevier Science.
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Figure 79. Current versus time of 20 layer Gd(Pc)2 LB film for expo-
sure and recovery cycles at varied gas concentrations. Reprinted with
permission from [292a], C. M. Dooling et al., Colloids Surfaces A 198,
791 (2002). © 2002, Elsevier Science.

(PrPct2� has been designed aiming to discriminate among
diverse virgin olive oils [296].

Langmuir–Blodgett films of LuPc2, PrPc2, and PrPct2 have
been deposited onto glass substrates covered with ITO
microelectrodes. The high conductivity of the LnPc2 allows
one to obtain films with measurable resistances even if only
5 monolayers are deposited onto electrodes with a spac-
ing of 75 �m. The resistance increases during the first days
after the preparation, due to drying processes, and after
10–15 days, a plateau is reached and the sensors are stable
[293].

The response of LnPc2-based sensors toward the headsp-
ace of olive oil samples is illustrated in Figure 80 for LuPc2.
The exposure of the LB films to the olive oil aroma causes a
fast increase of the resistivity of the films [expressed as the
fractional change of resistance �$R/R�× 100]. The change
is reversible and the baseline is reached after a few sec-
onds. As observed in the figure, the sensors show a degree
of selectivity toward the different classes of olive oils. The
intensity of the response produced by the lampante olive oil
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Figure 80. Typical response of a LuPc2 LB film expressed as the frac-
tional change in resistance ($R/R�× 100 toward: (a) refined olive oil,
(b) lampante olive oil, (c) extra virgin olive oil, and (d) ordinary olive
oil. Reprinted with permission from [296], N. Gutierrez et al., Sens.
Actuators B 77, 437 (2001). © 2001, Elsevier Science.
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was higher than that observed for the ordinary, the extra
virgin, and the refined olive oils.

Sensors generated from different bisphthalocyanines show
different sensitivities toward the headspace of the olive oil.
Besides the differences in the intensity of the responses,
the unsubstituted bisphthalocyanines PrPc2, and LuPc2
showed a similar pattern of responses and follow the previ-
ously described trend, lampante > extravirgin > ordinary >
refined. In contrast, the sensors based on the tertbutyl
substituted PrPct2 show a different pattern of response.
In this case, the change in conductivity provoked by the
headspace of the ordinary olive oil is bigger than the vari-
ation produced by the extra virgin olive oil. This behavior
can be related to the electron donor character of the tert-
butyl groups, which can affect the redox process between the
volatile components and the sensitive material. The differ-
ence can also been related to the different structure of the
monolayer due to the presence of the tertbutyl groups that
can affect the mobility of the charge carriers.

5. PHTHALOCYANINE
NANOCOMPOSITES AND HYBRID
MATERIALS

Complex films composed of nanoscopic particles of Pcs with
nanostructured materials have been successfully prepared by
coating the mixture of nanostructured materials with Pcs on
glass substrates [297–301].

A “ship-in-a-bottle” synthesis where encapsulation of cop-
per phthalocyanines into mesoporous channels of silicate
MCM-41 was achieved by chemical vapor deposition (CVD)
using 1,2-dicyanobenzene (DCNB) [297]. Silanol protons of
MCM-41 were ion-exchanged with copper ions before CVD,
and when the initial amount of DCNB was much larger than
that of copper ions, CuPc molecules in the channels were
found to form a cofacial structure that was confirmed by
diffuse reflectance spectra.

Complex films composed of nanoscopic particles of
phthalocyanine and titanium dioxide have been prepared by
coating the mixed colloids of titanium dioxide and phthalo-
cyanine on glass substrates [298]. Nanoscopic colloids of
TiO2 were prepared by hydrolyzing titanium isopropoxide
[299]. Nanoscopic phthalocyanine colloids were synthesized
by adding a solution of Pc (H2Pc or VOPc) dissolved in
concentrated H2SO4 to the aqueous solution of a surfac-
tant [C16H33N(CH3�3Br] to give a transparent blue colloidal
solution. The obtained colloidal solution was then washed
to neutral pH with water by using an ultrafilter. A colloidal
mixture of titanium dioxide/phthalocyanine solution was pre-
pared by mixing the TiO2 colloid with the H2Pc colloid.

The mixed colloidal solution was transparent indicating
that the dispersion of nanoparticles is in nanoscale. The
colloidal mixture could be coated on a glass by the spin
coating technique and the resultant film was dried to give
transparent titanium dioxide/phthalocyanine complex films.
Figure 81 shows the TEM photographs and particle size dis-
tributions of the TiO2, H2Pc, and VOPc colloids. The par-
ticle sizes of TiO2 (3.4–5.4 nm; dav = 4�1 nm) are a little
larger than those of VOPc (2.0–3.5 nm; dav = 2�3 nm) and
similar to those of H2Pc (4.2–7.2 nm; dav = 5�1 nm). The
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Figure 81. TEM micrographs of colloids: (a) TiO2, (b) H2Pc, (c) VOPc.
Reprinted with permission from [298], W. Liu et al., Langmuir 15, 2130
(1999). © 1999, American Chemical Society.

particles in the TiO2 colloid and the VOPc colloid are well
separated from each other without heavy aggregation. The
first particles of H2Pc can be clearly observed although there
are some aggregates that may be formed during the desic-
cation process of TEM samples. This suggests that the dis-
persability of the H2Pc particles is poorer than that of metal
phthalocyanine (such as VOPc) particles.

The obtained transparent blue complex films are bleached
when illuminated with UV light due to the UV-light-induced
catalysis of the titanium dioxide particles for the oxidizing
decomposition of phthalocyanine. These nanoscopic mate-
rials are important for UV-light-induced decoloration of a
new kind of UV-light recording material that is a complex
film composed of nanoscopic particles of titanium dioxide
and phthalocyanine.
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Figure 82a–c shows the UV-vis spectra of the VOPc/TiO2,
H2Pc/TiO2, and H2Pc/PVA complex films, respectively, which
are illuminated and measured under the same conditions.
The complex films of VOPc/TiO2 and H2Pc/TiO2 are obvi-
ously bleached after being illuminated by the UV light;
however, the spectra of the H2Pc/PVA film did not change
significantly. This clearly shows the light-induced catalytic
activity of the TiO2 particles in the complex films. Further
evidence for the light-induced catalytic decomposition pro-
cess is that the complex film decolored very slowly when
covered by a piece of quartz glass having a coating film of
TiO2 on it, while the complex film covered by quartz glass
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Figure 82. UV-vis spectra of TiO2/phthalocyanine complex films.
(a) TiO2/H2Pc: a, before illumination; b–e, each after additional 10 min
of illumination; f–h, each after additional 20 min of illumination.
(b) TiO2/VOPc: a, before illumination; b–f, each after additional
10 min of illumination; g, after additional 120 min of illumination.
(c) PVA/H2Pc, measured under the same conditions of (a) VOPc.
Reprinted with permission from [298], W. Liu et al., Langmuir 15, 2130
(1999). © 1999, American Chemical Society.

itself decolored just as the quartz glass did not exist. These
results prove that the light in the UV region (about 280 nm)
absorbed by TiO2 leads to the light-induced decoloration of
the film.

Since the dispersion is in nanoscale, the titanium dioxide/
phthalocyanine film has high transprancy, which is requisite
for optical device application. Similarly, a phthalocyanine-
sensitized nanostructure was reported [300]. In this example,
phthalocyanine substituted with ester groups was anchored
onto nanostructured TiO2 films. Thus TiO2 film is pre-
treated with (CH3�3COLi to change the surface hydroxyl
groups (-OH) into oxygen anions (-O−�, to allow the sur-
face to be more reactive toward the ester functionalities of
the dye. The dye can then be anchored onto the semicon-
ductor surface through the produced carboxylate group(s).
The amount of anchored dye on the semiconductor shows
a dependence on both the time of base treatment and the
time of dye treatment. Electrodes treated with the free
base phthalocyanine and zinc Pc were characterized by
absorption spectroscopy, photocurrent action spectroscopy,
and photocurrent–photovoltage measurements. The homo-
geneous blue–green color and the absorption bands in the
far-red region are indicative of an attachment of the dye on
TiO2 film. A monochromatic incident photo-to-current con-
version efficiency of 4.3% was achieved at 690 nm for a cell
where the base-treated electrode was treated with ZnPcBu.

6. PHTHALOCYANINE POLYMERS
Covalently bound phthalocyanine nanostructures are con-
structed by polymerization. The type of Pc polymers are
(1) linear polymer (14–15) including block or random
copolymer and comblike side chain, (2) ladder (network)
type (16), and (3) cofacial one-dimensional type (17)
(Figs. 83 and 84). As described in the previous section,
many examples of ordered stacks, produced through only
noncovalent bonds, are known. These stack structures have
low kinetic stability. Therefore, the covalent linkage of side
chains needs to be enhanced to increase the stability of
ordered stacks. Only a few examples of such polymeric Pc
materials are known to date [302, 303].
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Figure 84. Cofacial 1-D type of polymeric phthalocyanines.

6.1. Synthesis of Soluble
Phthalocyanine Polymers

Network type phthalocyanine polymers are synthesized from
tetramerization of dianhydride and urea as has been well
documented [1, 11, 304]. These polymers are usually insol-
uble and thus structures of them are not well characterized.
In order to increase solubility a solubilizing group was intro-
duced into the network polymer as a spacer, or a linear type
of phthalocyanie polymers has been synthesized by using a
mixture of dianhydride (for the construction of Pc ring) and
monoanydride (for linearity).

Soluble phthalocyanine polymers were prepared from
tetramerization of hexafluoroisopropylidene-benzenetetra-
carboxylicacid dianhydride and urea in the presence of
Ti(OBu)4 and (NH4�2MoO4 [305]. Modification of end
groups and bridging groups between the phthalocyanine
rings of the polymer has allowed development of soluble
phthalocynine polymers. A general scheme for the synthesis
of poly(titanyloxo-phthalocyanines), PTiOPc, is summarized
in Figure 85. The resultant polymer was deep blue–green in
color with a metallic glint and soluble in DMF. It was note-
worthy that PTiOPc with carboxylic acid end groups (19)
showed higher solubility in DMF than the imide type. Poly-
mers with imide end groups (18) were stable up to ∼350 �C

18a, X = C(CF3)2
18b, X = CO
18c, X = -
18d, X = SO2

19a, X = C(CF3)
19b, X = CO
19c, X = -
19d, X = SO2

KOH, aq-NaCl, 90°C/5hrs

Figure 85. General scheme for the synthesis of poly(titanyloxo-
phthalocyanines). Reprinted with permission from [305c], D. S. Han
et al., Synthetic Metals 101, 62 (1999). © 1999, Elsevier Science.

and temperatures for 10% weight loss (T10� were 386, 454,
386, and 458 �C for 18a, 18b, 18c, and 18d, respectively.

Figure 86 shows UV-vis spectra of poly(titanyloxo-
phthalocyanines) in DMF solution (∼1�0 × 10−6 M). In
dilute chloroform solution, poly(titanyloxo-phthalocyanines)
are present mainly as monomers, characterized by the sharp
absorption bands in the Soret (350–400 nm) and in the
Q-band region (around 680 nm) [306, 307]. For the sam-
ple with carbonyl bridged (18b), the Q-band is broadening
and the maximum shifts slightly to around 670 nm, which is
ascribed to the Q-band(s) of the polymer aggregates [304].
The intensity of the Q-band(s) of the polymer was signifi-
cantly reduced when the bridging group was sulfone (18d),
possibly due to the insolubility of the polymer 18d in DMF.
However, the absorbance of the sulfone-bridged polymer
was much increased after end group modification to car-
boxylic acid (19d) as shown in Figure 86b.

It was noteworthy that PTiOPc with carboxylie acid end
groups showed higher solubility in DNF than the imide type.
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Figure 86. UV-vis spectra of poly(titanyloxo-phthalocyanines) in DMF
solution. (a) Imide end group. (b) Carboxylic acid end group. Reprinted
with permission from [305c], D. S. Han et al., Synthetic Metals 101, 62
(1999). © 1999, Elsevier Science.
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The surface of the film prepared by the spin coating method
showed a homogeneous surface with an average pore size of
less than 0.2 �m.

The soluble phthalocyanine polymers could be processed
to a thin film without binder by the spin coating method.
The resultant film was transparent, indicating that the aggre-
gation of Pc polymer is much reduced and the dispersion of
Pc is in nanoscale.

Irradiation of the films of poly(titanyloxo-phthalo-
cyanines) under the potential of 0.6 V (vs Ag/Ag/Cl) resulted
in photocurrent generation. Figure 87 shows photoamper-
ommetric measurement of an ITO glass coated with 18b
prepared by the solution coating method.

As potential was stepped from −0�2 to 0.6 V, current pulse
was decayed under dark. Photocurrent was generated when
the electrode was irradiated and the anodic current was
decayed in the dark. The photocurrent generation was repet-
itive by a light and dark switching under a potential of 0.6 V.
Such current generation can be ascribed to a redox process
of hydroquinone and quinone [304], which can quench the
photogenerated hole carrier from PTiOPc film. Relative effi-
ciency (&rel� was defined as the ratio of photocurrent of the
polymer film (ip� and that of TiOPc (ir � ( &rel = ip/ir ip and
iT were detemined as ip (or iT � = i/�Al�, where I�A, and
l are observed photocurrent, area, and thickness of the film
(cm), respectively. Thus &*e, reflects relative charge carrier
generation efficiency of PTiOPc. The current intensity was
linearly dependent on the film thickness up to 1.5 �m.

Table 1 summarizes the photocurrent generation for dif-
ferent poly(titanyloxo-phthalocyanines). Films of PTiOPc
showed higher photoconductivity than that of the mono-
meric �-type titanium oxophthalocyanine (�-TiOPc) dis-
persed in polyvinyl butyral (PVB).

Photocurrent could be affected by the charge genera-
tion efficiency of the phthalocaynine chromophores in the
polymers and by the charge mobility between the polymer
chains. Particularly important are the structure and arrange-
ment of the polymer in film. In the film of 18b, smaller bridg-
ing of C O induces ordering of polymer chains, resulting in
high photocurrent generation. On the other hand, large hex-
afluoroisopropylidene groups in 18a favor amorphous irreg-
ular structures, resulting in low photocurrent for 18a. Indeed
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Figure 87. Photocurrent of an ITO glass coated with 20b (film thickness
of 0.54 �m). Reprinted with permission from [305c], D. S. Han et al.,
Synthetic Metals 101, 62 (1999). © 1999, Elsevier Science.

Table 1. Photocurrent generation of the films of PTiOPc.

Polymer Thickness (�m) ihv ��A/cm2) &rel

TiOPc 1�05 2�67 1
18a 0�23 1�07 1�8
18b 0�54 10�27 7�5
18c 0�51 2�00 1�5
18d 0�64 5�33 3�3
19a 1�29 2�07 0�6
19b 0�47 4�67 3�9
19c 0�54 2�00 1�5
19d 0�58 2�67 1�8

Note: Film prepared by a milling method using a mixture of �-TiOPc (40 wt%)
and PVB (60 wt%).

Source: Reprinted with permission from [305c], D. S. Han et al., Synthetic
Metals 117, 203 (2001). © 2001, Elsevier Science.

XRD of the polymer films indicated higher ordering in 18b
than in 18a as shown in Figure 88.

6.2. Polymeric Pc Nanocomposite

Although the previous soluble phthalocyanine polymers
could be used in the preparation of photoconductive film
with high optical clarity, the hardness of the film (pencil
strength <B) and adhesion property on a surface has lim-
ited extensive application of PTiOPc, particularly in a pro-
cess requiring multilayer film preparation. To improve such
mechanical properties of PTiOPc phthalocyanine polymer
hybrid silica nanocomposite was investigated using a sol–gel
process [308].

The fundamental requirement for the sol–gel method is
that phthalocyanine molecules must have nanosized particles
or dissolve into the solution for the sol–gel process. Oth-
erwise, the film would show bulk phase separation between
the macrocycles and the host, impeding effective transfer of
photocarrier. To improve photocurrent generation efficiency
plus solubility, the end group of the polymer 19 was modi-
fied to an alkyl or a polyethylene glycol unit.
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Figure 88. XRD of PTiOPc film. Reprinted with permission from
[305c], D. S. Han et al., Synthetic Metals 101, 62 (1999). © 1999, Elsevier
Science.
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The solution for the silica hybrid film consisted of soluble
PTiOPc and a sol solution prepared from the hydrolysis of
r-glycidoxypropyl-trimethoxysilane and methyl trimethoxysi-
lane. A general scheme for the synthesis of phthalocyanine
polymers and silica hybrid film is summarized in Figure 89.
Phthalocyanine polymers modified with alkyl group showed
higher solublility in organic solvent than the unsubstitute
PTiOPc, to allow a sol–gel process. Thin films prepared by
using a mixture of phthalocyanine polymer in silica solution
showed homogeneous surface morphology. Surface rough-
ness of PTiOPc–silica hybrid film was estimated as lower
than 10 nm by an �-step and scanning electron microscopy
(SEM).

Interestingly, PTiOPc–silica nanocomposite film showed
high pencil hardness of 3-H when coated on a glass sub-
strate. Furthermore the film was adherent on a substrate
to allow a multilayer coating process. Absorption spectra
of the PTiOPc–silica hybrid films were characterized by the
appearance of a Q-band at ∼690 nm similar to that of
PTiOPc films. Irradiation of the Q-bands of PTiOPc–PSiO
film under the potential of 0.6 V (vs Ag/AgCl) resulted
in photocurrent generation. Figure 90a shows chrono-
amperometric measurement of an ITO glass coated with
PTiOPc–PSiO film.

As potential was stepped from −0�2 to 0.6 V, current pulse
was decayed under dark. Photocurrent was generated when
the electrode was irradiated. The current generation was
repetitive by a light/dark switching under the bias potential
of 0.6 V. Such current generation can be rationalized by a
redox process of hydroquinone/quinnone [304], which can
quench the photogenerated hole carrier from PTiOPc–PSiO
film.

As shown in Figure 90b, the photocurrent generation was
dependent on the content of PTiOPc up to 40 wt%. Such
a photocurrent generation was related to the absorbance of
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American Chemical Society.
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hybrid. (b) Plot of the photocurrent vs content of PTiOPc (wt%).
Reprinted with permission from [308a], D. S. Han et al., Synthetic Met-
als 117, 203 (2001). © 2001, American Chemical Society.

the film, indicating that the photocurrent generation origi-
nates from the carrier generation by photoexcited phthalo-
cyanine units. Above 40 wt%, however, the dependence of
photocurrent on the content became less important, possibly
due to a saturation effect. Interestingly, the photocurrent
generation from PTiOPc–silica hybrid was larger than the
film of TiOPc doped PVB matrix as compared in Table 2.
However, the photocurrent was not much affected by the
end groups or substituent on the phthalocyanine ring. This
result implies that the octyl or PEGM units do not alter
the macroscopic structure for photocarrier generation. The
quenching of the carrier by hydroquinone is very fast in a
liquid electrolyte system, in which the charge transport is
usually diffusion controlled.

Photocurrent generation of phthalocyanine polymer–silica
hybrid films in double layered solid cells was determined
from an all-solid-type photoconductor, assembled using ben-
zidine, oxadiazole, or butadiene derivatives as CTM. The
structure of the solid cell is shown in Figure 91. Irradiation
of the solid type cell resulted in photocurrent generation
higher than 10 nA/cm2 when potential was stepped from 7 to
10 V. Figure 92 shows chrono-amperometric measurement
of a cell structured as PTiOPc-CR(R2,R3 = octyl)/PSiO/BT.

Interestingly the current generation from the solid cell
was much affected by the CTM as summarized in Table 3.
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Table 2. Photocurrent of PTiOPc–PSiO hybrid films.

NO R1 R2, R3 Thickness (�m) ihv (�A/cm2) &rel

1 TiOPca 1�1 2�6 1
2 octyl H 1�2 4�3 1�6
3 octyl octyl 1�0 4�1 1�5
4 PEGM H 1�2 4�4 1�7
5 PEGM PEGM 1�2 4�3 1�6

a Monomeric dispersed in PVB (60 wt%).
Note: Film prepared by using a mixture of PTiOPc (40 wt%) in silica matrix

(area 1.5 cm2�.
Source: Reprinted with permission from [308a], D. S. Han et al., Synthetic

Metals 117, 203 (2001). © 2001, Elsevier Science.

Furthermore, the current generation from the solid cell pre-
pared from PEGMe end groups (PTiOPC-CR; R2,R3 =
PEGMe) was larger than that from octyl end groups
(PTiOPc-CR; R2,R3 = octyl). Such an end group effect on
the photocurrent may be attributed to the effective carrier
transport by the ethylene oxy group in solid media, since
ethylene oxy group could host a hole carrier by an elec-
tron donating oxygen center. If so, the hole carrier gener-
ated from the PTiOPc unit could be transported through
the ethylene oxy group to CTM. Addition to this plasticiz-
ing effect by the PEGMe group may have an effect on the
photocurrent generation.

Those two effects are important in a solid medium, in
which carrier generation is subjective to the polymer seg-
mental motion and free volume around the carrier.

6.3. Phthalocyanine Centered Polymers

One-dimensional polymers of octasubstituted phthalocya-
nines were synthesized from the tetramerization of a
dinitrile phthalocyanine precursor, 4-(2,3,4,5,6-pentaphenyl-
benzene)phthalonitrile [309], to give �-tetrakis (2,3,4,5,6-
pentaphenylbenzene) phthalocyanine (Fig. 93) [309].
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Figure 92. Photocurrent generation from a solid cell prepared from
PTiOPc-CR (R2, R3 = PEGMe) in contact to CTL containing (a) BZ
and (b) BT.

The polyphenylated Pcs and MPcs exhibit different phys-
ical properties, but all maintain similar electronic proper-
ties. All the materials synthesized are soluble in common
organic solvents such as aromatic and chlorinated hydrocar-
bons, ethers, and hydrocarbons such as hexane and cyclo-
hexane. The high solubility is outstanding for Pcs and MPcs.
The unsubstituted polyphenylated Pc 20a is crystalline, but
Pcs 20b and 20e are more amorphous and form films readily
from solution.

The ground-state electronic absorption spectra of 20b and
20d, in toluene, are shown in Figure 94. The metal-free
derivative 20b shows a split Q-band with /max at 712 nm.
This absorption is redshifted ∼40 nm compared to unsub-
stituted Pc. Alkoxy substitution of the pentaphenylben-
zene substituent has no additional effect on the /max of
the Q-band absorption. As expected, the positions of the
Q-band and B-band are influenced by the presence of a
metal. The lead derivative 20d has the farthest redshifted
Q-band, placed at 724 nm.

Third-order NLO value (X�3�� of Pc 20a was determined
as X�3� = 0�52 × 10−10 esu and �0� = 6�12 × 10−32 esu
(measured at 1064 nm), which is among the highest X�3�

values reported for tetrasubstituted Pcs. The X�3� is compa-
rable to naphthalocyanines [310]. Such an enhancement in
the X�3� value is believed to originate from the polyaromatic
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Table 3. Photocurrent of PTiOPc–CR in solid photocells.

PTiOPC–CR CTM ihv (nA/cm2�

R2,R3 = octyl OXD 9�8
BZ 10�9
BT 17�8

R2,R3 = PEGMe OXD 12�8
BZ 23�7
BT 25�5

Note: Film prepared by using a mixture of PTiOPc-CR (40 wt%) and PSiO
(film area 1.5 cm2�.

Source: Reprinted with permission from [308a], D. S. Han et al., Synthetic
Metals 117, 203 (2001). © 2001, Elsevier Science.

substituents on the phthalocyanine core, as evidenced by the
redshifted Q-band in the electronic absorption spectrum.

The Pc-centered poly(oxyethylenes) with four to eight
side chains were prepared by the synthetic route shown
in Figure 95 [311]. Pc-centered poly(oxyethylenes) con-
taining four or eight side chains, with average lengths of
8, 12, and 16 oxyethylene subunits, were prepared from
poly(oxyethylene) monomethyl ethers of average molecular
masses 350, 550, and 750 Da, respectively.

The Pc-centered poly(oxyethylenes) have interesting prop-
erties due to the strong tendency of the Pc cores to self-
associate. In particular, the macromolecules containing four
polymer side chains 21–23 display columnar lyotropic behav-
ior despite the absence of a stable thermotropic mesophase.
Figure 96 shows a photomicrograph (×100, crossed polar-
izers) of the lyotropic mesophases formed from an aque-
ous solution of 21 at 50 �C. A concentration gradient was
established by evaporation of water from the edge of the
slide (left). The columnar nematic mesophase (Nc�, form-
ing as droplets, lies at the boundary of the isotropic solution
(right) and the CH mesophase. A dark band of isotropic, dry
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Figure 93. Structures of �-tetrakis(2,3,4,5,6-pentaarylbenzene)phthalo-
cyanines, 20a–e. Redrawn with permission from [309], C. J. Walsh and
B. K. Mandal, Chem. Mater. 12, 287 (2000). © 2000, American Chemical
Society.
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Figure 94. The ground-state electronic absorption spectra of 20b (solid
line) and 20d (dashed line), in toluene. Redrawn with permission from
[309], C. J. Walsh and B. K. Mandal, Chem. Mater. 12, 287 (2000).
© 2000, American Chemical Society.

material has formed between the edge of the slide and the
CH mesophase.

Only Pc 24 exhibits a pure (i.e., nonbiphasic) ther-
motropic mesophase and shows a columnar structure
with two-dimensional hexagonal ordering of the Pc stacks
(as indicated by two small-angle diffraction rings with
d-spacings in the ratio 1:

√
3) by X-ray diffraction study.

The intercolumnar distance was calculated to be 38.8 Å.
A sharp diffraction ring corresponding to a d-spacing of
3.4 Å is consistent with the strong intracolumnar periodic-
ity associated with the Dho mesophase commonly encoun-
tered in alkoxy-substituted Pcs [312]. In addition, the
mixture of homeotropic regions and fanlike optical tex-
ture exhibited by the mesophase 24, observed by polarizing

N

N
N

N

N

N

N

N N N

N
N

NH H

N NN

R

R

R

R

i.

ii., iii.

ii.

iii., iv.

i.HO

HO

Br Br

Br Br

CN
PC 21-23

PC 24-26
CN

CN

CN

R

R

R

RR

R

H3C-(OCH2CH2)n-O

H3C-(OCH2CH2)n-OH

H3C-(OCH2CH2)n-O

H3C-(OCH2CH2)n-O

H3C-(OCH2CH2)n-O

H3C-(OCH2CH2)n-O

R

R

H H

Figure 95. Structure and synthesis of Pc-centered poly(oxyethylenes)
with four to eight side chains. Redrawn with permission from [311],
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Figure 96. Photomicrograph (×100, crossed polarizers) of the lyotropic
mesophases formed from an aqueous solution of 21 at 50 �C. A con-
centration gradient was established by evaporation of water from the
edge of the slide (left). The columnar nematic mesophase (Nc�, form-
ing as droplets, lies at the boundary of the isotropic solution (right) and
the CH mesophase. A dark band of isotropic, dry material has formed
between the edge of the slide and the CH mesophase. Redrawn with
permission from [311], G. J. Clarkson et al., Macromolecules 29, 1854
(1996). © 1996, American Chemical Society.

optical microscopy, is characteristic of a Dho structure [313].
Pc material containing four uniform side chains has a
well-defined thermotropic mesophase stable up to 170 �C,
suggesting that the thermotropic columnar mesophase is
severely destabilized by the presence of side chains of
nonuniform length.

6.4. Poly(norbornenes) Containing
Copper Phthalocyanines

Kimura et al., synthesized poly(norbornenes) containing
copper phthalocyanines (polymer 29–32) as a pendant group
through a ring-opening metathesis reaction [314]. Figure 97
shows the synthetic scheme of the polymers with the initiator
(PCy3�2Cl2Ru( CHC6H5� [315].

The amphiphilic block copolymer 33 was synthesized by
the treatment of 31 with formic acid [316]. The amphiphilic
character of 33 favors the alignment of the phthalocyanine
planes parallel to the water surface, as indicated in Figure 98
which shows the �–A isotherm of 33 on pure water as the
subphase. Surface pressure begins to rise at a molecular area
of ca. 10 nm2, and the pressure is slowly increased up to
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25 mN/m on further compression. The limiting molecular
area per molecule of 33 is estimated as ca. 8 nm2 which
is nearly twice the molecular dimension of the phthalo-
cyanine plane (3.9 nm2� estimated by the Corey–Pauling–
Koltun molecular model (Fig. 99).

The amphiphilic diblock copolymer 33 showed spheri-
cal objects with a diameter of approximately 8 nm in a
TEM image (Fig. 100a), in which the dark image is ascribed
to highly concentrated phthalocyanine moieties. Similarly
AFM images also show many particles with an average
size of 14.0 nm (Fig. 100b). These results support that the
amphiphilic diblock copolymer 33 self-organized in aque-
ous media to produce micellar aggregates by segregation
between a hydrophobic polymeric phthalocyanine segment
and a hydrophilic ionized segment, as shown in Figure 99.

6.5. Poly(phthalocyanine-co-sebacic
anhydride)

Phthalocyanine-containing biodegradable copolymers, poly
(phthalocyanine-co-sebacic anhydride) (Pc-SA), have been
synthesized [317]. The synthetic scheme is summarized in
Figure 101.

8 nm
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Hydrophilic Layer
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Polymer
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Self–

Figure 99. Schematic illustration of the spherical organization of 33
in an alkaline aqueous solution. Redrawn with permission from [314],
M. Kimura et al., Langmuir 18, 7683 (2002). © 2002, American Chem-
ical Society.
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Figure 100. (a) Transmission electron micrograph of spherical organi-
zations made of 33. (b) Atomic force microscopic image of an assembly
of 33 on mica. As the coordinate out of the plane of the page increases
to its maximum, 7.8 nm, the shade becomes lighter. Reprinted with per-
mission from [314], M. Kimura et al., Langmuir 18, 7683 (2002). © 2002,
American Chemical Society.

Nanoparticles with an average hydrodynamic radius of
166 nm have been prepared from the copolymer Pc-SA-5,
which has a Pc to sebacic acid molar ratio of 0.01, via
a microphase inversion method. The collapse of polymer
chains in the formation of Pc-SA-5 nanoparticles leads to
aggregation of the Pc rings inside. The aggregation tendency
decreases upon degradation of the nanoparticles in alkaline
media, giving ultimately monomeric species. The degrada-
tion kinetics of Pc-SA-5 nanoparticles have been investigated
by a combination of static and dynamic laser light scatter-
ing. It has been found that the rate of degradation increases
with the pH and temperature. By using absorption and fluo-
rescence spectroscopies, the release of Pc can be monitored,
which occurs almost simultaneously with the degradation.
The results suggest that this novel polymer-based colloidal
system is potentially useful for the delivery and release of
photosensitizers in photodynamic therapy.

The absorption spectra of the copolymers Pc-SA-n (n =
1–5) in chloroform given in Figure 102 are typical for
monomeric phthalocyanines [318, 319]. The spectra show
the B-band at 343 nm, the Q-band at 673 nm, and the two
vibronic bands at 607 and 640 nm. As expected, the intensi-
ties of these bands are higher for copolymers with a higher
Pc content. Upon excitation at 610 nm, all these copolymers

Figure 101. Synthesis of poly(phthalocyanine-co-sebacic anhydride),
Pc-SA-5. Reprinted with permission from [317], J. Fu et al., Langmuir
18, 3843 (2002). © 2002, American Chemical Society.
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Figure 102. UV-vis spectra of Pc-SA-n (n = 1–5) in chloroform with a
concentration of 3�30 × 10−4 g cm−3. Reprinted with permission from
[317], J. Fu et al., Langmuir 18, 3843 (2002). © 2002, American Chem-
ical Society.

fluoresce at ca. 680 nm. The fluorescence quantum yield
decreases initially with increasing Pc content, attaining a sat-
urated value of ca. 0.22. This observation suggests that as the
Pc content increases, the macrocycles in the polymer matrix
exhibit a higher aggregation tendency.

A Zimm plot for the sodium dodecyl sulfate (SDS)-
stabilized Pc-SA-5 nanoparticles in water showed that the
nanoparticles are composed of loosely aggregated polymer
chains with a large number of water molecules entrapped
inside. The average hydrodynamic radius of the Pc-SA-5
nanoparticles in water was determined to be 166 nm by
dynamic laser light scattering. The results show that this
biocompatible polymer-based colloidal system is potentially
useful for the delivery and release of photosensitizers in
photodynamic therapy (PDT).

6.6. Poly(vinylcarbazole) Bonded Pc

Wang et al. have reported a linear type copolymer contain-
ing CuPc, the structure of which is shown in Figure 103
[320]. The copolymer consisting of poly(vinylcarbazole-co-
acrylamide)-bonded CuPc(NO2�2 was synthesized by the
reaction of the diazonium salt of dinitro-diamino cop-
per phthalocyanine with vinylcarbazole and acrylamide as
described in Figure 104. The polymer (VK-AA) showed

Figure 103. Structure of the polymer-bonded phthalocyanines. Reprin-
ted with permission from [320], M. Wang et al., J. Photochem. Photobiol.
A 88, 183 (1995). © 1995, Elsevier Science.
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Figure 104. Synthesis of VK-AA copolymer containing CuPc. Reprin-
ted with permission from [320], M. Wang et al., J. Photochem. Photobiol.
A 88, 183 (1995). © 1995, Elsevier Science.

good photoconductivity, much better than that of the corre-
sponding phthalocyanine monomer CuPc(NO2�4.

Figure 105 shows the photoinduced discharge curve of the
polymer films prepared from 35 and 36 in contact with a
charge transport layer. Polymers 35 and 36 have good charge
acceptance (V0� of 588 and 523 V respectively and low resid-
ual potential (Vr� of 76 and 62 V respectively. The surface
potentials decrease suddenly at the beginning of exposure.
The rates of dark discharge (Rd� are 19 and 25 V s−1, the
rates of photodischarge (Rp� are 250 and 312 V s−1, the half-
discharge times (t1/2� are 0.438 and 0.975 s, and the percent-
ages of potential discharge after 1 s of exposure ($V1� are
71.4% and 79.2% for 35 and 36 respectively. These values
indicate that both polymers 35 and 36 have good charge
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Figure 105. PIDC of P/R from polymers 35 (—) and 36 (– · –) and
CuPc(NO2�4 (- - -). CTM is TPD:PVK:PMMA – 5:2.5:1 (by weight).
Reprinted with permission from [320], M. Wang et al., J. Photochem.
Photobiol. A 88, 183 (1995). © 1995, Elsevier Science.

acceptance, small Rd, and large Rp, showing good photocon-
ductivity. Compared with the CuPc(NO2�4 monomer, poly-
mers 35 and 36 have bigger values of Rp, smaller Rd, and
shorter t1/2, indicating that polymers 35 and 36 have much
better photoconductivity than the CuPc(NO2�4 monomer.

It was suggested that bigger conjugated systems are for-
med between CuPc(NO2�2 and the P(VK-co-AA) main
chain, which could enhance the activity of electrons so
that they could be excited more easily [321]. Furthermore,
there are strong electron acceptor groups (-NO2� on the
phthalocyanine rings and also electron donor groups ( N:)
on the same polymer chain P(VK-co-AA). The interaction
of the electron acceptor and electron donor groups may help
the charge carriers move, hence increasing the photocon-
ductivity [321, 322].

Similarly a linear type of Pc polymer was synthe-
sized starting from the monomer of vinylcarbazole bonded
to copper phthalocyanine (VKCuPc), which was synthe-
sized by diazo-reaction of vinylcarbazole (VK) and the
diazonium salt of dinitro-diamine copper phthalocyanine
[CuPc(NO2�2(NH2�2] [323].

VKCuPc monomer is stable at room temperature owing
to the steric effect caused by the huge phthalocyanine ring. It
can be initiated by azoisobutyronitrile (AIBN) to homopoly-
merize without air at 80 �C in the following way:
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However, the polymerization degree is low because of
the sterically hindered phthalocyanine ring. The average n
value is only about 3 measured by vapor pressure osmomety.
The content of Cu determined from the atomic absorption
analysis is 6.12 wt%, slightly smaller than the theoretical
value (7.33 wt%), which may explain the low polymerization
degree. PVKCuPc is soluble in DMF and THF.

Table 4 shows the photoconductivity of the P/Rs from
PVKCuPc, VKCuPc monomer, and CuPc. PVKCuPc has
good charge acceptance (V0 = 589 V), a small rate of dark
discharge (Rd = 26 V s−1�, and a fast rate of photodischarge
(Rp = 187 V s−1). The percentage of potential discharge

Table 4. Photoconductivity of PVKCuPc, VKCuPc monomer, and
CuPc.

CGM V0 (V) Rd (V s−1� Rp (V s−1� $V1 (%) t1/2 (s) t−1
1/2 (s−1�

PVKCuPc 589 26 187 59.8 0.625 1.600
VKCuPc 375 15 156 50.5 0.938 1.066
CuPc 598 35 147 36.4 4.840 0.210

Note: CTM is TPD:PVK:PC = 5:5:1 (by weight). The thicknesses of the inter-
face layer (IFL), charge generation layer (CGL), and charge transport layer (CTL)
are about 1.5, 1.5, and 10 �m respectively.

Source: Reprinted with permission from [323], M. Wang et al., J. Photochem.
Photobiol. A 94, 249 (1996). © 1996, Elsevier Science.
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after 1 s of exposure is $V1 = 59�8%, and the time of half-
discharge is t1/2 = 0�625 s.

The differences of the photoconductivity of PVKCuPc,
VKCuPc monomer, and CuPc may result from their differ-
ent structures as described for polymers 35 and 36 [320]:
that is, in the case of VKCuPc monomer, a bigger pi-
conjugated system is formed between the phthalocyanine
ring and VK, which could enhance the cativity of electrons
so that they could be more easily excited [322]. Hence the
photoconductivity increases greatly compared with that of
CuPc. When VKCuPc monomers are homopolymerized, the
photoconductivity of PVKCuPc increases further, compared
which that of VKCuPc monomer.

7. POLYMERIC STACKS
One-dimensional polymeric stacks were prepared using
reactive octasubstituted phthalocyanines [324, 325]. The key
to this strategy is the placement of the reactive site(s) along
the side chains of the disklike monomer, rather than at the
periphery, because the later approach can result in cross-
linking of the discotic columns [302b].

The stacking of phthalocyanines can be controlled by
putting certain metals in the middle [197], as shown in
Figure 84 (compound 17). The bridging ligands can be
organic ligands with unsaturated or heteroatom containing
aromatic molecules for high charge transport. A better con-
ductor has been made by substituting biphenyl to separate
the porphyrin rings. The spacing of this material will also
control the nature of the conductivity. These materials can
also be doped to make them semiconductors.

7.1. Polymeric Pc Stacks
by Olefin Metathesis

Among the synthetic targets selected prepare polymeric Pc
stacks by cross-linking of the discotic columns is Pc 38 in
Figure 106, which preserves the freedom to utilize a vari-
ety of transition metals, M, at the Pc core. Pc 38 contains
eight �-alkyl styryl groups that can react via photostimulated
*2+2, cycloaddition. The precedence for this strategy comes
from the observations of Zhao and co-workers, who demon-
strated that photolysis of LB multilayers of fatty acids and
lipids derived from �-substituted styrenes produced dimers
via cyclobutane formation [326]. The thin film behavior of
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Figure 106. Disklike monomers for 1D polymers. Redrawn with per-
mission from [324], A. S. Drager et al., J. Am. Chem. Soc. 123, 3595
(2001). © 2001, Elsevier Science.

38 at the air–water interface was similar to that reported for
37 [134].

Figure 107A shows a typical image of rodlike structures
found in the cast film. Rod lengths were measured within
a 500 nm × 500 nm area that includes the image area of
Figure 107A. Only rods with distinct end points were mea-
sured and are included in a histogram (Figure 107B) that
shows the large variation of rod lengths, with a mean rod
length of 72 nm. Both the matrix-assisted laser desorption
ionization (MALDI) and AFM data indicate the presence
of macromolecules consistent with Pc rod lengths of 10–
40 nm. In addition the AFM data clearly suggest that con-
siderably larger Pc rods are formed during irradiation, with
lengths up to 290 nm. The observed column-to-column dis-
tance between adjacent Pc rods was 6�4 ± 0�2 nm, which is
approximately twice the expected column diameter for 37
[134]. The Pc polymer rods are arranged in domains of 8–10
rods each, aligned along the three principal crystallographic
axes of HOPG, suggesting that these rods adopt epitaxial
relationships with the HOPG substrate.

Phthalocyanine polymers 39 and 40 (Fig. 108) were prepa-
red from two phthalocyanine monomers CuPc(-CH CH2�8
and CuPc(-CH CH2�2 bearing eight and two terminate
olefin groups, respectively, through olefin metathesis reac-
tion using a ruthenium initiator (PCy3�2Cl2Ru( CHC6H5�
developed by Grubbs et al. [325]. The polymers result-
ing from two Pc monomers 39 and 40 bear the Pc rings
in the polymeric network and the main polymer chain,
respectively, by the intermolecular formation of carbon–
carbon double bonds. A linear polymer 40 prepared from
CuPc(-CH CH2�2 produced a rodlike nanostructure in
which the copper phthalocyanine moieties were stacked with
the regular stacking distance.

Matrix-assisted laser desorption ionization-time of flight-
mass (MALDI-TOF-Ms) spectroscopy for polymerized sam-
ples indicated that all of the olefin groups were intramolec-
ulary linked through the olefin metathesis reaction at a
high-diluted condition (Fig. 109). The GPC analysis of
40 revealed a high molecular weight Mn = 55�000 with a
wide polydispersity PDI = 3�0 (relative to monodispersed
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Figure 107. (A) Tapping mode AFM image (sample in water) of cast
photolyzed material on HOPG. The image is 250 nm × 250 nm, with
a height scale of 2.0 nm. A Fourier domain transformation (inset) of
the AFM image indicates the three-fold symmetry packing of the rod-
like structures. (B) A histogram of molecular object length measured
within a 500 nm× 500 nm scan area. Only complete molecular objects
with defined end points were measured with lengths ranging from 5 to
290 nm, with a mean length of 72 nm. Redrawn with permission from
[324], A. S. Drager et al., J. Am. Chem. Soc. 123, 3595 (2001). © 2001,
Elsevier Science.



Phthalocyanine Nanostructures 677

O

O

O

CuPc(-CH=CH2)6
ZnPc(-CH=CH2)6

CuPc(-CH=CH2)2
ZnPc(-CH=CH2)2

O

O O OO

O O

O

O O

O

O

OO

O

OO

n

n

n

n 39

40

n

Cl
Cl Ru

H

PCy3

PCy3

Cl
Cl Ru

H

PCy3

PCy3

O

N

N
N

N N N
N
N

N

N N N

N
NNNNN

N Mt Mt

N

N

N N N

N
NNNN

N

N N
Mt Mt

O

Figure 108. Polymerization process of phthalocyanine monomers
through olefin metathesis process. Reprinted with permission from
[303], M. Kimura et al., Macromolecules 34, 4706 (2001). © 2001, Amer-
ican Chemical Society.

polystyrene standards). The intermolecular formation of
carbon–carbon double bonds through the olefin metathesis
reaction gave a high molecular weight polymer material con-
taining a Pc moiety.
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Figure 109. MALDI-TOF-Ms spectra of polymerized samples from
ZnPc(-CH CH2)8 at the two initial concentrations: [ZnPc(-CH
CH2)8, = 60�0 mM (a) and [ZnPc(-CH CH2)8, = 7�5 mM (b).
Reprinted with permission from [303], M. Kimura et al.,Macromolecules
34, 4706 (2001). © 2001, American Chemical Society.
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Figure 110. Diffraction patterns of X-ray reflected from a glass surface
coated with CuPc(-CH CH2�2 (a) and 40 (b). Reprinted with per-
mission from [303], M. Kimura et al., Macromolecules 34, 4706 (2001).
© 2001, American Chemical Society.

The X-ray diffraction pattern of linear polymer 40 is
shown in Figure 110. The regular spacing of 0.34 nm among
Pc moieties within the columns can be derived from the
oriented reflection in the wide-angle region. This value of
0.34 nm is a common stacking distance in planar aromatic
compounds [132b, 327]. The 0.34 nm spacing value indi-
cates the formation of highly ordered stacks among Pc moi-
eties within 40. The diffuse halo at around 0.43 nm is
characteristic for liquidlike order of the alkyl chains. The
small-angle reflection at 2.05 nm is related to ordering of
the columns [328]. The covalent linkage of side chains in
CuPc(-CH CH2�2 results in the formation of a columnar
structure consisting of one-dimensional ordered stacks of
numerous Pc moieties.

The morphologies of the aggregates examined by TEM
showed irregular nanostructures for polymer 39 (Fig. 111a)
and rodlike structures for linear polymer 40 with a width of
ca. 2.0 nm (Fig. 111b). The rods in each domain were almost
orientated along a regular direction. Therefore, the covalent
linkage of side chains in the unsymmetrical Pc monomer
allows the direct observation of columnar densely packed Pc
stacks bearing 300–500 nm lengths. These long ordered Pc
stacks might open new possibilities toward the construction
of molecular wires.

7.2. Cofacial Arrangement
of Phthalocyanine Rings
in Phthalocyaninato–Polysiloxanes

There has been much research on LB films of Pcs and
their applications in electronic devices following the first
report by Baker et al. [234]. Among the many types of Pcs,
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Figure 111. Transmission electron micrographs of 39 (a) and 40 (b).
The inset shows the rodlike structure of 40 under magnification.
Reprinted with permission from [303], M. Kimura et al., Macro-
molecules 34, 4706 (2001). © 2001, American Chemical Society.

phthalocyaninto-polysiloxane are one of the most attrac-
tive ones; they are rigid-rod polymers which are promising
for design of molecular devices because of their one-
dimensionality and high stability [329–332]. Since Orthmann
and Wegner fabricated LB films of 2,9,16,23-tetra(methoxy)-
3,10,17,24-tetra(octanoxy)-phthalocyaninato polysiloxane in
1986 [333], reports about this compound used in devices
have increased rapidly.

Indeed the latest strategy developed to obtain edge-on
phthalocyanines in LB films relies on the phthalocyaninato-
polysiloxanes [43, 333, 334]. The Pc rings are linked through
a siloxane chain by their centers, thus forming a rigid rod
of approximately 50 molecules long. The periphery of the
macrocycles is bearing both short (methoxy) and long (octy-
loxy) aliphatic chains to provide solubility in organic sol-
vents and prevent any well-defined crystal formation in the
solid state. As for the columnar assemblies spontaneously
formed by mesogenic Pcs, the rigid rods are “floating” at the
air–water interface, without any strong interaction with the
water subphase. The rods are aligned by the transfer pro-
cess [246] and form in-plane oriented LB multilayers. The
order parameter generally lies in the 0.35–0.70 range, but
higher figures are obtained with other rigid rod oligomers
such as polyglutamates or cellulose [247]. As for compar-
ison between the rigid rod phthalocyaninato-polysiloxanes
and the mesogenic Pc columnar assemblies described pre-
viously, it is likely that the rigid rods are more efficiently
aligned by the flow effect during the transfer process but
cannot reorganize as easily in the solid state as the meso-
genic Pcs. The phthalocyaninato-polysiloxanes and the other
rigid rod systems developed by Orthmann and Wegner are
more stable than the mesogenic Pcs and were successfully
used as seeding surface for liquid crystal alignment [335], as
molecular thick membranes after a cross-linking step in the
solid state [248, 336], as photochromic or nonlinear optical
devices [337, 338], and as an oriented matrix for the forma-
tion of well-aligned conducting polymer chains [339].

Tetra(methoxy) tetra(octyloxy) phthalocyaninato polysilox-
ane forms macroscopically oriented LB films with the long
axes of the rigid rod polymer molecules oriented parallel

to the direction of film tranfer. The dichroic ratio of the
absorption of the phthalocyanine chromophore is 2.3 and
is used as the order parameter to quantify this orientation.
Quantitative analysis of the “grazing-incidence reflection”
IR spectra shows that the side-chain segments are randomly
distributed around their polymer chain axes [43].

Several phthalocyanine-polysiloxanes containing pyridine
moieties with potential use for organizing electroactive
monomers have been synthesized. The compounds are
slightly soluble in organic solvents due to their polycationic
nature. However, when soluble enough, these oligomers give
Langmuir–Blodgett films macroscopically in-plane oriented
in which the long axis of the rodlike molecules lies parallel
to the dipping direction [340].

Monolayer behaviors and LB films of dihydroxo
(phthalocyaninato) silicon and its polymer, 2,9,16,23-tetra-
teradecanophthalocyaninato polysiloxane (III), a one-
dimensional polymer, and its precursor dihydroxo(2,9,16,
23-tetra-tetradecanophthalocyaninato) silicium (II), shown
in Figure 112 were prepared [231].

There are face-to-face as well as J-like arrangements
(Fig. 113) for the monomer both at the air–water interface
and in the LB films according to the data by surface
pressure–area isotherms and Brewster angle microscopy
(BAM) experiments. In the case of the polymer, it can
form more homogenous monolayers in which the macrocy-
cle ring of the repeat unit of the rigid rod molecules and its
alkoxy chains are perpendicular to the water surface. It was
also revealed that both the compounds can form stable and
reproducible monolayer at the air–water interface and that
aggregation of the molecules during the compression pro-
cess may be responsible for the hysteresis in the isotherms.
This type of arrangement has an analogous appearance as
that of the rigid rod polymer, which is characterized by a
columnlike structure (Fig. 113, left).
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sion from [231], P. L. Chen et al., Colloids Surfaces A 175, 171 (2000).
© 2000, Elsevier Science.



Phthalocyanine Nanostructures 679

Figure 113. Schematic representation of the proposed face-to-face
(left) and J-like (right) arrangements of the monomer both at the air–
water interface and in the LB films. Each square represents a macro-
cycle ring of the monomer. Reprinted with permission from [231], P. L.
Chen et al., Colloids Surfaces A 175, 171 (2000). © 2000, Elsevier
Science.

Cofacial arrangement properties of phthalocyaninato-
polysiloxanes have been analyzed by electrical dark con-
ductivity experiments and by pulse-radiolysis time-resolved
microwave conductivity (PR-TRMC) measurements [341,
342]. PcPS (41) consists of phthalocyanine rings which are
covalently connected in a cofacial geometry. The strong
steric interaction between the disk-shaped repeat units
forces the polysiloxane backbone to become rigid, resulting
in a repeat distance of 0.33 nm [341]. This close cofacial
arrangement also induces an electromagnetic coupling of
the chromophore units. In the polymer the Q-band is con-
siderably broadened and blueshifted to 540–560 nm while
the monomer exhibits the Q-band at 680 nm. These spec-
tral changes can be explained by the theory of molecular
excitons as given by Kasha et al. [285].
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On peripheral alkoxy chain substitution, the polymers are
soluble and can be processed by the Langmuir–Blodgett
technique into thin films [334a, 342a, 343]. The backbone of
the hairy rod molecules is oriented parallel to the substrate
surface. Consecutive transfer of monolayers leads to PcPS
LB films with a layered structure and a monolayer thickness
of approximately 2.2 nm. Upon annealing the structure of
PcPS films changed to a highly oriented hexagonal packing
of the cylinders of cofacially stacked conjugated macrocy-
cles in a disordered matrix of aliphatic side chains as shown
in Figure 114 [344, 345]. TEM measurements have shown
that PcPS LB films consist of microdomains with dimen-
sions of several tens of nanometers and a strictly paral-
lel alignment of the molecules. The flow conditions on the
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Figure 114. The structure of PcPS Langmuir–Blodgett films with hexag-
onal packing of the PcPS rods. Reprinted with permission from [341],
P. Gattinger et al., J. Phys. Chem. B 103, 3179 (1999). © 1999, American
Chemical Society.

Langmuir trough generate a preferential alignment of the
long axis of the PcPS molecules along the dipping direc-
tion [346]. This structural order is responsible for the pro-
nounced anisotropy of various properties of these films [43,
246, 286b, 347].

Due to its excellent thermal and particularly good electro-
chemical stability [348] PcPS has been examined with respect
to electrical and photoelectrical properties [246, 286b, 347,
349]. In contrast to films of monomeric Pc, where differ-
ent polymorphic structures can be present depending on
the method of preparation, the covalent link in PcPS forces
the macrocycles into a strict cofacial stacking. Even though
there is no orbital overlap between the Pc macrocycles it
is expected that electron motion within the core of the
stack will be rapid compared to the motion perpendicu-
lar to the polymer backbone which would involve tunneling
through the aliphatic side chains. This makes PcPS a model
system for the study of charge transport in materials with
an intrinsically one-dimensional conductivity. The layer-wise
deposition of the PcPS molecules enables the control of the
molecular orientation within the films.

Depending on the voltage, either an Ohmic or space-
charge-limited current (SCLC) should be observed [347a].
At low fields the current density j is described by Ohm’s law

j4 = ne�U
d

(1)

whereas at higher fields Child’s law for SCLC applies:

jSCLC = 9
8
e0e�

U 2

d3
(2)

Here, �, d, and e denote the mobility, the electrode sep-
aration, and the dielectric constant. n is the charge carrier
density initially present in the material at low voltages, which
is introduced by doping, impurities, or by thermal activation.
In the well-annealed samples the Ohmic conductivity is low
and a SCLC regime could be clearly resolved, as shown in
Figure 115.

The double-logarithmic plot of Figure 115b reveals the
transition from ohmic to space-charge-limited behavior. The
straight lines represent the ohmic and space-charge-limited
regime according to Eqs. (1) and (2), respectively. The onset
of the transition from the Ohmic to the SCLC region shifts
only slightly to lower fields with increasing temperature.
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Figure 115. I /U characteristics of a film of 11 LB layers of C1C8

on interdigitated electrodes recorded at different temperatures. The
electrode distance is 10 �m. Reprinted with permission from [341],
P. Gattinger et al., J. Phys. Chem. B 103, 3179 (1999). © 1999, American
Chemical Society.

According to Eq. (2) the charge carrier mobility � can be
deduced from the current density in the SCLC regime. The
data of Figure 115 yield a temperature dependence of the
mobility with values ranging between 3�6×10−7 at 27 �C and
2�1 × 10−5 cm2/V s at 97 �C. Knowing �, the initial density
of charge carriers n can be calculated from the Ohmic part
of the curve according to Eq. (1). For the set of data shown
in Figure 115 values for n are approximately 1× 1013 cm−3

(1�9× 1013 cm−3 at 27 �C, 8�9× 1012 cm−3 at 97 �C). In con-
trast to the increase in mobility by two orders of magnitude
upon raising the temperature, the carrier density n in the
Ohmic region remains almost constant.

From the PR-TRMC transients for the C1C18 deriva-
tive, the end-of-pulse conductivity per unit dose (D J/m3�
and $6eop/D were determined and used to determine the
one-dimensional, intracolumnar mobility

∑
�1D that can be

derived using the following relationship:

∑
�1D = 3Ep�$6eeop/D�/Feop (3)

The values of the pair formation energy Ep = 25 eV and
the end-of-pulse pair survival probability Feop = 0�35 (C1C8)
and 0.46 (C1C18) were estimated [351] and used to calculate
the values of

∑
�1D given in Figure 116. As can be seen,∑

�1D (≈2 × 10−2 cm2/V s) is almost independent of tem-
perature from 0 to 120 �C. In addition, similar values are
found for both the C1C8 and C1C18 compounds. This sup-
ports the assumption that the mobility does indeed refer to
intracolumnar charge transport (i.e., it is independent of the
average distance between the columns L which varies from
22 to 37 Å). The average value of

∑
�1D, given by the hori-

zontal straight line in Figure 116A, is 0.018 cm2/V s.
Similarly, in a C9C9 polysiloxane derivative the mobility

was also found to display only a small temperature depen-
dence [352]. The independence of �1D on the side chain
length indicates that only transport parallel to the chain axis
is involved. The absolute value of �1D for the C9C9 polysilox-
ane derivative, however, was a factor of 3 larger than the
average value for the C1C8 compounds, possibly due to an
additional degree of disorder in the C1C8 and C1C18 com-
pounds resulting from the random nature of substitution of
the two different alkoxy side chains.
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Figure 116. (A) The temperature dependence of the one-dimensional,
intracolumnar mobility calculated from eeop/D for C1C8 (filled circles)
and C1C18 (open circles). Data for the monomeric C9C9 compound
(open squares) are included for comparison. (B) The temperature
dependence of the first half-life of the conductivity transients for C1C8

and C1C18 using the same symbols as in (A). Reprinted with permis-
sion from [341], P. Gattinger et al., J. Phys. Chem. B 103, 3179 (1999).
© 1999, American Chemical Society.

For comparison, mobility data for the monomeric, uni-
formly substituted C9C9 compound [351] are displayed in
Figure 116A. These are significantly larger than for the poly-
meric compounds over the entire temperature range and
clearly display the sharp decrease at the crystalline solid to
liquid crystal transition which has been found to be charac-
teristic of the n-alkyl, substituted monomeric compounds.

TEM measurements on monomolecular layers of the
C1C18 compounds have shown the existence of microdomains
of several tens of nanometers in length and width with strictly
parallel alignment of the molecules [350, 353]. The indepen-
dence of �1D on the side chain length indicates that only
transport parallel to the chain axis is involved (Fig. 117).
Mobilities over macroscopic distances of PcPS LB films par-
allel to the preferential chain orientation are approximately
10−7–10−6 cm2/V s at room temperature.

Charge carrier transport perpendicular to the polymer
chains involves tunneling through the aliphatic side chain
regions. From PR-TRMC relaxation times a temperature-
independent value of �2D = 10−5 cm2/V s is derived. This is
three orders of magnitude smaller than the intracolumnar
mobility �1D and proves that charge transport on a micro-
scopic scale, for example, within a domain of highly oriented
PcPS chains must be highly anisotropic. In agreement with
this, the dark conductivity “strictly” perpendicular to the
polymer backbones is smaller by approximately three orders
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Figure 117. Schematic representation of charge transport within a
domain of parallel oriented PcPS molecules. Redrawn with permis-
sion from [341], P. Gattinger et al., J. Phys. Chem. B 103, 3179 (1999).
© 1999, American Chemical Society.

of magnitude than the corresponding in-plane conductivity
and it follows an Arrhenius-type temperature dependence
with Ea ∼ 0�36 eV. This value is similar to that of the tem-
perature dependent in-plane conductivity.

Langmuir–Blodgett multilayer structures of PcPS exhibit
high photoconductivity and strong light absorption in the
visible, properties that are the basis for the successful devel-
opment of photoactive devices such as photodiodes and
sensors. The photogeneration of charges in PcPS films has
been the subject of intense research for many years [220a,
349a, 354]. There are several issues of central importance
in studying the photogeneration of charge carriers as well
as the transport dynamics of excited states and charge carri-
ers. The proper characterization of the relaxation dynamics
of the initially excited electronic states and, in particular,
of the exciton transport dynamics is of great interest in this
regard.

(Phthalocyaninato)polysiloxane composed of siloxane-
polymerized, cofacially stacked phthalocyanines, staggered
at an angle of 36�, is a one-dimensional molecular conduc-
tor [354]. The linear stacking and the rather small ring–ring
interplanar spacing of about 0.33 nm [43, 135, 354] favor
efficient intermacrocycle interactions, so that optical exci-
tation is expected to lead to extensive excitonic coupling
between the extended-conjugated electron systems of the
phthalocyanine cycles [43, 348, 349b].

[Tetramethoxytetrakis(octyloxy)phthalocyaninato]polysil-
oxane is a linear polymer consisting of an average of
32� cofacially stacked oxo-bridged silicon phthalocyanine
rings with stacking distances of dSi–O–Si = 0�33 nm and
constitutes fairly rigid rods of ca. 11 nm length [43, 135].
The temporal evolution of the singlet exciton states created
at different excitation energy densities between ca. 0.5 and
2.5 mJ/cm2 was studied by femtosecond transient absorption
spectroscopy [355]. Both photoinduced bleaching and
transient absorption were observed, and decay dynamics,
which strongly depend on the excitation energy density, are
nonexponential. At higher excitation densities, the observed
relaxation dynamics in PcPS are dominated by exciton–
exciton annihilation. The excited state lifetime of singly
excited chains is ca. 4.5 ps, drops to about 0.5 ps for doubly
excited chains, and becomes less than the instrumental

resolution of 150 fs at higher excitation densities. An anal-
ysis of the decay dynamics was made in terms of a model,
which has been successfully utilized to rationalize the
exciton transport dynamics in VOPc films and PbPc films,
and in which the exciton–exciton annihilation rate is time
dependent (t−1/2� [354, 356]. For low excitation densities
the decay behavior can be well reproduced, while at higher
densities the recovery of the ground state is faster than
predicted. This fast recovery is supposed to originate from
the creation of charge-separated states, which efficiently
quench all excited states of a polymer chain.

Figure 118 displays the time evolution of the tran-
sient spectra of PcPS in tetrahydrofuran solution recorded
between −0�6 and +15 ps. The wavelength of the pump laser
is 555 nm (18,020 cm−1� and the excitation density is ca.
0.5 mJ/cm2. Analogous transient absorption measurements
on solutions of PcPS indeed demonstrated that the spectra
were independent of the polarization conditions.

–0.6 ps

–0.24 ps

0.24 ps

2 ps

15 ps

12000 16000

wavenumber / cm-1

20000 24000

absorption

0 ps

Figure 118. Time evolution of transient spectra of PcPSi in tetrahydro-
furan excited with a 120 fs pump pulse at 555 nm (18,020 cm−1� with
an exitation density of ca. 0.5 mJ/cm2. The spectrum at D = −0�6 ps
constitutes the baseline with T1 except for the range of the scatter-
ing light of the pump pulse between 18,020 and 17,700 cm−1 where
T > 1. Bleaching and absorption bands are recognized as increases and
decreases with respect to the baseline, respectively. Reprinted with per-
mission from [355], J. Ern et al., J. Phys. Chem. A 103, 2446 (1999).
© 1999, American Chemical Society.
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8. CONCLUSION
The nanostructure of phthalocyanines and their polymers
has been controlled through covalent and noncovalent
bonds, by controlling the intermolecular interactions in
all ranges. Thus phthalocyanine thin films, nanorods and
stacks, molecular arrays of Pc with templates, self-assembly,
layer-by-layer assembly of oppositely charged materials,
Langmuir–Blodgett films, and other methods have been
developed for construction of nanostructured phthalocya-
nines, as a noncovalent method. Complex film composed of
nanoscopic particles of Pcs with nanostructured materials
is also an example of a noncovalent method of nanostruc-
tured Pcs. Since the dispersion is in nanoscale, the titanium
dioxide/phthalocyanine film has high transprancy, which is
requisite for optical device application.

Having planar structures in the central ring, phthalocya-
nines easily form thin films with a film thickness on the
nanometer level, by deposition methods. STM images of the
thin films were highly dependent on the electron density and
the local density of surface states near the Fermi energy.

Disk-shaped rigid phthalocyanines and metallophthalo-
cyanines can easily stack through strong �–� interaction
and form one-dimensional rodlike assemblies with interest-
ing electronic and optic properties. Such cofacially stacked
Pc aggregates are present even in dilute solution for some
examples. In the Langmuir and Langmuir–Blodgett films
containing phthalocyanine derivatives, it is shown that the
molecular parameters of the amphiphilic Pc derivative (i.e.,
the nature, the number, and the location of the polar
substituents, the number and the location of the aliphatic
chains) strongly affect the orientation of the molecules at the
air–water interface and in the LB multilayers. Two extreme
examples are given: LB films containing Pc molecules
lying parallel to the substrate and LB films containing Pc
molecules standing edge-on. In both cases, good-quality
and well-ordered LB films are only obtained when the
packing parameter � is sufficiently close to unity. It is
shown that “sacrificial” single-chain amphiphilic molecules,
mixed with the Pc derivatives, can significantly improve the
quality of the mono- and multilayers and in some cases
modify the inner structure of the film. Methods for the
identification of the nanostructures are developed using
various techniques such as STM, AFM, surface-enhanced
Raman scattering spectrum, and UV-vis spectral methods.
Such methods enable the precise manipulation of molecu-
lar arrangements and photoelectronic properties of Pcs in
nanoscale.

In films of metallophthalocyanine stacks, the Pc rings
are spaced by van der Waals distances and exciton cou-
pling of neutral–electronic transitions between neighboring
macrocycles becomes very efficient. On the other hand,
linear polymers of (phthalocyaninato)siloxane in solution
strictly limit the exciton transport to one dimension and
heating effects can be avoided in flowing solutions.

Chemical modification of the core of phthalocyanines by
electron withdrawing groups such as fluorine provides a high
versatility in molecule structure and hence intermolecular
interactions. The film structure as well as electrical and opti-
cal characteristics can be adjusted in a rather wide range.

Several polymeric nanostructures are achieved by cofa-
cial arrangement of Pc stacks by bridging with an organic

spacer, linear, or network type by, for example, using
olefin metathesis and condensation polymerization meth-
ods. The stacking of phthalocyanines can be controlled
by putting certain metals in the middle. The bridging
ligands can be organic ligands with unsaturated or het-
eroatoms containing aromatic molecules for high charge
transport. A better conductor has been made by substi-
tuting biphenyl to separate the porphyrin rings. Among
those, phthalocyaninto-polysiloxanes are one example show-
ing edge-on phthalocyanines structures, which are linked
through a siloxane chain by their centers, thus forming a
rigid rod nanostructures. These are promising for designing
molecular devices because of their one-dimensionality and
high stability.

Although polymeric Pc nanostructures are rare, com-
pared to the monomeric stacks, the polymer stacks ensure
increased stack stability, processibility, and wider applica-
tions. The control of spatial arrangement and orientation of
these nanostructured Pc materials allowed directional trans-
port of electrons, photons, and ions, to improve photoelec-
tronic properties of phthalocyanines.

Judging from the unique properties of Pc and availability
of nanoscaled manipulations, there will be increasing appli-
cations of nanoconstruction based on Pc in the future.

GLOSSARY
Fermi energy (EF) When a number of electrons are put
into an energy level, electrons will occupy higher energy lev-
els when the lower ones are filled up. EF is the energy level
of the highest occupied state at zero temperature.
Langmuir–Blodgett film A set of monolayers, or layers of
organic material one molecule thick, deposited on a solid
substrate. An LB film can consist of a single layer or many,
up to a depth of several visible-light wavelengths.
Layer-by-layer (LBL) assembly Assembly of oppositely
charged materials.
Molecular self-assemblies Spontaneous formation of
molecules into covalently bonded, well-defined, stable struc-
tures via electrostatic, van der Waals, hydrogen bonding,
hydrophobic interaction, etc.
Molecular wire A common name to indicate a long, highly
conjugated molecule.
Monolayer A one-molecule thick insoluble layer of an
organic material spread onto an aqueous subphase.
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1. INTRODUCTION
Covalently bonded disordered thin-film materials have been
of considerable interest from fundamental and applied per-
spectives in the last twenty years, since the chemical vapor
deposition (CVD) of diamond was developed, followed by
fullerenes and carbon nanotubes [1, 2]. Amorphous and
nanostructured carbon films are being extensively stud-
ied for electron emitters, cold-cathode sources, hard low-
friction coatings, etc. From fundamental perspectives, on the
other hand, the structure of these materials contains both
three-fold coordinated (sp2-bonded) and four-fold coordi-
nated (sp3-bonded) carbon atoms. Nanocrystalline diamond
films have also drawn remarkable attention [3] because
they have a low coefficient of friction and low electron
emission threshold voltage. The small grain size (approxi-
mately 5–100 nm) gives films valuable tribology and field-
emission properties, compared with those of conventional
polycrystalline diamond films. Furthermore, it has been pro-
posed that applications for microelectromechanical systems
(MEMS) devices, metal-semiconductor field effect transis-
tors MESFETs, electrochemical electrodes, and biochemical
devices can be created by taking advantage of these excellent
properties [4–6].

Recent plasma dry processes (e.g., deposition, coating,
etching) require a wide area and high density plasma at low
pressures (<1 Torr) [7]. An electron cyclotron resonance
(ECR) plasma was first developed to meet these conditions.
Subsequently, a helicon-wave excited plasma was employed.

It was found [8] that the density of an inductively cou-
pled plasma (ICP) becomes high at low pressures. Amorim
et al. [9] reported that the plasma density of ICP after the
transition from a low-density E-discharge to a high-density
H-discharge reaches 1012 cm−3. It is necessary in plasma-
enhanced chemical vapor deposition (PE-CVD) to get a suf-
ficient radical flux for deposition. Thus the ICP is thought
to be a promising method for PE-CVD at low pressures.

In this review article, the synthesis of nanocrystalline dia-
mond by low-pressure ICP-CVD and its spectroscopic char-
acterizations are mainly described. Plasma diagnostics with
a Langmuir probe are also reviewed.

2. GROWTH OF
NANOCRYSTALLINE DIAMOND

2.1. Conventional Microwave Plasma CVD

A microwave plasma is most commonly used for the
PE-CVD of diamond films [10], in which the conventional
pressure of deposition is on the order of a few 10 Torr.
A CH4/H2 mixture, in which the CH4 content ([CH4]) is usu-
ally less than 5%, leads to micrometer-size polycrystalline
diamond films. One methodology for synthesizing nanocrys-
talline diamond films is to increase the [CH4] to 10% while
the substrate temperature is kept constant [11–13]. The
resultant morphology changes from faceted microcrystals to
ball-shaped nanocrystals.

Another methodology is to substitute a noble gas for
hydrogen while the [CH4] is kept constant. Gruen et al.
[14, 15] demonstrated the synthesis of nanocrystalline dia-
mond films in a CH4/Ar or C60/Ar microwave discharge,
without the addition of hydrogen. Extensive characteriza-
tions with X-ray diffraction (XRD), transmission electron
microscopy (TEM), and electron energy loss spectroscopy
(EELS) showed [16] that the films consist of a pure crys-
talline diamond phase with a grain size ranging from 3 to
20 nm. They also proposed from the plasma diagnostics [17]
and the theoretical calculations [18] that the C2 dimer could
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692 Plasma CVD of Nanocrystalline Diamond

be responsible for the growth of the very fine-grained dia-
mond films, whereas the CH3 radical is generally believed
to be a precursor for the diamond growth.

Recently Butler et al. [4] reported the deposition of
nanocrystalline diamond films with the conventional deposi-
tion conditions for micrometer-size polycrystalline diamond
films. The substrate pretreatment by the deposition of a thin
H-terminated a-C film, followed by the seeding of nanodi-
amond powder, increased the nucleation densities to more
than 1012/cm2 on a Si substrate. The resultant films were
grown to thicknesses ranging from 100 nm to 5 �m, and the
thermal conductivity ranged from 2.5 to 12 W/cm K.

In addition to microwave plasma, direct current (dc)
plasma [19], hot-filament [20], magnetron sputtering [21],
and radiofrequency (rf) [22–24] plasmas were utilized for
nanocrystalline diamond deposition. Amaratunga et al.
[23, 24], using CH4/Ar rf plasma, reported that single-crystal
diffraction patterns obtained from nanocrystalline diamond
grains all show {111} twinning.

From a theoretical point of view, the stability of nanocrys-
talline diamond was discussed by several authors. Badziag
et al. [25] pointed out that, according to semi-empirical
quantum chemistry calculations, sufficiently small nanocrys-
talline diamond (3–5 nm in diameter) may be more stable
than graphite by forming C-H bonds at the growing surface.
Barnard et al. [26] performed the ab initio calculations on
nanocrystalline diamond up to approximately 1 nm in diam-
eter. The results revealed that the surfaces of cubic crystals
exhibit reconstruction and relaxations comparable to those
of bulk diamond, and the surfaces of the octahedral and
cubooctahedral crystals show the transition from sp3 to sp2

bonding.

2.2. Low-Pressure Plasma CVD

Whereas a microwave plasma is most commonly used for
the PE-CVD of diamond films, an ECR is the only plasma
that is used for diamond deposition below 1 Torr [27–29].
Although Bozeman et al. [30] reported diamond deposition
at 4 Torr with the use of a planar ICP, there have been a
few reports that describe the synthesis of diamond by low-
pressure ICP. Okada et al. [31–33] first reported the syn-
thesis of nanocrystalline diamond particles in a low-pressure
CH4/CO/H2 ICP, followed by Teii and Yoshida [34], with the
same gas-phase chemistry.

In the PE-CVD of diamond films, the addition of oxy-
gen to a CH4/H2 system was intended to get a high growth
rate and/or an improvement of the quality of resultant films
[35–38]. Several authors proposed the role of oxygen in the
diamond growth. Mucha et al. [37] pointed out that oxygen
additions to a CH4/H2 system increase the concentration of
atomic hydrogen; correspondingly, amorphous and graphitic
carbon, which would otherwise inhibit diamond growth, is
better suppressed. From a detailed chemical kinetics model
that describes both gas-phase and surface processes occur-
ring in diamond CVD, Frenklach and Wang [38] postulated
that OH radicals and atomic oxygen are considered to gasify
sp2 carbon and to suppress the formation of aromatic species
in the gas phase. Teii et al. [39] pointed out that the OH
radicals resulting predominantly from loss reactions of the

by-product O atoms with H2 and CH4 are highly responsible
for the enhanced diamond growth.

A 13.56-MHz low-pressure ICP system [31–33] has been
utilized as a radical source for PE-CVD and applied to
the preparation of diamond films from a CH4/H2 plasma.
CO has been added to a CH4/H2 plasma to clarify the
effect of oxygen-containing radicals on the diamond growth.
A schematic view of the apparatus is given in Figure 1.
It consisted of a water-cooled quartz tube surrounded by
a Teflon tube and a stainless-steel growth chamber. An
inductively coupled plasma was generated by applying 13.56-
MHz rf powers of 1 kW to a three-turn helical coil wound
around the Teflon tube. The chamber was pre-evacuated
to 5 × 10−5 Torr by a turbo molecular pump (200 liters/s).
A Faraday shield was inserted between the rf coil and the
quartz tube to rule out electrostatic coupling from the rf
coil to the plasma. The quartz tube was wrapped with a
grounded copper plate slitted at regular intervals along the
azimuthal direction. A substrate holder was manipulated
from the top of the chamber. Molybdenum plates and sili-
con (100) wafers (� 10 mm) were used as a substrate. The
substrate was heated by a tungsten filament. The substrate
temperature (Ts) was monitored with a sheathed thermo-
couple and kept at a prescribed temperature within ±1 �C
by a proportional integral derivative (PID) controller. The
deposition conditions were as follows. The flow rates of CH4
and H2 were kept at 4.5 and 75 sccm, respectively, whereas

Figure 1. Schematic description of the low-pressure inductively coupled
rf plasma CVD system. Adapted with permission from [33], K. Okada
et al., J. Mater. Res. 14, 578 (1999). © 1999, Materials Research Society.
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the flow rate of CO ([CO]) was varied between 0, 1.0, 5.0,
and 10 sccm, respectively. The total gas pressure (Pr) was
varied from 45 to 50 mTorr. The Ts was kept at 900 �C. The
deposition duration was 2 h.

3. SPECTROSCOPIC
CHARACTERIZATION

3.1. SEM and TEM

Figure 2 presents the SEM photographs of the resultant
deposits on a Si(100) substrate. Figure 2a, b, c, and d corre-
spond to [CO] = 0, 1.0, 5.0, and 10 sccm, which are labeled
as samples A, B, C, and D, respectively. The morphology
of sample A was scale-like as shown in Figure 2a, and crys-
tal facets were not clearly seen. When CO was added to
a CH4/H2 plasma, particles 200–300 nm in diameter with
scale-like deposits appeared as shown in Figure 2b. With the
increase in [CO], only particles were deposited as shown in
Figure 2c and d. The background of the particles was the
substrate. The diameter of the particles was 200–700 nm.
The detailed observation reveals that the particles consist
of small particles about several tens of nanometers in diam-
eter, and that the sizes are almost the same regardless of
increasing [CO]. It is therefore speculated that increasing
[CO] makes the supersaturation degree of carbon large, and
then the number of encountered particles is increased.

The TEM image of sample B is shown in Figure 3a.
Figure 3b shows the transmission electron diffraction (TED)
pattern corresponding to Figure 3a. In the TEM image, a
scale-like deposit was mainly observed. The ring pattern in
the TED indicates that the deposit is composed of a large
number of microcrystallites. Figure 4a presents the TEM
image of sample C. The corresponding TED pattern is pre-
sented in Figure 4b. Only particles 200–500 nm in diameter
were observed in the TEM image. The TED pattern was
spotty compared with that of Figure 3b. The TEM images
clearly show that each particle is composed of small par-
ticles about several tens of nanometers in diameter. The
interplanar spacings (d values) obtained from the TED pat-
terns are summarized in Table 1, where they are compared
with the experimental values reported for diamond. The
agreement between the values obtained and those for dia-
mond is within the experimental error. No reflections due to
nondiamond planes were observed in the patterns of sam-
ple C, whereas the reflections of nondiamond planes were
observed in the pattern of sample B. Although these reflec-
tions are not always assigned to graphite, it is speculated that
they are attributed to disordered microcrystalline graphite.
From the TEM image of sample B, the size of the disordered
microcrystalline graphite was estimated to be about several
hundred nanometers. It is therefore concluded that scale-
like deposits consist of disordered microcrystalline graphite,
whereas particles are composed of only diamond microcrys-
tallites.

3.2. XRD

The X-ray diffraction (XRD) pattern for sample D is shown
in Figure 5. D(111) and D(220) denote the diffraction peaks
of the diamond plane. The diffraction peaks of the silicon

Figure 2. SEM micrographs of the obtained deposits. (a) [CH4]/
[CO] = 4.5/0 sccm. (b) [CH4]/[CO] = 4.5/1.0 sccm. (c) [CH4]/[CO] =
4.5/5.0 sccm. (d) [CH4]/[CO] = 4.5/10 sccm. Reprinted with permission
from [33], K. Okada et al., J. Mater. Res. 14, 578 (1999). © 1999, Mate-
rials Research Society.

substrate also appeared. Although the incident X-ray angle
was quite shallow, it reached the substrate because of the
imperfect coverage of the deposit as shown in Figure 2d.
The peaks corresponding to graphite were not observed.
Although no clear crystal facets can be seen in the SEM
observations, the diffraction pattern clearly reveals that the
deposit is neither amorphous carbon nor graphite, but dia-
mond. The crystallite size was estimated to be approximately
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Figure 3. (a) TEM micrograph of sample B ([CH4]/[CO] = 4.5/
1.0 sccm). (b) TED pattern corresponding to (a). Reprinted with per-
mission from [33], K. Okada et al., J. Mater. Res. 14, 578 (1999). © 1999,
Materials Research Society.

20 nm from the full width at half-maximum (FWHM) of the
diamond peaks with the use of Scherrer’s equation [40]. It
accordingly implies that the particles that are several hun-
dred nanometers in diameter consist of smaller particles sev-
eral tens of nanometers in diameter. This is consistent with
the TEM observation.

The addition of CO to CH4/H2 plasmas is considered
to produce oxygen-containing radicals, such as atomic oxy-
gen, the OH radical, and the CO radical itself, in plas-
mas. As mentioned previously, the morphological change
from a scale-like deposit to a particle took place with the
CO additive. Furthermore, the number of particles encoun-
tered increased with an increase in [CO]. According to the
TED and XRD patterns, nondiamond carbon was effectively
removed with an increase in [CO]. We therefore presume
that oxygen-containing radicals produced by the addition of
CO play an effective role in the removal of nondiamond
carbon in the diamond growth conditions and that the CO

Figure 4. (a) TEM micrograph of sample C ([CH4]/[CO] = 4.5/
5.0 sccm). (b) TED pattern corresponding to (a). Reprinted with per-
mission from [33], K. Okada et al., J. Mater. Res. 14, 578 (1999). © 1999,
Materials Research Society.

Table 1. Interplanar spacings from the TED patterns and the reported
values.

Sample B Sample C Diamonda (hkl)

0.207 0�207 0�206 (111)
0.124 0�124 0�126 (220)
0.114
0.106 0�106 0�10754 (311)
0.090 0�08916 (400)
0.081 0�08182 (331)
0.072 0�07280b (422)
0.061 0�06864b (511), (333)

a Joint Committee on Powder Diffraction Standards (JCPDS) Powder Diffrac-
tion File, 6-675.

b Values are calculated from a = 0�3567 nm.

additive makes the supersaturation degree of carbon large.
This is consistent with the previously reported hypotheses
[37, 38] that OH radicals and atomic oxygen gasify sp2 car-
bon and that they suppress the formation of amorphous
carbon and graphitic carbon.

3.3. Raman Spectroscopy

Raman spectroscopy is a nondestructive method for the
study of the vibrational band structure of materials. It has
been extensively used for the characterization of diamond
[41–44], graphite [45], and diamond-like carbon (DLC)
[42, 43, 46–49]. So far Raman scattering is the most pop-
ular technique for identifying sp3 bonding in diamond and
sp2 bonding in graphite and DLC. Although Raman scatter-
ing should represent the phonon density of state (PDOS),
weighted by a coupling parameter, Raman spectroscopy of
sp2-bonded carbon with excitation wavelength in the visi-
ble range (514, 488 nm, etc.) does not provide a good rep-
resentation of the PDOS [50]. Since the local sp2-bonded
carbon energy gap of ∼2 eV is comparable to the energy
of visible Raman excitation, the sp2-bonded carbon network
exhibits the electronic �-�∗ transition resonance enhance-
ment in the Raman cross section [43, 48–50]. On the other

Figure 5. XRD pattern of sample D ([CH4]/[CO] = 4.5/10 sccm).
Reprinted with permission from [57], K. Okada et al., J. Appl. Phys. 88,
1674 (2000). © 2000, American Institute of Physics.
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hand, the sp3-bonded carbon does not exhibit such a reso-
nance effect because of the higher local gap of ∼5.5 eV. As
a result, the Raman spectra obtained with visible excitation
are completely dominated by the sp2-bonded carbon. How-
ever, Raman spectroscopy with ultraviolet (UV) excitation
has recently been used to characterize DLC [50–53]. The
advantage of UV Raman spectroscopy is to eliminate the
resonance effect of sp2-bonded carbon. Excitation of 244 nm
(5.1 eV) is far from the energy of previously mentioned
sp2-bonded carbon resonance. It is accordingly expected
that the resonance Raman scattering from sp2-bonded car-
bon is suppressed and that the signal from sp3-bonded
carbon is possibly increased. UV Raman spectra of tetrahe-
dral amorphous carbon (t-aC) films containing sp3 bonding
dominantly exhibit a peak at ∼1150 cm−1 attributed to an
sp3-bonded carbon network [50–52]. Okada et al. [54] first
applied UV Raman spectroscopy to the characterization of
bonding structures of nanocrystalline diamond. Sun et al.
[55] reported UV Raman characteristics of nanocrystalline
diamond films with different grain sizes from 120 to 28 nm.
They pointed out that the downshift and broadening of the
diamond peak with decreasing grain size are consistent with
the phonon confinement model. On the other hand, Prawer
et al. [56] reported the visible Raman spectra of nanocrys-
talline diamond powder with a size of ∼5 nm. The peaks
at 500, 1140, 1132, and 1630 cm−1 are compared with the
calculated VDOS of diamond, and the origin of features
in the vibrational spectrum from nanocrystalline diamond is
suggested.

In Raman measurements [57], the 514-nm line of an Ar+

laser, the 325-nm line of a He-Cd laser, and the 244-nm
line of an intracavity frequency-doubled Ar+ laser were
employed. The incident laser beam was directed onto the
sample surface under the back-scattering geometry, and the
samples were kept at room temperature. In the 514-nm exci-
tation, the scattered light was collected and dispersed in
a SPEX 1403 double monochromator and detected with a
photomultiplier. The laser output power was 300 mW. In
the 325- and 244-nm excitations, the scattered light was
collected with fused silica optics and was analyzed with
a UV-enhanced CCD camera, using a Renishaw micro-
Raman system 1000 spectrometer modified for use at 325
and 244 nm, respectively. A laser output of 10 mW was used,
which resulted in an incident power at the sample of approx-
imately 1.5 mW. The spectral resolution was approximately
2 cm−1. That no photoalteration of the samples occurred
during the UV laser irradiation was ensured by confirming
that the visible Raman spectra were unaltered after the UV
Raman measurements.

Figure 6 shows the 514-nm excited Raman spectra.
Figure 6a, b, and c corresponds to sample A, sample B, and
sample D, respectively. The Raman spectrum of sample A
exhibits two peaks at ∼1355 cm−1 (D peak) and ∼1580 cm−1

(G peak) assigned to sp2 bonding [45]. New peaks appear at
∼1150 cm−1 and ∼1480 cm−1 in sample B. The former peak
is due to sp3 bonding. Nemanich et al. [42, 44] assigned the
peak at ∼1150 cm−1 to microcrystalline or amorphous dia-
mond. Prawer and Nugent [58] attributed the peak at 1100–
1150 cm−1 to the surface phonon mode of diamond from the
EELS studies of the nanophase diamond powder. On the

Figure 6. 514-nm excited Raman spectra of the deposits obtained with
different gas mixtures. (a) [CH4]/[CO] = 4.5/0 sccm. (b) [CH4]/ [CO] =
4.5/1.0 sccm. (c) [CH4]/[CO] = 4.5/10 sccm. Reprinted with permis-
sion from [57], K. Okada et al., J. Appl. Phys. 88, 1674 (2000). © 2000,
American Institute of Physics.

other hand, Ferrari and Robertson [59] have recently pro-
posed another interpretation, that the peak at ∼1150 cm−1

is not attributable to nanocrystalline diamond but to sp2

bondings of a trans-polyacetylene oligomer of a given con-
jugation length. The peak at ∼1480 cm−1 is probably related
to amorphous sp2 structures [44], though it is downshifted
from the G peak. Both the D and G peaks become rela-
tively small compared with those of sample A. A peak at
∼950 cm−1 is derived from scattering by two transverse-
optical (TO) phonons of silicon substrate [43]. The incident
laser beam reached the substrate because the substrate was
not fully covered with the deposit as shown in Figure 2b.
In the Raman spectrum of sample D, the G peak turns
into a shoulder and the D peak becomes faint, whereas the
peak at ∼1480 cm−1 has a maximum intensity and the peak
at ∼1150 cm−1 still remains. However, the three spectra in
Figure 6 do not clearly exhibit the 1332 cm−1 diamond peak.
These features of Raman spectra imply that the deposit from
CH4/H2 predominantly contains sp2 bonding; the addition
of CO to CH4/H2 produces a mixture of sp2 and sp3 bond-
ings; the increase in [CO] brings about the increase in sp3

bonding. These tendencies are consistent with the TEM and
XRD observations, which reveal that the increase in [CO]
improves the crystallinity of the deposit.

Figure 7 shows a sequence of Raman spectra from sam-
ple D with different excitation wavelengths. Figure 7a, b,
and c corresponds to 514 nm, 325 nm, and 244 nm, respec-
tively. Compared with the spectrum of 514-nm excitation,
the 325-nm excited Raman spectrum exhibits a clear peak
at 1332 cm−1 and the remarkable enhancement of the
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Figure 7. Raman spectra of sample D ([CH4]/[CO] = 4.5/10 sccm) with
different excitation wavelengths. (a) 514 nm. (b) 325 nm. (c) 244 nm.
Reprinted with permission from [57], K. Okada et al., J. Appl. Phys. 88,
1674 (2000). © 2000, American Institute of Physics.

peak at ∼1580 cm−1, while the peak at ∼1150 cm−1 turns
into a shoulder. In a 244-nm excited Raman spectrum, the
peak at 1332 cm−1 is only enhanced, whereas the peak at
∼1580 cm−1 is weakened. Neither a peak nor a shoulder
can be recognized at ∼1150 cm−1. The Raman spectra in
Figure 7a are superimposed on a broad photoluminescence
background. The luminescence background diminishes with
increasing excitation photon energy as shown in Figure 7b
and c.

The TED and XRD patterns revealed that the deposit
is not amorphous carbon but nanocrystalline diamond.
Nonetheless, the 514-nm excited Raman spectra do not
exhibit a clear diamond peak at 1332 cm−1, though the
peak due to the sp3-bonded carbon network appears at
∼1150 cm−1. The Raman cross section of the sp2-bonded
carbon network with visible excitation is resonantly
enhanced [43, 48–50]. It consequently makes the 1332 cm−1

diamond peak overlap with the peaks due to sp2-bonded
carbon.

The suppression of the dominance of the resonance
Raman effect in the 514-nm excitation and the possible
increase in the signal from sp3-bonded carbon are expected
to occur in higher photon energies. Wagner et al. [43]
mentioned that a resonance enhancement of scattering by
sp3-bonded carbon is expected at an incident photon energy
of 4.8 eV, which is close to the onset of the �-�∗ tran-
sition in both sp2- and sp3-bonded carbon. Gilkes et al.
[51] stated that the 244-nm photon energy is sufficient to
excite the �-�∗ transition of both sp2 and sp3 sites. The
enhancement of the peaks at both 1332 cm−1 and ∼1580
cm−1 in the 325-nm excitation suggests that the resonance

enhancement of the Raman cross section due to sp2-bonded
carbon still remains and that the �-�∗ transition in both sp2-
and sp3-bonded carbon is possibly induced. The remarkable
enhancement of the peak at 1332 cm−1 and the diminution
of the peak at ∼1580 cm−1 in the 244-nm excitation reveals
that the resonance Raman effect due to sp2-bonded carbon
is suppressed, whereas the resonant enhancement due to
the �-�∗ transition of sp3-bonded carbon is predominantly
attained.

The 244-nm excited Raman spectra of t-aC films exhibit
the appearance of the peak at ∼1150 cm and the increase in
the intensity proportional to the amount of sp3 bonding in
the films [50, 51]. However, the diamond peak at 1332 cm−1

is enhanced in this study because the deposit obtained is not
amorphous carbon but nanocrystalline diamond. The peak
at ∼1150 cm−1 is probably disappearing because of the strik-
ing enhancement of the diamond peak at 1332 cm−1.

3.4. HREELS

High-resolution electron energy loss spectroscopy
(HREELS) is a method for the study of the vibrational
motion of atoms and molecules on and near the surface
by the analysis of the energy spectrum of low-energy
electrons back-scattered from it [60]. With developments
in modern ultra-high-vacuum (UHV) technology and
increasing interest in the physical properties of clean and
adsorbate-covered surfaces and of the chemical phenomena
occurring on these surfaces, scientific interest in HREELS
has increased dramatically, and the method has been widely
used in recent years [60–65].

HREELS experiments [66] were performed in a
UHV chamber. The chamber was pre-evacuated by
polyphenylether-oil diffusion pump; the base pressure
reached ∼2 × 10−8 Torr. The HREELS spectrometer con-
sisted of a double-pass electrostatic cylindrical-deflector-
type monochromator and the same type of analyzer.
The energy resolution of the spectrometer is 4–6 meV
(32–48 cm−1). A sample was transferred from the ICP
growth chamber to the HREELS chamber in the atmo-
sphere. It was clipped by a small tantalum plate, which
was suspended by tantalum wires. The sample was radia-
tively heated in vacuum by a tungsten filament placed at
the rear. The sample temperature was measured by an
infrared (� = 2�0 �m) optical pyrometer. All HREELS
measurements were taken at room temperature. The elec-
tron incident and detection angles were each 72� to the sur-
face normal. The primary electron energy was 15 eV.

Figure 8 presents the HREELS spectra of heated films.
Figure 8a, b, and c corresponds to sample A, sample B,
and sample D, respectively. In Figure 8a without CO addi-
tive, the spectrum has a faint peak at ∼1500 cm−1 derived
from the C C stretching mode of threefold bonded car-
bon atoms [60]. The whole spectrum is similar to that of a
single crystal graphite (0001) surface [63]. With CO additive
as shown in Figure 8b, one can see a peak at ∼1100 cm−1,
which is assignable to the C-C stretching mode of fourfold
bonded carbon atoms [42, 60]. The peak at ∼1500 cm−1 dis-
appeared. With increasing [CO] as shown in Figure 8c, the
intensity of the peak at ∼1100 cm−1 became strong. In addi-
tion, a shoulder centered at ∼700 cm−1 appeared. These fea-
tures of the VDOS are consistent with the theoretical results
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Figure 8. HREELS spectra of the nanocrystalline diamond and
diamond-like carbon films with various [CH4]/[CO]. (a) [CH4]/[CO] =
4.5.0/0. (b) [CH4]/[CO] = 4.5/1.0. (c) [CH4]/[CO] = 4.5/10 sccm. The
elastic peak for (c), reduced by a factor of 25, is shown for comparison.
Reprinted with permission from [66], K. Okada et al., Diamond Relat.
Mater. 10, 1991 (2001). © 2001, Elsevier Science.

for random network models of t-aC. Tight binding molec-
ular dynamics (TBMD) simulations for a sample with 75%
fourfold atoms predict two major broad peaks at ∼700 cm−1

and ∼1100 cm−1, respectively, corresponding to the bending
and stretching vibrations in the network [67]. A rather sim-
ilar form of the PDOS is obtained in ab initio calculations
with a 90% sp3 fraction [68].

According to the characterizations by TEM and XRD,
the sample prepared from a CH4/H2 plasma was composed
of nanocrystalline diamond and disordered microcrystalline
graphite. Then nondiamond carbon was effectively removed
with an increase in [CO]. It is therefore concluded that
the VDOS of the nanocrystalline diamond and DLC films
extracted from the HREELS data is in qualitative agreement
with the characterizations of TEM and XRD. Although the
HREELS probes only the region near the surface, the agree-
ment suggests that the surface dynamics do not differ dra-
matically from those of the bulk.

3.5. EELS Mapping

EELS in TEM has been demonstrated to be a powerful
technique for performing microanalysis and studying the
electronic structure of materials [69]. The energy loss near
edge structures (ELNES) is sensitive to the crystal struc-
ture. The C-K edge of diamond and that of graphite are
typical examples. For trigonal sp2-bonded carbon, the spec-
trum within the first 30 eV of the edge can be separated
into two broad features, corresponding to the �* states
between 282 and 288 eV and the �∗ states between 290
and 320 eV, whereas for tetrahedral sp3-bonded carbon only
the �∗ peak is observed between 289 and 320 eV [70].
Therefore, one can easily distinguish between diamond and
diamond-like carbon with the help of ELNES. Muller et al.

[71] acquired the mapping of sp2 and sp3 states across the
silicon-diamond interface by scanning transmission electron
microscopy (STEM) and parallel acquisition electron energy
loss spectroscopy (PEELS). Bruley’s two-window technique
[72], by integrating intensities of the �∗ and �∗ peaks, has
demonstrated the quantitative analysis of the sp2 content in
the samples. Bursill et al. [73–75] carefully performed the
structural analysis on nanocrystalline diamond powder and
studied the surface and bulk plasmon response derived from
the low-loss spectra by using high-resolution TEM (HR-
TEM)/PEELS and STEM/PEELS. Prawer et al. [56, 76] also
reported the EEL spectra of nanocrystalline diamond syn-
thesized by detonation and ion implantation.

The HR-TEM observations [77] were performed on a
Hitachi HF-3000 at 297 keV, and the EELS measurements
[77] were made with a post-column energy filter (GATAN,
GIF2002). The vacuum of the microscope was less than
1�2 × 10−6 Pa, in which the samples were not contaminated
with carbon during TEM observations. Two-dimensional
arrays of charge-coupled devices (CCDs) were used for the
digital recording of TEM images, EEL spectra, and chemi-
cal maps. The typical CCD readout times were 5 s for the
acquisition of EEL spectra and 50 s for chemical mappings,
respectively. The energy resolution of the instrument was
approximately 0.5 eV measured as the zero-loss FWHM.

Figure 9a shows a HR-TEM image of an outer part of
a nanocrystalline diamond particle. Lattice fringes clearly
appeared in the enlargement of the left-hand side of the
sample as shown in Figure 9b. The d values were 0.206 nm,
corresponding to (111) spacings of diamond. The diffrac-
togram derived from the Fourier transformation of the
HR-TEM image exhibited a ring pattern, which means
the observed sample is polycrystalline. Furthermore, care-
ful observation reveals that the particle consists of smaller
subgrains approximately 20–50 nm in diameter. Thus the
boundaries are not surface steps of a single crystal. The size
of subgrains is comparable to the grain sizes of nanocrys-
talline diamond films previously reported by several authors
[15, 23, 29, 78], in which the grain sizes were found to be in
the range of 3–50 nm.

The EEL spectrum corresponding to Figure 9a is shown in
Figure 10. It exhibits a peak at 290 eV due to �∗ states, and
a slight peak appears at ∼285 eV, corresponding to �∗ states.
The ELNES above 290 eV is similar to that of diamond [70]
and is obviously different from that of graphite or sp3-rich

a

10 nm

b

0.206 nm

Figure 9. (a) High-resolution transmission electron microscope image
of an outer part of a nanocrystalline diamond particle and (b) enlarge-
ment of the left-hand side of (a).
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Figure 10. Electron energy loss spectrum corresponding to Figure 9a.
a1, a2, b, and c indicate the four energy windows: 272–277 eV,
277–282 eV, 282–287 eV, and 287–292 eV, respectively.

tetrahedral amorphous carbon [72]. The intensity of the �∗

peak is much lower than that of the �∗ peak. Although the
�∗ peak in general includes contributions from both sp2 and
sp3 bondings, the �∗ peak of the EEL spectrum in Figure 10
is considered to be mainly due to sp3 bondings. The use of
a narrow energy window positioned on the ELNES signal
allows the mapping of the variation in intensity as a function
of position within the microstructure. The conventional so-
called three-window method [69] was employed to remove the
background contribution. The two pre-edge images (272–
277 eV and 277–282 eV) (indicated by a1 and a2 in Fig.
10) were used to obtain an extrapolated background image.
The subtraction of the extrapolated background image from
the post-edge images (282–287 eV and 287–292 eV) (indi-
cated by b and c) produces the �∗ image and the �∗ image,
respectively, with removal of the background contribution.

The �∗ image and the �∗ image corresponding to the
TEM image of Figure 9a are shown in Figure 11a and b,
respectively. Since the intensity of the �∗ image was weak
compared with that of the �∗ image, the former was multi-
plied by 5. The �∗ image reveals that the intensity is strong
around the subgrains, whereas the �∗ image shows that the
intensity is strong within the subgrains. Although sp2-bonded
graphitic layers do not appear clearly with the limitation of
resolution of the HR-TEM image, these energy-filtered �∗

and �∗ images imply that sp2 bondings are localized around
20–50-nm subgrains. The sp2 bondings around the subgrains
are considered to contribute the slight peak at ∼285 eV in

a

10 nm π*image

b

10 nm σ*image

Figure 11. (a) �∗ image corresponding to Figure 9a. (b) �∗ image cor-
responds to Figure 9a.

the ELNES. The width of the sp2 bondings is estimated to
be approximately 1 nm from the �∗ image in Figure 11a.
Fallon and Brown reported [79] the presence of amorphous
carbon at the grain boundaries of CVD diamond films by
TEM observation and EELS analysis. The amorphous car-
bon is shown to contain almost complete sp2 bonding and to
be nonhydrogenated. It was also demonstrated from a theo-
retical point of view [80] that sp2 bondings are energetically
stable in grain boundaries of nanocrystalline diamond. It is
consequently considered that the sp2 bondings are possibly
localized in the grain boundaries of 20–50-nm subgrains.

4. PLASMA DIAGNOSTICS
A Langmuir probe has been utilized to measure plasma
parameters (plasma potential (Vp), electron temperature
(Te), electron density (Ne), and electron energy distribution
function (EEDF)) [81–84]. Although there has been much
controversy about the interpretation of Langmuir probe
characteristics of rf plasmas, the recent development of a
sophisticated Langmuir probe system [85] enables one to
obtain reproducible plasma parameters precisely. However,
only a few works have been carried out on actual process
plasmas used for etching or deposition, because it is diffi-
cult to maintain the initial condition of probe tips and/or
chamber walls for the measurement reproducibility. Cali
et al. [86] reported the Langmuir probe characterization of
a low-pressure capacitively coupled CH4/H2 rf plasma. The
structure of an EEDF can help one to understand the elec-
tron distribution and the heating mechanism in a rf plasma.
The EEDF of a low-pressure rf plasma generally consists of
two Maxwellian distributions, fast and slow electrons [87].
This feature is due to the stochastic electron heating on the
oscillating plasma-sheath boundary.

A Langmuir probe was inserted [88] through one of the
side flanges of the chamber as shown in Figure 1. The
probe was a cylindrical tungsten wire, which was 0.19 mm in
radius and 10 mm in length. The probe tip was supported
by a ceramic tube, which was 2.5 mm in diameter and was
enclosed by a stainless-steel casing capacitively coupled to
the probe tip. Since the mean free path of an electron is
large compared with the diameter of the ceramic tube for
all investigated pressures, the collisionless sheath approxi-
mation can be applied [89]. When the plasma was in the
high-density regime (1011 to 1012 cm−3), the tip length was
shortened to 4 mm to prevent the probe tip from glow-
ing red. The rf fluctuations of the plasma potential were
compensated for by self-resonant inductors [85]. The refer-
ence probe, which was a stainless-steel casing mounted on
the probe shaft, automatically compensated for the plasma-
ground sheath impedance, fluctuations in the plasma sheath
impedance, plasma potential shifts, and low-frequency noise
[85]. The plasma-ground sheath impedance can be signifi-
cant when nonconducting layers (e.g., carbon layers in this
study) coat the chamber wall. A single I–V characteris-
tic curve was taken, averaging 120 samples per data point.
Between scans the probe tip was cleaned by electron bom-
bardment by pulse biasing it to +150 V. Before every probe
measurement, the chamber was cleaned with an O2 plasma,
which removed contamination of thin carbon layers on the
chamber wall. This probe and chamber cleaning made the



Plasma CVD of Nanocrystalline Diamond 699

obtained I–V characteristics reproducible, without the need
for time-dependent hysteresis.

Figure 12a–c shows the variation in the Vp, the Te, and
the Ne of a CH4/H2 plasma with pressure. The Vp and Ne
decrease with increasing pressure up to 40 mTorr and
inversely increase at 50 mTorr. The Ne increases with
increasing pressure up to 40 mTorr and inversely decreases
at 50 mTorr. The pressure dependence of the Vp, the Te,
and the Ne of a CH4/H2 plasma is the same as that of an
Ar plasma up to 40 mTorr. Therefore, these features in a
CH4/H2 plasma up to 40 mTorr can be explained by the same
hypotheses of Ar plasma [83, 84], whereas the opposite fea-
ture at 50 mTorr should let us assume different phenomena
in a CH4/H2 plasma.

Figure 13a–e shows the EEDFs of a CH4/H2 plasma as a
function of pressure. The shape of the EEDF at 50 mTorr
corresponding to Figure 13a is different from that of an Ar
plasma at the same pressure. There is a hump at ∼6 eV.
The hump gradually disappears with decreasing pressure.
The shape of the EEDF at 30 mTorr in Figure 13c is almost
a straight line, which means a Maxwellian distribution. The
shape of the EEDF at 20 mTorr in Figure 13d deviates from
a straight line and comes close to a Druyveysten distribu-
tion. It still keeps a Druyveysten distribution at 10 mTorr in
Figure 13e. Accordingly, the transition from a Maxwellian
distribution to a Druyveysten distribution occurs at 20 mTorr
in a CH4/H2 plasma.

Turner and Hopkins [90] previously reported an unusual
structure of the EEDF. They found a dip at ∼4 eV in the
EEDF of a N2 plasma. They interpreted the dip as the
electric absorption of a N2 molecule corresponding to the
resonant peak of the vibrational excitation cross section.

Figure 12. Variation of the plasma parameters of a CH4/H2 plasma with
pressure. (a) Plasma potential. (b) Electron temperature. (c) Electron
density. Reprinted with permission from [88], K. Okada et al., J. Vac.
Sci. Technol., A 17, 721 (1999). © 1999, American Institute of Physics.

Figure 13. Electron energy distribution functions of a CH4/H2 plasma
as a function of pressure. (a) 50 mTorr. (b) 40 mTorr. (c) 30 mTorr.
(d) 20 mTorr. (e) 10 mTorr. Reprinted with permission from [88],
K. Okada et al., J. Vac. Sci. Technol., A 17, 721 (1999). © 1999, Ameri-
can Institute of Physics.

Cali et al. [86] reported a similar dip at ∼6 eV in the EEDF
of a CH4/H2 plasma. In the CH4 vibrational excitation cross
sections, �v(1, 3) and �v(2, 4) have a peak at ∼6 eV [91].
The dip can be attributed to the electric absorption of a CH4

Figure 14. Variation of the plasma parameters of a CH4/CO/H2 plasma
with [CO] content. (a) Plasma potential. (b) Electron temperature.
(c) Electron density.
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Figure 15. Electron energy distribution functions of a CH4/CO/H2

plasma as a function of [CO] content. (a) [CO] = 0 sccm. (b) [CO] =
1.0 sccm. (c) [CO] = 5.0 sccm.

molecule analogous to the vibrational absorption of ∼4 eV
electrons of a N2 molecule. Although the unusual structure
in the EEDF of a CH4/H2 plasma at 50 mTorr is not a clear
dip but a hump, it is presumably equivalent to the energy
corresponding to the resonant peak of the vibrational exci-
tation cross section of a CH4 molecule. Since the electron
mean free path becomes longer with decreasing pressure
and the EEDF is expected to be relatively insensitive to the
electron impact cross sections [90], the hump gradually dis-
appears with decreasing pressure. Thus the hump is consid-
ered to bring about the opposite feature of the Vp, the Te,
and the Ne of a CH4/H2 plasma at 50 mTorr.

Figure 14a–c shows the variation in the Vp, the Te, and the
Ne of a CH4/CO/H2 plasma with [CO]. While the Vp and Te
increase with increasing [CO], the Ne decreases with increas-
ing [CO]. Figure 15a–c shows the EEDFs of a CH4/CO/H2
plasma as a function of [CO]. The hump at ∼6 eV still
appears with the addition of CO, and the spectrum shape
retains almost the same feature. The inclinations below 6 eV
become slow with increasing [CO], which means that the
Te increases with increasing [CO]. It is consistent with the
result of Figure 14b. The electron impact dissociation of CO
produces O− (CO + e → C + O−) in a CH4/CO/H2 plasma.
It is therefore assumed that the increase in negative ions
reduces the Ne relatively to satisfy the charge balance in a
plasma, and that the decrease in Ne leads to the increase in
Vp and Te.

GLOSSARY
Electron energy distribution function The distribution
function of electrons in a plasma. That of a low-pressure
radiofrequency plasma generally consists of two Maxwellian
distributions, that is, fast and slow electrons.

Electron energy loss spectroscopy An analytical technique
used to characterize the chemistry, bonding, and elec-
tronic structure of thin samples of materials. It is normally
performed in a transmission electron microscope. The
inelastically scattered electron beams are spectroscopically
analyzed to give the energy spectrum of electrons after the
interaction.
Inductively coupled plasma Plasmas generated by applica-
tion of radiofrequency power to a nonresonant inductive coil
and maintained by an inductive electromagnetic field. Low-
pressure ICP is a high-density plasma source.
Langmuir probe One of the most useful tools for diagnos-
ing a plasma, in which a metal probe is inserted in a dis-
charge and is biased positively or negatively to draw electron
or ion current. The plasma potential, electron temperature,
electron density, and electron energy distribution function
are obtained from the current-voltage characteristics.
Nanocrystalline diamond Diamond crystallites or films in
which the crystal grains range between several nm and sev-
eral hundred nanometers in diameter.
Plasma CVD Plasma chemical vapor deposition. Tech-
nique for synthesizing materials in which chemical compo-
nents in vapor phase excited by plasma react to form a solid
film at some surface.
Raman spectroscopy A nondestructive method for the
study of the vibrational band structure of materials, which
has been extensively used for the characterization of dia-
mond, graphite, and diamond-like carbon. Raman spec-
troscopy is so far the most popular technique for identifying
sp3 bonding in diamond and sp2 bonding in graphite and
diamond-like carbon.
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1. INTRODUCTION
Many complicated biological tasks, such as transforming
chemicals in localized areas, transporting materials between
cells or organs, and defending against foreign enemies, are
handled by functionalized biopolymers. As can be seen from
enzymes, hemoglobin, liposomes, etc. [1, 2], nature has
tailored each of the biomacromolecules with a suitable struc-
ture and arranged or assembled the structural components
in an organized way. To achieve an organizational struc-
tural hierarchy, the living world relies on a noncovalent
architecture. Self-assembly is the organizational motif that is
ubiquitously utilized by biological systems and underlies the
formation of a wide variety of complex biological structures.
The process obviously affords high flexibility, high efficiency,
etc., but, importantly, still allows precise control over the
formation of structural morphologies [3, 4].
Many of the concepts of biological self-assembly are

derived from studies of tobacco mosaic virus, which is
a helical assembly composed of 2130 identical protein
units [5]. Though forming this complex protein requires
a delicate management among the molecular interac-
tions (van der Waals, electrostatic, hydrophobic, and steric
interactions, hydrogen and coordination bonds, etc.), the
assembly mechanism has exemplified that the association
process is entropically driven [5, 6] and the final bioassembly

occupies the state of a thermodynamic minimum. In gen-
eral, the success of organizing structures by self-assembly
depends on how successfully these interactions can be uti-
lized to bind molecules together. Supramolecular chemistry
is inspired by the study of the basic features of these sec-
ondary interactions, which contributes to our understand-
ing not only of living systems, but also nonliving systems.
Based on these interactions, supramolecular chemistry has
assembled a number of well-defined, regular nonbiological
architectures [7–16], which are expected to generate new
properties and to create new materials [17–19].
Making precise nano- and mesoscopic structures is still

one of the greatest challenges now facing scientists and
technologists. Molecular self-assembly is one of the feasi-
ble ways of approaching this goal. Although self-assembly
originated from the study of small molecules, it should also
be a strategy that is applicable to big molecules. Through
cooperative self-assembly processes, macromolecular chains
may also be hierarchically organized into large and com-
plex but precise and ordered structures. Nature has pre-
sented wonderful examples in this regard: the �-helix and
�-sheet of proteins assemble into defined tertiary and qua-
ternary structures. The natural process is truly amazing,
and judiciously designed nonnatural systems should be able
to mimic the bioprocesses to self-assemble into biomimetic
structures. There are many successful reports addressing this
idea. In this article, we will review the biomimetic hierar-
chical structures generated by unsubstituted and substituted
polyacetylenes.

2. UNSUBSTITUTED POLYACETYLENE
Polyacetylene is the simplest linear conjugated macro-
molecule and is one of the best-known organic conductors
[20–24]. The discovery of the metallic conductivity of doped
polyacetylene has opened up a fascinating field of research,
conductive macromolecules, which have brought us to a
plastic-electronics revolution, with many exciting implica-
tions in high technologies, as evidenced by the award of
the Nobel Prize in chemistry in 2000. High-molecular-weight
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polyacetylene can be synthesized from the acetylene poly-
merization initiated by the Ziegler–Natta catalyst (Chart 1)
[25, 26], but under “normal” conditions, only a feature-
less morphology can be produced [27–29]. The fundamental
norm lasted until Akagi, Shirakawa, and co-workers inves-
tigated the asymmetric polymerization of acetylene [30].
Through mixing of a chiral nematic mesogen (R)- or (S)-2
(Chart 2) with an organometallic catalyst, multistranded
helical polyacetylene fibers, a few hundred nanometers
in diameter, were successfully prepared. It was observed
that the polymerization conducted in the presence of the
(R)-form nematic liquid crystals led to the formation of left-
handed helical fibrillar morphologies (Fig. 1), whereas that
in the presence of the (S)-form gave polymer fibrils twisting
in the opposite direction. With control over optical purity or
the type of chiral dopant, it was possible to generate helical
morphologies with different helical pitches.

catalyst
HC CH

1
n CHHC n

Chart 1

O
O

(CH2)6

(CH2)6

O

O

C5H11

C5H11

(R)-(+)- or (S)-(-)-2

Chart 2

Another helical structure of polyacetylene was prepared
at high temperatures (∼250 �C) [31]. Similar to the Akagi
and Shirakawa reaction, Qin et al. also used an asymmetric
condition to build the helical polymers (Fig. 2). However,
the catalyst system used by Qin is different from that used by
Akagi and Shirakawa: the former used a native asymmetric
catalyst, copper tartrate, and the latter used an achiral cata-
lyst blended with a chiral dopant. The fibers obtained were
obviously different; the former afforded single-stranded and
more regular helical structures. Interestingly, the fibers were
formed in such a way that two helical strands simultaneously
grew on a single copper nanocrystal. The two strands were
opposites in an absolute helical sense but identical in cycle

Figure 1. SEM micrographs of left-handed helical polyacetylene fibers
prepared in a chiral nematic reaction field. Reprinted with permission
from [30], K. Akagi et al., Science 282, 1683 (1998). © 1998, American
Association for the Advancement of Science.

Figure 2. TEM image of two regular coiled fibers, symmetrically grown
on a single copper crystal and prepared by polymerization of acetylene
at ∼250 �C. Reprinted in part with permission from [31], Y. Qin et al.,
Org. Lett. 4, 18 (2002). © 2002, American Chemical Society.

number, node diameter, node length, helix pitch, and fiber
diameter. A small amount of the acetylene monomer may
have initially bound to the chiral catalyst in an asymmetrical
way, and the chiral chains propagated with other monomer
molecules also inserted in an asymmetrical fashion.

3. POLYACETYLENES WITH
AMINO ACID ESTER PENDANTS

The two examples discussed above clearly demonstrate that
the formation of regular helical structures closely relates to
the asymmetrical force field. Chirality is a structural fea-
ture of many natural constituent components (amino acids,
saccharides, etc.), and biological systems exhibit helicity at
all organizational levels (e.g., �-helix of proteins, double
helix of DNA, triple helix of collagen, and spiral bacterium
of Spirillum). Obviously, rather than using an external stimu-
lus, nature has put an asymmetrical field in internal building
units, permitting better control over the final assembly struc-
tures. Many scientists have taken this approach and used
asymmetrical building blocks to construct chiral polymers
[32–64].
The (unsubstituted) polyacetylene chain is symmetrical

and achiral. However, when pendant groups are introduced,
the chain symmetry is broken. Theoretical computation sug-
gests that the chain segments of a substituted polyacetylene
bearing bulky appendages can take on helical conformations
[65]; a majority of the chain segments with long persistence
lengths will rotate in one preferred screw sense when the
appendages are chiral species. In addition to fusing the chi-
ral species into the polymer structure at the molecular level
by covalent bonds, the polyacetylene chains could also spi-
rally rotate in asymmetrical force fields when the � electrons
of the conjugated backbone and/or the functional groups
of the achiral substituents experience molecular interactions
with external chiral species [66]. With the aim of prepar-
ing asymmetrical polyacetylenes for the study of hierarchiral
structures, Shinohara, Shigeka, and co-workers synthesized
an optically active polyphenylacetylene bearing menthoxy-
carbonylamino groups (Chart 3), which possessed a high
molecular mass �1 × 106 Da) and a high stereoregularity
(Z content ∼90 mol%) [67]. Under the influence of the
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chiral pendants, the achiral main chain of 3 became CD
active and absorbed strongly in the long-wavelength region
(∼400 nm). A possible reason for this is the formation of
a secondary structure with an excess of one-handed helical
structure. Further investigation of its higher-order structure
by scanning probe microscopy revealed that the polymer
afforded a helical quaternary structure. From Figure 3a, it
can be seen that the two polymer strands are intertwined to
form a right-handed double-helical structure. Each strand
is also helically rotating and has a width of 9 Å, which
matches the width of the polyphenylacetylene backbone with
a Z configuration, as suggested by the molecular mechanics
calculation.

C

H

C

N
H

O

n

3

Chart 3

The �-helix of the polypeptide chain exemplifies nature’s
ability to construct complex chiral structures by making
use of hydrogen bonding provided by each amino acid
residue. Inspired by this phenomenon, in 1997, our group
embarked on a research program on the development of

Figure 3. (a) Low-current STM height image of interwound polymer
chains of 3 on highly oriented pyrolytic graphite at room temperature.
(b) String model of the interwinding polymer chains. Reprinted with
permission from [67], K. Shinohara et al., J. Am. Chem. Soc. 123, 3619
(2001). © 2001, American Chemical Society.

new biomimetic polymers, using amino acids as chiral ingre-
dients. Through the incorporation of the naturally occurring
building blocks into the conjugated polymer structure, we
synthesized a variety of new amphiphilic polyacetylenes [66],
examples of which are given in Charts 4 and 5. The amino
acid substituents not only conferred helical conformations
on the polyacetylene chains but also endowed them with
hydrogen bonding capacity, which is an important secondary
force for self-assembly. The polymers were therefore able
to self-fold into higher-order structures. An example of the
organizational morphologies is shown in Figure 4. By a
simple process of solvent evaporation, polymer 4, which
bears isoleucine appendages, organized into helical cables
with left-handed twists. The atomic force microscope (AFM)
image revealed that the helical fibrils were, on average,
>500 nm in length and ∼20.5 nm in width. These sizes are
much bigger than the dimensions of a single chain, indi-
cating that nanofibrils are assemblies of multiple strands of
polymer chains. Similar to the fibrous proteins of �-keratin
[68], the helical chains of 4 may have been plaited together
via a folding process aided by noncovalent interactions such
as interstrand hydrogen bonding [69]. The involvement of
noncovalent forces in the assembly process was clearly con-
firmed by the partially unraveled helixes generated by the
repeated horizontal scans of the AFM tip on the surface of
mica in the direction perpendicular to the long axes of the
nanofibers. The unraveled morphology was obviously due to
the breakage of the physical bonds that had glued the chain
segments together.
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Similarly, polymer 5, which bears smaller pendants of ala-
nine groups, also formed helical fibrils. The structural details
are different, however; the helical cables of 5 are right-
handedly winding, which is different from the left-handed
twisting observed in 4, and the cables of 5 (∼100 nm in
diameter) are on average thicker than those of 4. Why the
assembly behavior of 5 is different from that of 4 is unclear,
but it may be related to the packing process benefiting from
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Figure 4. AFM (A) height and (B) phase images of left-handed helixes
formed upon natural evaporation of a methanol solution of 4 (36.6 	M)
on newly cleaved mica. Reprinted with permission from [62], B. S. Li
et al., Polym. Prepr. 42, 248 (2001). © 2001, American Chemical Society.

the molecular structure of 5. The smaller pendants in 5
may facilitate close packing and interchain hydrogen bond-
ing between the polymer chains due to a less pronounced
steric effect arising from the side groups. Thus, more poly-
mer chains can associate together to form single strands, as
verified by the thicker strands, which eventually fold up to
form the multistranded cables.
With the proline appendages, 6 is incapable of forming

hydrogen bonds. It is thus of interest to know whether the
macromolecular chains can associate into defined structures
without the involvement of this noncovalent interaction.
Although 6 in methanol displayed only weak CD activity
[70], when its dilute solution (38.9 	M) was dropped onto
freshly cleaved mica, tortuously twisted cables of double-
stranded helical fibrils were formed, an example of which
is shown in Figure 6. The morphology is composed of two
helical strands (∼150 nm in width), which braid together
to form the final supercoils. Each of the strands seems to
be the result of winding of many single-stranded fibers, and
the whole structure bears a good likeness to the superheli-
cal structure formed by the menthol-containing polymer (3)
already discussed (cf. Fig. 3). The similarity suggests that the

Figure 5. AFM (A) height and (B) phase images of self-assembly mor-
phologies of multistranded right-handed helixes formed upon natural
evaporation of a dilute methanol solution of 5 (43.2 	M) on newly
cleaved mica. Reprinted with permission from [62], B. S. Li et al., Polym.
Prepr. 42, 248 (2001). © 2001, American Chemical Society.

Figure 6. AFM deflection images of tortuously twisted nanofibers
formed upon natural evaporation of a methanol solution of 6 (38.9 	M)
on freshly cleaved mica. Reprinted with permission from [42], K. K. L.
Cheuk, Ph.D. Dissertation, Hong Kong University of Science & Tech-
nology, 2002.

cyclic molecular structures in the polymers favor the forma-
tion of the loose double-helical quaternary structure.
Molecular information, such as amino-acid sequence and

chain chirality and amphiphilicity, encoded in the primary
structures of biomacromolecules plays a primary role in
determining their native folding structures; for example,
l-glutamic acid segments in proteins often give �-helix struc-
ture, whereas l-isoleucine segments most frequently induce
�-sheet formation [1, 2, 71]. The folding structures can, how-
ever, be varied or denatured by the changes in the envi-
ronmental surroundings of the biopolymers, because of the
noncovalent nature of the supramolecular assembly. Loss
of body fluid, for example, can transmute organizational
structures of proteins by dehydration or deprivation. Simi-
lar phenomena have also been observed in the self-assembly
processes of the amino acid-containing polyacetylenes. For
example, whereas a methanol solution of 7 gave pearl-
shaped structures upon natural evaporation, its tetrahy-
drofuran (THF) solution gave helical cables with a clear
left-handed twist under similar assembly conditions (Fig. 7).
The polymer chains of 7 may take an extended conformation
in THF because THF is a good solvent of both the backbone
and the pendants of the polymer. During the aggregation
process accompanying solvent evaporation, the extended
helical chains may twine around each other via interchain

Figure 7. AFM images of (A) clustered pearls, (B) helical cables, and
(C) clustered pearls plus helical cables formed upon natural evap-
oration of (A) methanol, (B) THF, and (C) methanol/THF (1:7 by
volume) solutions of 7 on the surfaces of newly cleaved mica. Scale
bars (nm): (A) 250, (B) 125, (C) 500. Concentration of polymer solu-
tions: ∼1–5 mM. Reprinted with permission from [72], Li et al., Macro-
molecules 36, 77 (2003). © 2003, American Chemical Society.
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hydrogen bonding to give twisted strands, further associ-
ation of which in different multiplicities (doublet, triplet,
etc.) will give thicker fibrils of different diameters—this
assembly mechanism is clearly suggested by the image
shown in Figure 7B. It is envisioned that evaporation of
a methanol/THF solution of 7 may generate transition
morphologies containing both micellar and fibrillar struc-
tures. This was indeed the case; as shown in Figure 7C,
the organizational morphologies obtained from the mixture
solvent system showed combined features of the assembly
structures obtained from the individual solvent systems.

4. POLYACETYLENES WITH
AMINO ACID PENDANTS

Whereas the amino acid pendants of polymers 4–7 are
esterified, polymers 8–11 carry “free” amino acid pen-
dants. The change in the molecular structure is expected
to affect the assembly structures of the polymers. Different
from its “polyester” counterpart 5 (cf. Fig. 5), “polyacid” 8
formed pigtail-like nanofibers upon the natural evaporation
of its methanol solution under ambient conditions (Fig. 8).
A number of fibrils were bundled together to form plaits
with loose tails. Each fibril comprised many polymer chains
that were stuck together through interchain hydrogen bonds.
“Polyacid” 9 also formed helical fibrils. Close examina-

tion by transmission electron microscopy (TEM), however,
revealed that the fibrils possessed a hollow structure (Fig. 9);
that is, the fibrils were actually nanotubes. The tubes wound
around each other to give twisted hollow structures. As
marked by the rectangle in Figure 9A, there are many hol-
low rings or spherical vesicles in addition to the twisting
tubes. These structures are remarkable, because nanotubes
and vesicles have seldom been formed by homopolymers,

Figure 8. AFM height image of pigtail-like nanofibers formed upon
natural evaporation of a methanol solution of 8 (46.0 	M) on newly
cleaved mica. Reprinted with permission from [62], B. S. Li et al., Polym.
Prepr. 42, 248 (2001). © 2001, American Chemical Society.

Figure 9. TEM images of vesicles and nanotubes formed upon natural
evaporation of a methanol solution of 9 (19.3 	M) on a carbon-coated
grid under ambient conditions. Reprinted with permission from [42],
K. K. L. Cheuk, Ph.D. Dissertation, Hong Kong University of Science &
Technology, 2002.

although they have been observed in a few copolymer sys-
tems [13, 73–79]. The coexistence of the vesicular and tubu-
lar structures suggests that the vesicles are the building units
of the nanotubes; stringing the former together leads to the
formation of the latter.
In the polar solvent of methanol, the polyacetylene main

chains of 9 may associate together with their pendants
facing outward, in an effort to minimize the exposure of
their hydrophobic backbones to the polar environment [80].
Curling of the bi- or multilayer sheets would result in
the formation of a closed vesicular structure. Following
the mechanism of coalescence [81], the vesicles may fuse
together to form the tubular structure, the shells of which
are covered by the isoleucine pendants. During the thicken-
ing of the solution accompanying the solvent evaporation,
the tubes may grow in length by the linear fusion of more
vesicles, and the lengthened nanotubes may twine round
each other via hydrogen bonding of the pendants on the
outer shells to give the helical cables of nanotubes.
The previous mechanism should be solvent dependent;

changing the solvent or environment would affect the assem-
bly process because of the perturbation of the interactions
between the polymer chains. A more comprehensive study
was conducted on the self-assembly processes of 10, which
carries leucine pendants [66]. When methanol was used,
twisted cables of helical fibrils were formed, an example
of which is shown in Figure 10A. Close inspection of the
cable structure reveals that the fibrils fold back to form
knobs or � bends at two ends of the cable. When a dilute
solution was used, the aggregation of the macromolecules
was further suppressed and the resultant morphology looked
like long threads or helical chains, each pair of which twist
over and under each other to form a double helix (inset of
Fig. 10A). When the solvent was changed to chloroform, the
morphology obtained from the solution of similar concentra-
tion (9.6 	M) became distinctly different. Instead of form-
ing helical cables, the chloroform solution gave oval eggs or
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Figure 10. AFM images of self-assembly morphologies formed upon
natural evaporation of dilute solutions of 10 on newly cleaved mica.
(A) A multistranded cable from a 12.8 	M methanol solution (inset:
duplex braids from a 2.6 	M solution). (B) Spherical vesicles from a
9.6 	M chloroform solution with 0.5% methanol. (C) Extended fila-
ments from 12.8 	M methanol containing 25.5 	M KOH. Reprinted
with permission from [66], B. Z. Tang, Polym. News 26, 262 (2001).

spherical vesicles (Fig. 10B). This difference is, however, not
totally unexpected. Unlike methanol, chloroform is a poor
solvent of amino acids, and the polymer chains would self-
fold to minimize their exposure to the solvent. When the
solvent evaporates, the elementary “foldamers” may clus-
ter together to form compactly packed larger spheres in an
effort to minimize their surface area in contact with the air.
The morphology changed not only with solvent but also
with pH. The addition of KOH to the methanol solution
disassembled the helical cables and gave extended filaments
(Fig. 10C). The complexation of the K+ ions with the poly-
mer chains partially dissociates the amino acid groups, thus
hindering the hydrogen bond formation. The electrostatic
repulsion of the closely located charged chains cannot easily
bend but takes an extended conformation.
Concentration is also a critical parameter in determining

the final morphological structure; overcrowding may cause
post-fusion of the polymer aggregates, leading to the forma-
tion of even higher-order structures. For example, evapora-
tion of a dilute solution of 10 gave crescent helical fibers
(Fig. 11A). The closely located helical cables may be inter-
connected by interstrand hydrogen bonds of the amino acid
groups, but the solvent molecules, on the other hand, try
to push the polymer chains apart; the balance of the two
antagonistic forces results in the formation of a fence-like
structure. If the concentration of the polymer solution is
increased, more polymer chains will stick together to con-
struct more closed fences or cages, and the neighboring
cages may merge to form a continuous structure. Indeed,
when a THF solution of 10 with a relatively high concen-
tration (28.9 	M) was used, a mesoporous, honeycomb-like,
thin solid film comprising interconnected cages was formed
(Fig. 11B). The interconnection of the cages was three-
dimensional in nature, as clearly revealed by a scanning
electron microscope image of the tilted sample (Fig. 11C).
Figure 11D shows a partial view of a long fiber of 10

Figure 11. (A) AFM image of crescent helices formed by a diluted solu-
tion of 10 (12.8 	M). (B) Scanning electron microscope (SEM) image
of a honeycomb pattern generated from a concentrated THF solution
of 10 (28.9 mM), whose 3D nature is clearly revealed by the enlarged
side view (C) with the sample tilted 60� from the electron beam axis.
(D) SEM micrograph of a twisted fiber formed upon diffusion of ether
into a methanol solution of 10 (3.9 mM). A and D are reprinted with
permission from [85], F. Salhi et al., J. Nanosci. Nanotechnol. 1, 137
(2001). © 2001, American Scientific Publishers. B and C are reprinted
with permission from [66], B. Z. Tang, Polym. News 26, 262 (2001).

obtained from a diffusion process. When ether was diffused
into a methanol solution of 10, left-handed helical ribbons
were formed. The image proves that the polymer is capable
of building a large helical structure, even in the micrometer
domain.
The folding structures of biopolymers are affected by

external perturbations in addition to internal factors. The
supercoiling of DNA is affected, for example, by small
changes in the local ionic strength, which can cause the
reversal of the helical twist in the DNA coils [82]. Simi-
lar phenomena have been observed in our nonnatural poly-
mer system. The pH effect on the assembly behaviors of
polymer 11 is shown in Figure 12. Changing the medium
pH from “neutral” to “basic” changed the organizational



Polyacetylene Nanostructures 709

Figure 12. AFM deflection images of (A and B) helical nanofibers
formed by 11 upon natural evaporation of its methanol solution
(7 	g/ml) on freshly cleaved mica under ambient conditions. The
nanofibers can be unraveled by adding a 1 M equivalent of KOH (i.e.,
KOH/11 = 1
1) to the methanol solution of the polymer (4 	g/ml), as
shown in C–E. Reprinted with permission from [83], Li et al., Nano-
Letters 1, 323 (2001). © 2001, American Chemical Society.

morphology of the polymer from continuous helical cables to
discrete random threads [83]. The random threads showed
almost no macroscopic screw sense. This example illus-
trates how ionization of the carboxyl groups by the potas-
sium ions breaks the hydrogen bonds, which are believed
to maintain the long, thick helical structure of the polymer
chains.
By partially hydrolyzing “polyester” 7, we succeeded in

generating a valine-containing polymer consisting of both
ester and acid repeat units, poly[(4-ethynylbenzoyl-l-valine
methyl ester)-co-(4-ethynylbenzoyl-l-valine)]. This hybrid
polymer afforded self-assembly structures with organiza-
tional features of both the “polyester” and the “polyacid.”
While “polyester” 7 assembled into pearl-shaped morpho-
logical structures upon natural evaporation of its dilute
methanol solution (cf. Fig. 7), under similar conditions

Figure 13. AFM images of string beads formed upon natural evap-
oration of methanol solutions of a partially hydrolyzed 7, poly[(4-
ethynylbenzoyl-l-valine methyl ester)-co-(4-ethynylbenzoyl-l-valine)],
on the surfaces of newly cleaved mica. Scale bars (nm): 100; concentra-
tion: ∼2 	g/ml; temperature: ∼23 �C. Reprinted with permission from
[72], Li et al., Macromolecules 36, 77 (2003). © 2003, American Chem-
ical Society.

“polyacid” 11 associated into helical ropes (cf. Fig. 12). The
hybrid polymer gave an intermediate structure with spheri-
cal beads strung together on a filamentary string (Fig. 13).
In methanol, the coiled chains of 7 may pack together
to minimize the exposure of its hydrophobic backbones to
the polar solvent, forming micelle-like structures with their
outer shells decorated by the hydrophilic amide and ester
functional groups. On the other hand, the strong solvation
power of the methanol solvent toward 11 may force the
helical chains to take on an extended conformation. During
the solvent evaporation, the micelles may grow in size and
stick together to give the clustered pearls, whereas the indi-
vidual helical chains may aggregate in a side-by-side fashion
to form spirally twisting fibrils. This aggregation is reminis-
cent of protein folding. Particular types of amino acids tend
to form a relatively small number of local structural motifs
[84], whereas aggregate in the proteins in such a way that
the hydrophobic and hydrophilic regions are respectively out
of, and in, contact with water.

5. POLYACETYLENES WITH ETHYLENE
OXIDE PENDANTS

The previous results clearly show that not only molecu-
lar asymmetry but also chain amphiphilicity plays impor-
tant roles in the self-assembly processes of chiral acetylene
polymers. In this section we focus our discussion on the
self-organization of polymers solely with the latter prop-
erty (amphiphilic achiral species). A few examples of such
amphiphilic polyacetylenes are given in Chart 6, in which
polar hydrophilic substituents are appended to nonpolar
polyacetylene backbones.
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When a tiny drop of a THF/hexane solution of 12, which
bears short ethylene oxide pendants, was deposited on a
glass slide, a microporous thin film (∼2–10 	m in pore
diameter) was instantly formed upon solvent evaporation
(Fig. 14A). When the solvent was changed to a mixture of
dichloromethane (DCM) and hexane and when the solution
concentration was increased, a three-dimensional porous
thin solid film with a smaller pore size (∼1 	m in diam-
eter) was formed (Fig. 14B). When a dilute solution was
used, the evaporation process afforded the elementary build-
ing blocks for a three-dimensional higher-order structure:
bagel-like vesicles [86, 87], whose sizes varied from sev-
eral hundred nanometers to a few micrometers (Fig. 14C
and D). This primary structure may help us understand the
assembly mechanism: when deposited on a glass substrate in
the three-dimensional space, the horizontally oriented vesi-
cles may merge into porous layers that are parallel to the
substrate accompanying the solvent evaporation, whereas
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Figure 14. Microporous films formed by natural evaporation of
(A) THF/hexane (∼1
1 by volume) and (B) DCM/hexane (∼1
1 by vol-
ume) solutions of 12 on glass slides. Concentrations of 12: (A) ∼1,
(B) ∼2 mg/ml. (C, D) Vesicular structures formed by the evaporation
of a dilute solution of 12 (∼0�3 mg/ml) in the DCM/hexane mixture.
The morphologies shown in (A, C) and (B, D) are POM and SEM
images, respectively. Reprinted with permission from [85], F. Salhi et al.,
J. Nanosci. Nanotechnol. 1, 137 (2001). © 2001, American Scientific
Publishers.

convergence of the vesicles with other orientations would
produce the interlayer pores, leading to the formation of the
multilayer porous structure.
The self-association of 12 is also solvent-sensitive: when

relatively polar solvents were used, discrete microspheres,
rather than regular pores, were formed. Upon solvent evap-
oration, a THF solution of 12 afforded spheres with an

Figure 15. Microspheres formed by natural evaporation of (A, B) THF
and (C, D) DCM/acetone (∼1
1 by volume) solutions of 12 on glass
slides. Concentration of 12: ∼1 mg/ml. The morphologies shown in
(A, C) and (B, D) are POM and SEM images, respectively. Reprinted
with permission from [85], F. Salhi et al., J. Nanosci. Nanotechnol. 1,
137 (2001). © 2001, American Scientific Publishers.

Figure 16. POM image of the microcrystals of carbazole formed inside
microspheres of 12 by natural evaporation of a DCM/acetone solution of
12/carbazole on a glass slide. Concentration of 12/carbazole: ∼6 mg/ml;
weight ratio of 12/carbazole: 2:1; volume ratio of DCM/acetone: ∼1
1.
Reprinted with permission from [46], K. K. L. Cheuk et al., Polym.
Mater. Sci. Eng. 82, 54 (2000).

average diameter of ∼1.5 	m (Fig. 15A and B) [85].
Similarly, a DCM/acetone mixture of 12 also gave micro-
spheres (Fig. 15C and D). The hydrophobic polyacety-
lene main chains of 12 may have aggregated together to
form the core of the spheres that are surrounded by its
hydrophilic ethylene oxide side chains under polar condi-
tions, whereas the amphiphilic polymer may have formed
bi-, tri-, or multilayers and/or even vesicular structures [76,
87] to reduce the surface area in the nonpolar environments.
Biomineralization has attracted much interest in recent

years [88–95]. Molding of inorganic crystals into appropriate
shapes and sizes has created a variety of different mate-
rial properties. The amphiphilic polyacetylenes were found
to regulate the growth of organic crystals. For example,
evaporation of a DCM/acetone mixture of 12 and carbazole
gave regular spherical microcrystals of carbazole ∼20 	m
in diameter (Fig. 16). Under similar conditions, when a
drop of a DCM/ethanol solution of carbazole/13, which con-
tains crown ether appendages, was deposited on a glass
slide, isolated sickle-like crystals, ∼20 	m in length, were
formed (Fig. 17). Replacing 13 with 14, which bears long
oligo(ethylene oxide) appendages, led to the generation of

Figure 17. POM images of the microcrystals of carbazole formed inside
microreservoirs of 13 by natural evaporation of DCM/ethanol (∼1
1 by
volume) solutions of 13/carbazole on a glass slide. Concentrations of
13/carbazole: ∼(0.25 mg/0.5 mg)/ml. Reprinted with permission from
[46], K. K. L. Cheuk et al., Polym. Mater. Sci. Eng. 82, 54 (2000).



Polyacetylene Nanostructures 711

Figure 18. POM images of microcrystals of carbazole in a polymer
matrix of 14 formed by natural evaporation of DCM/ethanol solutions
of carbazole/5 on a glass slide. Volume ratio of DCM/ethanol: ∼1:1;
concentration of 14: ∼1 mg/ml; weight of carbazole added to 1 ml of the
polymer solution: 2 mg. Reprinted with permission from [46], K. K. L.
Cheuk et al., Polym. Mater. Sci. Eng. 82, 54 (2000).

crystal bars, ∼8 to 20 	m in length (Fig. 18). The forma-
tion of these defined crystal structures is probably achieved
by a micelle-like self-assembly process. When solvent evap-
orates, carbazole molecules pack together to form a crys-
tal. However, in the presence of amphiphilic polymers, the
packing process may be slowed down because the carbazole
molecules may be wrapped in the amphiphilic chains. The
polymer backbones may solvate the carbazole molecules in
the inner core, with the polar ethylene oxide groups exposed
to the solvent environment. The separate micelle-like com-
plexes may thus in turn give the microcrystals that are cov-
ered by, or sheathed in, the amphiphilic polymer chains.
Different pendants bring about different degrees of repul-
sion or steric effects. The different properties of the micelle-
like aggregates may have eventually guided the carbazole
molecules to grow in different patterns.

6. CONCLUSIONS
It is generally agreed that it is difficult to form supra-
moleular assemblies of defined architecture from synthetic
homopolymers [96]. In this review, we have proved, however,
that homopolyacetylenes can self-organize into macromolec-
ular architectures with well-defined three-dimensional struc-
tures. Both the unsubstituted and substituted polyacetylenes
spontaneously assembled into various mechanically robust
organizational morphologies reminiscent of natural hierar-
chical structures: helixes, vesicles, fibrils, etc. This clearly
demonstrates that synthetic homopolymers with rationally
designed molecular structures can be used to fabricate
biomimetic morphologies, whose size, shape, and pattern
can be readily tuned by simple morphosynthetic processes.
The organizational morphologies changed with the varia-
tions in the pendant hydrophilicity, solvent polarity, and
pH value, suggesting a proteomimetic adoptability [97] and
demonstrating the tunability of the hierarchical structures by
internal perturbations and external stimuli.
Unlike “conventional” vinyl polymers, the acetylene poly-

mers consist of alternating double bonds, whose structural
cousins are highly photoconductive [98–100]. Cytotoxicity
assays have revealed that the amphiphilic polyacetylenes

are biocompatible, and some of them can even stimulate
the growth of living cells [101–103]. Their photoelectronic
and biological properties make the polyacetylenes promising
candidates for biomaterials; they may be found to be useful
in potential applications in such biotechnological systems as
artificial nervous networks, photosynthesis devices, and pho-
totherapy processes.

GLOSSARY
Achiral An object that is superposable on its mirror image.
Amphiphilic A molecule with a hydrophilic end that dis-
solves in polar solvents and another, hydrophobic end that
dissolves in nonpolar solvents.
Chiral An object that is nonsuperimposable to its mirror
image.
Circular dichroism (CD) A change from planar to ellip-
tic polarization when an initially plane-polarized light wave
traverses an optically active medium.
Helicity The sense of twist of a helix, propeller, or screw.
Micelle An aggregate formed by amphiphilic molecules in,
e.g., water such that their polar ends are in contact with
water and their nonpolar portions are on the interior.
Vesicle A small, thin-walled bladderlike cavity.
Z (zusammen) One of the stereochemical descriptors for
alkenes or for other double-bond systems with at least two
nongeminal substituents (other than H) at the two ends of
the double bonds. If the pertinent substituents are on the
same side, the descriptor is Z. E. (entgegen) denotes that the
substituents of highest Cahn-Ingold-Prelog (CIP) priority at
each end of the double bond are on opposite sides. In the
polyacetylene system, there exist four theoretically possible
stereostructures for the repeat units, that is, E–s-E, E–s-Z,
Z–s-Z, and Z–s-E isomeric structures.
Z content The content (%) of the stereoisomers with a Z
configuration.
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1. INTRODUCTION
Typical composites consist of two components, in which the
host material determines mechanical and processing prop-
erties of the system and the guest material imparts special
physical and chemical properties to the intricately mixed
host–guest blend. The host material is supposed to have a
wide range of facile processing options so that the guest
material can be easily incorporated into the host system to
obtain the desired properties. Toward this end, polymers
are considered to be excellent host systems, because a wide
range of physical and chemical properties can be observed
in polymers; moreover, they can be easily processed and
blended with a variety of materials. Hence, several poly-
mer composites have been extensively studied for the past
few decades for use in various applications [1]. Some of the
well-known composites are glass, carbon, or metal fiber rein-
forced polymers [2] and elastomers reinforced with various
types of particles like carbon [3].

In previous generation polymer composites, the size of the
guest material was usually on the order of microns. In such
composites, it was difficult to optimize the physical proper-
ties, because intimate and homogenous mixing of guest–host
materials is hard to achieve; moreover, the processibility
is not versatile enough for subtle applications. Hence it is
highly desirable to have nanoscopic and even molecular level
mixing of guest–host materials, so that it is easier to fine-
tune the physical and chemical properties, and this could
pave the way for several innovative applications.

In recent years, the advent of well-defined nanoparti-
cles of metallic, magnetic, semiconducting, and insulating
materials has facilitated the preparation of a wide range of
well-tailored nanocomposites with specific properties [4–6].
Moreover, it is possible to attain much lower values for
the percolation threshold (according to classical percolation
theory, the volume fraction of spherical particles required
to make quasi-contact with each other in a composite is
nearly 16%, which is considered to be the threshold for per-
colative processes among particles) in composites contain-
ing nanoscopic materials rather than mesoscopic ones [7].
This is mainly due to the self-organizational properties
of nanoparticles, as shown by Michels et al. for carbon
nanoparticle composites [8]. Furthermore, it is possible to
obtain an aspect ratio (ratio of the length to the diameter of
the particle, which is 1 for a spherical particle) above 1 for
nanoparticles. It is well known that by increasing the aspect
ratio of particles it is possible to bring down the value of
the percolation threshold (fc�, which means that the quasi-
contact between particles can be attained at a much lower
volume fraction of filling than the conventional 16% for
spherical particles [9–11]. The advantage of attaining a lower
volume fraction of filling and percolation threshold is that
the pristine mechanical and processing properties of host
matrix can be retained in the blend, and the design of com-
posites becomes easier with lower cost.

Although conventional polymer composites are highly
tractable with excellent mechanical properties, host polymer
matrices such as polyethylene have rather poor electrical and
thermal properties. In typical composites, the host matrix
plays the role of inert support for the active guest mate-
rial, which effectively determines the electrical and optical
properties of composites. Moreover, in previous generation
composites, inorganic or ceramic guest materials were not
that compatible with the organic polymer host matrix, and
this usually led to the formation of inhomogeneous com-
posites with poor mechanical and physical properties. In
recent years several organic/polymeric materials (for exam-
ple, conducting polymers, ferroelectric polymers, photocon-
ductive polymers, light-harvesting polymers, photorefractive
polymers, and nonlinear optical materials) have shown inter-
esting electrical and optical properties (analogous to those in
inorganic materials) [12–14], and these materials are much
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more compatible with the polymer matrix. Hence a new
opportunity has come for making nanoscopic and molecular
level polymer composites that show a wide range of solid-
state physical properties.

The conducing polymer consists of polyconjugated
chains [( C C C C C C )n] with alternating sin-
gle (�-bonds) and double bonds (�-bonds). The �-electrons
are highly delocalized and easily polarizable, and these
features play important roles in the electrical and opti-
cal properties of polyconjugated systems. Moreover, the
intrinsic quasi-one-dimensional nature and the extent of
both intra- and interchain delocalization of �-electrons play
significant roles in the structural, electrical, and optical
properties of polyconjugated systems. The chemical struc-
ture of some of the well-known conducting polymers includ-
ing polyacetylene (PA), polyaniline (PANI), polypyrrole
(PPy), polythiophenes (PTs), poly(p-phenylene vinylene),
poly(p-phenylene) (PPP), polythienylene vinylene (PTV),
and others, are shown in Figure 1 [13].

Polyconjugated chains are stiff and less tractable, unlike
conventional polymers, which are highly processible. Usually
polyconjugated systems are made processible by substitut-
ing solublizable side groups to the main chain or with the
help of modified counterions in dopant species. For exam-
ple, in the case of polythiophenes, the alkyl group substitu-
tion makes them soluble, and in the case of polyaniline, the
surfactant counterion in protonic acids makes it soluble in
several organic solvents [15]. Hence by co-dissolving conju-
gated and host polymers in a suitable solvent, it is possible to
make conducting polymer nanocomposites in an insulating
polymer matrix. Also, chemical modification of guest materi-
als such as inorganic semiconductor nanoparticles (e.g., cad-
mium, selenide, and titanium dioxide) [16], fullerene (C60)
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Figure 1. Structures of various conjugated polymers.

[17], or carbon nanotubes [18, 19], can disperse well in
conjugated polymer solutions, so that nanocomposites of
these materials in conjugated polymer matrices can be pre-
pared. These types of composites have interesting optical
properties and application in optoelectronic devices.

In this chapter, a general introduction to conducting poly-
mer nanocomposites is given, with some detailed descrip-
tions for several of them. From the fundamental science
point of view, the main objective of this chapter is to tie up
the concepts of nanocomposites, conducting polymers, mor-
phology, fractal structures, percolation process, and charge
transport in novel nanosystems. In conducting polymer
nanocomposites many of the above-mentioned ideas come
together in a very interesting manner unlike in nanoparti-
cle systems. In one of the most exciting types of conducting
polymer nanocomposites the chains self-assemble to form
an interpenetrating fibrillar fractal network, which is rather
unique in nanosystems. In such a nanoscale fibrillar frac-
tal network, the electrical charge transport properties have
several interesting features. However, the optical and mag-
netic properties are not that different from those observed
in bulk systems, because it is well known that in conduct-
ing polymers the optical and magnetic properties are mainly
governed by molecular level features that are nearly identi-
cal in both macro- and nanosystems.

Among, the various conducting polymers, only for sur-
factant counterion processed polyaniline is this nanoscale
fibrillar fractal network formed well in a controllable fash-
ion and also being investigated systematically. In this unique
nanoscale fibrillar fractal network the conducting polyaniline
chains are self-assembled by subtle interactions of the poly-
mer chain, surfactant counterion, and solvent. Although a
wide range of nanostructures, from a fibrillar fractal network
to phase-segregated aggregates, can be obtained by changing
the host polymer matrix and processing parameters, among
them the most interesting morphological and electrical prop-
erties are observed only with the nanoscale fibrillar fractal
network. Hence this chapter is largely devoted to the struc-
tural and electrical charge transport properties of this spe-
cial type of polyaniline fractal nanocomposites. Moreover,
they have several interesting electrical and optical applica-
tions, as mentioned later in the chapter.

2. PREPARATION OF CONDUCTING
POLYMERS AND COMPOSITES

Usually the synthesis of conjugated polymers is carried out
by one of two procedures: chemical synthesis or electropoly-
merization. The chemical route is further subdivided into
catalytic polymerization, noncatalytic polymerization, pre-
cursor methods, and organometallic coupling. Various syn-
thetic routes for the preparation of some of the well-known
conjugated polymers are given below [20].

PA can be synthesized by the following routes: catalytic
polymerization, noncatalytic polymerization, catalytic poly-
merization of monomers other than acetylene, and pre-
cursor methods. For the catalytic polymerization routes,
five types of catalysts can be used to yield PA in the
form of a uniform film. These are Zeiglar–Natta catalyst
[Ti(o-n-C4H9�4 and (C2H5�3Al], Luttinger catalyst (NaBH
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and nickel chloride) [21], metathesis catalyst [WCl6 and
(C6H5�4Sn in toluene] [22], single component catalyst
[Cp2Ti(PMe3�2] [23], Rh and Re catalysts [e.g., Rh(COD)Cl
and Rh(NBD)Cl, where COD is cycloocta-1,5-diene and
NBD is bicyclo[2.2.1]hepta-2,5-diene] [24]. For the non-
catalytic route, irradiation of acetylene gas with ultravio-
let or ionization radiation has shown to produce PA [25].
Monomers such as 1,3,5,7-cyclooctatetraene with a metathe-
sis catalyst W[OCH(CH2Cl)2]nCl6−n-(C2H5�2AlCl (n = 2
or 3) also yield PA [26] through the ring open polymerization
reaction. The precursor route makes use of a prepolymer
that can be thermally converted to PA [27]. The process basi-
cally consists of three steps. The first step is the synthesis of
the monomer 7,8-bis(trifluoromethyl)tricyclo[4.2.2.02	5]deca-
3,7,9-triene by the thermal reaction between hexafluorobut-
2-yne and cyclooctatetraene. The second step is the
polymerization reaction carried out in presence of ring open
metathesis polymerization initiators to form a high molecu-
lar weight precursor polymer. The third step is the thermal
conversion of the precursor polymer to PA.

PPP can be synthesized by the following routes: direct oxi-
dation of benzene, direct synthesis, organometallic coupling,
precursor methods, and electropolymerization. The proce-
dure of direct oxidation of benzene consists of dehydro cou-
pling of benzene nuclei by catalyst–oxidant systems, leading
to the formation of C C bonds. The reagent for the poly-
merization is either a binary system of a Lewis acid such as
AlCl3 and an oxidant such as CuCl2 [28], CuCl [29], MnO2,
PbO2, and NO2 [30] or a simple reagent with both Lewis
acid and oxidizing properties such as FeCl3, MoCl5, AsF5,
and SbF5 [31–36]. The direct synthesis route makes use of
Bergman cyclization of enediynes followed by thermal treat-
ment of an enediyne yielding a PPP derivative with a molec-
ular weight of 1500–2000 [37]. The organometallic synthesis
is basically classified into two categories: the Yamamoto–
Colon route or Suzuki coupling. The first method makes
use of Ni(II) complexes such as NiCl42(bpy), where bpy is
2,2′-bipyridine, and NiBr2(PPh3�2 [38–43] whereas the sec-
ond method involves coupling of Pd catalysts with various
bromobenzene derivatives with benzene boronic acid [44,
45]. Precursor-based synthesis of PPP has also been carried
out. Some of the precursors are Marvel’s precursor [46, 47],
ICI precursor [48], and Grubb’s precursor [49, 50]. PPP has
also been synthesized through anodic electrochemical oxi-
dation. The electropolymerization has been carried out in
various media and electrolytes. For example, Rubinstein [51,
52] used a strongly acidic medium—an HF/H2SO4 two-phase
system. Organic aprotic media such as dichloromethane,
nitrobenzene, nitromethane, phenylacetonitrile, acetonitrile,
and propylene carbonate, along with various simple and
complex electrolytes such as P2O2, CuCl2, LiBF4 + CuCl2,
and LiAsF2 + CuCl2 [53–61], have also been used for the
electrosynthesis of PPP.

The basic synthesis procedures for PT can be con-
sidered in parallel with those for PPP. PT and poly-(3-
alkylthiophene) (P3AT) can be prepared through direct
oxidative coupling with various oxidizing agents such as
Fe(III), Mo(V), and Ru(III) [62–66]. Polyalkoxythiophenes
were prepared by Cu(ClO4�2 oxidation of bithiophenes [67].
The organometallic coupling reactions can be basically
classified into two catagories: Ni-catalyzed coupling and

Pd-catalyzed coupling. The former can be subdivided into
four methods, viz., the Yamamoto method [68], the Colon
method [69], the McCullogh method [70], and the Rieke
method [71]. The latter can be further subdivided into two
routes: the Curtis method [72] and the Stille method [73].
The most conductive PTs have been prepared electrochemi-
cally in rigorously anhydrous aprotic solvents of high dielec-
tric constant and low nucleophilicity such as acetonitrile [74],
benzonitrile [75], nitrobenzene [76], and propylene carbon-
ate [77] in the presence of small anions derived from strong
acids such as ClO−

4 , PF−
6 , BF−

4 , and AsF−
6 associated with

lithium and tetraalkylammonium cations [77–80]. Partial
crystallinity has been observed in poly-3-methylthiophene
grown in acetonitrile with CF3SO−

3 [81, 82].
For the synthesis of PPy, two routes have been used:

chemical synthesis and electropolymerization. Because pyr-
role is one of the most easily oxidized monomers, a variety of
oxidizing agents are available for the preparation of pyrrole
such as FeCl3, Fe(NO3�3, Fe(ClO4�3, Fe2(SO4�3, K3Fe(CN)6,
FeBr3, CuCl2, and CuBr2 [83–90]. Effective catalytic pro-
cesses have also been favored for mass production at low
cost and extensive post-treatment steps. CuCl/AlCl3/O2 is
a typical system [91] applied to synthesize PPy chemically.
The electrochemical synthesis method has also been adopted
for the preparation of PPy, and it is basically an oxida-
tive process. Therefore, it is of fundamental importance
that the electrode does not oxidize to compete with pyr-
role. Most PPy has been prepared with inert electrodes, such
as platinum [92], gold [93], and glassy carbon [94]. Among
the organic solvents, acetonitrile and propylene carbonate
have been most extensively used for their poor nucleophilic
characters, along with electrolytes such as tetraethylammo-
nium tetrafluoroborate and tetrabutylammonium hexafluo-
rphosphate [95, 96]. High-quality films have been obtained
even with nucleophilic aprotic solvents such as dimethylsul-
foxide, dimethylformamide, and hexamethylphosphoramide
[97–99].

Because this chapter is mainly concerned with PANI and
its composites, a detailed description of the synthesis of
PANI is given here. The anhydrous salt of LiCl was dis-
solved while 125 ml of 1.0 M HCl was stirred in to prepare
a 2.0 M salt solution. Dissolution of the salt is exothermic.
Aniline (C6H5NH2, 5.0 ml, 0.0548 mol) added to 75 ml of
the 2.0 M salt/HCl solution which was then cooled while
being stirred at 0 �C in an ice bath to obtain a homogeneous
solution. Ammonium peroxydisulfate [(NH4�2S2O8, 2.75 g,
0.0126 mol] dissolved in the remaining 50 ml of the 2 M
HCl solution and cooled to 0 �C, and then added to the
aniline/salt/HCl solution with constant stirring for 1 min.
A homogeneous solution was obtained. The temperature
remained between 0 and 3 �C throughout the entire poly-
merization reaction. By using the potential profiling tech-
nique [100, 101], which involves placement of a platinum
electrode and a saturated calomel reference electrode in
the reaction vessel to measure the potential changes dur-
ing the reaction, the open circuit potential 
Voc� was con-
tinously monitored. The synthesis was discontinued when
Voc reached a value of 0.43 V. The approximate time taken
to reach 0.43 V was 3 h. An intense blue-green precipitate
with a coppery glint was formed in each case. This precip-
itate was collected on a Buchner funnel with water (9 cm
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diameter, Whatman no. 4 filter paper) using an aspirator.
It was washed approximately 10 times with 1.0 M HCl (80 ml
portions) until the filtrate became colorless. Care was taken
to ensure that the precipitate cake was always covered by
a thin layer of the washing solution and that it was never
allowed to develop cracks during this washing process, which
would impair the washing efficiency. This as-synthesized
emarldine hydrochloride was partially dried for 15 min by
sucking air through the filter cake in the Buchner funnel,
then transferred to a Petri dish, and dried for 24 h in a des-
iccator under dynamic vacuum.

Similar to the preparation of conducting polymers, the
preparation for composites is also divided into two cate-
gories: electrochemical route and chemical route. For small-
scale preparation, the electrochemical route is used whereas
the chemical route allows large-scale synthesis of compos-
ites. The electrochemical route encompasses two methods:
electrode coating or codeposition. The former method uses
three electrodes (reference, working, and counter) in a
one-compartment cell containing the electrolyte and the
monomer solution. To obtain blends, the working electrode
is coated with a film of insulating polymer, before the anodic
deposition of conducting film. The codeposition method is
similar to the electrode coating method, but the insulating
polymer host is dissolved in the electrolyte solution, which
also contains the monomer of the conductive polymer. As
the conductive polymer film is anodically deposited on the
surface of the electrode, it becomes soaked with the insulat-
ing polymer solution. Blends of poly(vinyl chloride) (PVC)
with pyrrole [102], thiophene [103], and 3-methylthiophene
[104] can be prepared by the electrochemical method. There
are two methods for the chemical synthesis of conductive
polymer blends: mechanical mixing of the blend components
(PANI–PVC blend [105]) and polymerization of the conduc-
tive polymer in the insulating polymer matrix. An oxidizing
agent is used to polymerize the heterocyclic monomer that is
either embedded in the insulating polymer matrix or mixed
with it in a common solvent. Various PPy blends with latex
[106], poly(2-vinyl pyridine) [107], and others are prepared
by this method.

This chapter also focuses on blends of PANI; thus,
the procedures for preparation of various PANI blends
is given in detail. Conductive blends of PANI with low-
density polyethylene (PE), high-density PE, polystyrene, and
polypropylene [108] can be prepared by melt processing
of PANI doped with dodecylbenzenesulfonic acid (DBSA)
in a miniature counter-rotating double-screw extruder; this
thermoplastic blend, with conductivity values of ∼0.1 S/cm,
is commercially known as Neste complex. A PANI–PVC
blend is also prepared by the above-mentioned procedure
and is commercially known as Versicon [109]. Blends of
PANI with cellulose acetate can be prepared by two meth-
ods. In one of the methods, a fine powder of chem-
ically prepared PANI is suspended in an acid solution
of insulating polymer, and the films obtained by casting
this solution are brittle in nature. The electrode coat-
ing method was also used and it improved the adhesion
of PANI to an optically transparent electrode, facilitating
spectroelectrochemical measurements [110]. Fibrils of PANI
were prepared by the polymerization of aniline in a gel

of poly(acrylic acid) using FeCl3 as oxidant [111]. Scan-
ning electron micrography revealed a diameter of 50 nm
for the fibrils having a length of 1–5 �m. Monofilaments
of conductive fibers from a blend of PANI and poly(p-
phenylene-terephthalamide) were obtained at different con-
centrations of PANI through the process of wet-spinning
from a solution of the component polymers in sulfuric acid
into a 1 N sulfuric acid solution [112]. Electroactive polymer
blends of PANI and polystyrene or poly(methylmethacrylate-
co-butadiene-co-styrene) (MBS) are prepared via various
techniques [113]. The methods used were in-situ oxidative
polymerization in aqueous dispersion of the insulating host,
coagulation of latex of the thermoplastic in an acidic disper-
sion of PANI, or dry blending (casing from a solution con-
taining both components). A blend of polyaniline and nitrilic
rubber has been prepared by coating a platinum working
electrode with a thin film of nitrilic rubber (29% acry-
lonitrile) and polymerizing aniline by the potentiodynamic
method. Because aniline polymerization must be performed
at low pH, nitrilic rubber was chosen for its resistance to acid
attack [114]. The melt mixing procedure was used to dis-
perse PANI doped with DBSA in poly(styrene-co-butadiene-
co-styrene) (SBS rubber) [115] and thermoelastic polymer
poly(styrene-ethylene/butylene-styrene) [108]. Conductivity
values of 2 and 0.1 S/cm at volume fractions of PANI of
50 and 2%, respectively, can be obtained [108, 115]. PANI
doped with poly(p-styrene sulfonic acid) can also be viewed
as a polymer blend and can be electrochemically deposited
onto a working electrode surface using an aqueous solution
containing p-styrene sulfonic acid as an electrolyte [116].

3. CONDUCTING POLYMER
NANOCOMPOSITES

Conducting polymer nanocomposites can be prepared in
several ways. Either conjugated polymers can be dispersed
in a host matrix such as conventional polymers, inorganic
glassy materials, porous materials, on layered structures, or
molecular/nanoparticle guest materials such as C60, carbon
nanotubes, titanium dioxide, cadmium selenide, or biolog-
ical materials, can be dispersed in a conjugated polymer
matrix. Moreover, the morphology of the composite can be
easily altered by varying the self-organization/self-assembly
features of the guest–host matrix, and this also significantly
affects its physical properties. Typically, undoped conjugated
polymers are semiconductors with bandgaps varying from
1 to 4 eV. The conductivity can be varied by 10 orders of
magnitude, from insulator to metal, by doping, as shown in
Table 1 [27, 75, 117–154]. The electrical and optical proper-
ties can be fine-tuned by varying the �-electron delocaliza-
tion, interchain interactions, or disorder. Hence it is possible
to obtain a wide range of interesting electrical and optical
properties in conducting polymer nanocomposites.

Of the various types of conducting polymer nanocom-
posites, the doped conjugated polymers in the insulating
polymer matrix have been the most extensively studied. In
these composites, either the dispersion of insoluble conduct-
ing polymer particles or the formation of a tenuous inter-
penetrating network of soluble conducting polymers in an
insulating polymer matrix can be achieved. In the latter,
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Table 1. Room temperature conductivity of various doped conducting polymers [117–154].

Polymer Dopant Conductivity (S/cm)

Polyacetylene I2 105

(Naarmann route)
Polyacetylene I2 1	2 × 104

(liquid crystal)
Polyacetylene I2 103

(Shirakawa)
Polyacetylene I2 10–102

(Durham)
Polypyrrole [Ti(Obu)4–AlEt3] 1–100

I2 1–100
FeCl3 1–100
AsF5 1–100
Rb 1–100
PF6 200–1500
HClO4 4 × 102

p-Toluenesulfonic acid 200–230
HClSO3 2 × 102

ClO−
4 , BF6, TsO, and HSO4 50–200

Poly(3-methylthiophene) PF6 1975
ClO4 750

Poly(3-methylthiophene) SO3CF3 30–100
Polythiophene PF6 370

BF4 270
ClO4 10–100
AsF6 97

Poly(3-octylthiophene) FeCl3 1–180
Poly(thieneylthiophene) I2 315
Poly(p-phenylene) AsF5 500

Naphthyl K+e 50
Poly(2-butoxy-5-methoxy– FeCl3 5	7 × 102

4-phenylene vinylene)
Poly(2,5-diheptyl- SbF5 2	8 × 104

1,4-phenylene vinylene)
Poly(phenylene vinylene) FeCl3 35
Polyaniline HCl/CSA/DBSA/MSA 101–220

H3PO4 58
Diphenyl phosphate 65
Phosphoric acid 40

the aspect ratio of the conducting polymer network can be
controlled by varying the processing conditions, because the
nanoscopic level self-assembly of the conducting polymer
chains depends on molecular scale interactions. In this way,
it is possible to attain very low percolation thresholds and
also to observe a novel charge transport mechanism in these
nanoscopic networks of conducting polymer chains. More-
over, these conducting networks have interesting applica-
tions, as discussed in Section 4. Hence this chapter is largely
focused on the morphology and charge transport properties
of conducting polymer networks in an insulating polymer
matrix, although a brief overview of several other types of
conjugated polymer nanocomposites is given.

Over the past 10 years, several types of conducting poly-
mer nanocomposites with interesting electrical properties
have been prepared, for example, poly(3-octylthiophene)/
polyethylene (P3OT–PE), polyacetylene/polyvinyl butyral
(PA–PVB), poly(3,4-ethylenedioxythiophene)/polystyrene
sulfonate (PEDOT–PSS) or polyvinyl pyrrolidone (PEDOT–

PVP), and polyaniline–camphor sulfonic acid/polymethyl
methacrylate [PANI–CSA/PMMA] [155–158]. Several of
these composites show a finite conductivity at volume frac-
tions of conducting polymers as low as 1%, which is much
below the classical percolation threshold of 16% conducting
material in the matrix. To a large extent, the distribution
of conducting networks in the insulating matrix depends
on the interaction between conducting and insulating
polymers, which in turn is quite sensitive to the processing
parameters. For example, in solution and gel processing
routes the conducting polymer can get adsorbed to the
connected gel network, and this leads to the formation of
a two-dimensional network of conducting pathways in the
insulating matrix [159]. Similarly, the chemical functionality
of the guest–host matrix can influence the morphology from
fractal networks to phase-segregated granular type forma-
tions. The structure of the conducting polymer chain plays
a significant role in composite formation. The connectivity
and conductivity of network are influenced by the flexiblity
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and mobility of the conducting polymer chains in the matrix.
Either via the molecular level interaction of functional
groups in guest–host polymer chains or via cross-linking
of the guest and host polymers through covalent bonds, it
is possible to control the extent of interpenetration in the
network. In this way, the domain size, the nature of the
interfacial region, and morphology can be controlled. Some
typical examples are given in the following paragraphs.

PA is the simplest of all of the conducting polymers
because of its chemical structure, and doped films of PA
have shown conductivity on the order of 105 S/cm, typical
to that observed in conventional metals. However, PA is
intractable and unstable at ambient atmosphere. Recently,
fairly stable blends of PA were synthesized by blending it
with PVB as the host insulating polymer matrix, with con-
ductivity values of ∼1 S/cm [156].

PEDOT is another well-known conducting polymer
because of its stability, semitransparent conducting proper-
ties, wide range of bandgap tuning (1.4–2.5 eV), and proces-
sibility. PEDOT when doped with poly(styrene sulfonic acid)
(PSS) yields a soluble polyelectrolyte complex with positively
charged PEDOT chains and negatively charged PSS ions,
and it forms a fine dispersion in several solvents includ-
ing water. The conductivity of PEDOT–PSS composites can
be enhanced by several orders of magnitude (from 10−4 to
102 S/cm) under special processing conditions as mentioned
in the literature [160]. In recent years, PEDOT composites
have received a lot of attention because of their special elec-
trical and optical properties [148].

Conducting polymer blends of PPy can be prepared
by several different techniques. For example, PPy–Nafion
and PPy–PMMA are made by interfacial polymerization
[161, 162], PPy–nylon and PPy–cellulose [163, 164] are made
by vapor-phase polymerization of pyrrole in the insulating
polymer matrix containing the required oxidant, PPy–PVC
and PPy–poly(vinyl alcohol) can be prepared by solution-
phase polymerization of monomer, host polymer, and oxi-
dant in a common solvent [165, 166], and PPy–PVC and
PPy–Aramid can be prepared by electropolymerization of
the monomer adsorbed into the host matrix [167]. All of
these techniques usually yield PPy composites at ∼1 S/cm.

Nanocomposites of poly(2-methoxy, 5-(2′-ethyl-hexoxy)–
p-phenylene vinylene) (MEH–PPV) in PE can be pre-
pared by the solution or gel processing route [168]. Both
MEH–PPV and PE are dissolved in xylene at elevated tem-
peratures and form a gel upon cooling down to room tem-
peratures. Free-standing films of MEH–PPV–PE, containing
a volume fraction of MEH–PPV as low as 0.1%, can be pre-
pared by stretch orienting the gel. These films show a high
degree of anisotropy in polarized absorption and photolu-
miniscence along the direction of tensile drawing with ratios
in excess of 150:1 and 60:1, respectively. The MEH–PPV
chains are highly oriented in the PE matrix and the delocal-
ized �-electronic states are over 100 Å, which corresponds
to several tens of monomer units [168, 169].

During the last decade, much work has been carried out
in the field of conjugated polymer composite-based photo-
sensors and photovoltaic devices [170]. For example, blends

of conjugated polymers as the electron donor with C60 as the
acceptor have shown very interesting photoinduced charge
transfer processes [171–174]. A nanocomposite of a con-
ducting polymer and C60 has a high interfacial area for
efficient charge separation through the control of morphol-
ogy of phase separation in the interpenetrating network
of donor and acceptor. Polyblends of PPV and C60 have
shown a conversion efficiency of 2.9% [175]. Also, inter-
penetrating networks of two conjugated polymers, for exam-
ple, MEH–PPV as a donor and a cyano group-substituted
PPV as an acceptor have a quantum efficiency of 15%
[175]. Furthermore, quite efficient large area photodiodes
have been fabricated from these molecular-scale composites.
Also, poly(3-octylthiophene) and fullerene composites have
shown interesting photophysical properties [176]. Recently,
composites of PPV derivatives and carbon nanotubes have
improved the performance of devices, because the presence
of nanotubes can enhance the mobility of carriers [19].

Conducting polymer nanocomposites with inorganic
nanoparticles have been prepared and have several inter-
esting physical properties. For example, PPy–ZrO5, PPy–
Fe2O3, and PANI–TiO2, the dielectric properties can vary
significantly [5].

Nanocomposites of PANI or PPy with Fe2O3 have shown
interesting magnetic properties [5]. For example, laser
action has been reported in films of MEH–PPV–TiO2 in
polystyrene [177]. It has been observed that the presence of
TiO2 nanocrystals significantly narrows the emission spec-
trum of MEH–PPV. For MEH–PPV/CdS the presence of
CdS has improved the quantum yield for charge separation
[178]. CdSe dispersed in MEH–PPV has enhanced the pho-
toluminecence characteristics of the latter owing to efficient
charge transfer [179]. It has been observed that the incor-
poration of semiconductive inorganic nanocrystals such as
CdS or CdSe in MEH–PPV-based devices has improved the
device performance.

Conducting polymers such as PPy or PANI, can be incor-
porated into the porous structure of zeolite systems. Com-
posites of PPy with zeolites such as faujasite and mordenite
[180, 181] have conductivity on the order of 10−4 S/cm. PANI
has been incorporated in layered zeolites such as V2O5 ·
nH2O [182] (known as oxide bronze) to form a layered
conducting polymer–zeolite nanocomposite system, in which
the conductivity is nearly 4 orders of magnitude larger with
respect to the pristine oxide, with a room temperature con-
ductivity as high as 0.1 S/cm. Conducting polymer compos-
ites have been prepared with various types of elastomers too.
For example, blends of poly(3-methyl thiophene)/nitrile rub-
ber has been prepared by the electrode coating method, with
a conductivity of ∼0.1 S/cm [183]. Composites of poly(3,4-
dialkylpyrrole) or poly(3-alkylthiophene) with natural or
nitrile rubber have conductivity as high as 1 S/cm [183].

Among the various conducting polymer nanocomposites,
only for surfactant counterion-processed PANI systems has
a systematic and rigorous investigation been carried out. In
particular, for the PANI–CSA/PMMA fractal nanocompos-
ite, a detailed study on the morphology and charge transport
has been done, as described in Section 4.
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4. CONDUCTING POLYANILINE
FRACTAL NANOCOMPOSITES

PANI is ideal for making conducting polymer nanocompos-
ites owing to its ease of processing and inexpensive method
of synthesis with high yield, good stability, and wide variation
of conductivity. The conductivity of PANI can be varied by
10 orders of magnitude by altering the protonation level,
with a high value of conductivity of ∼500 S/cm by doping
with camphor sulfonic acid (CSA). The chemical structures
of protonated PANI (emarldine salt) and CSA are shown in
Figure 2. Emarldine base is a semirigid polymer that is spar-
ingly soluble in a few solvents such as N -methylpyrrolidone
and concentrated sulfuric acid. However, by doping emarl-
dine base with functionalized protonic acids (e.g., CSA or
DBSA) the conducting form of PANI can be made soluble
in several solvents such as meta-cresol or xylene. Function-
alized protonic acids have a chemical structure consisting of
H+(M-R)− where the counterion consists of an ionic group
such as SO−

3 and a functional group such as dodecylben-
zyl or camphor [15]. The role of the counterion (M-R)−

is to act as a surfactant in which M− attaches ionically to
the positively charged polymer and the R group imparts
solubility in solvents and also makes it processible. This
counterion-induced processibility of PANI in various organic
solvents has opened up the possibility of codissolving it with
a host polymer matrix in a suitable solvent, and this yields
a nanoscopic/molecular level control on the morphology of
the composite. This has significantly improved the electri-
cal and optical properties of PANI blends. Moreover, the
conducting PANI blends can be easily cast from solution to
obtain free-standing films and fibers.

Conducting PANI nanocomposites have been prepared
with some well-known polymers such as polymethyl-
methacrylate, nylon, polycarbonate, polystyrene, polysul-
fone, polyvinyl acetate, polypropylene, polyvinyl chloride,
and acrylonitrile–butadiene–styrene copolymer [15]. In each
of these polyblends the morphology of the PANI network
is slightly different, because the molecular level interactions
come into play and this determines the nanoscale structures.
In some of the polyblends guest–host chains are highly inter-
penetrating; whereas in others a phase-segregated structure
can be observed. For example, polyblends with ultra-high
molecular weight polyethylene, polyvinyl alcohol, or polyace-
tonitrile (PAN) are optically clear and transparent for low
volume fractions of PANI, because the typical width of PANI
interconnects in the network are less than 200 Å; as a result
the scattering loses are less [184]. Moreover, these poly-
blends can be stretched to high draw ratios, and this makes
the PANI chains well aligned within the matrix. This has
been verified by X-ray diffraction and polarized absorption
spectra studies [15]. These types of polyblends can be used
in flexible infrared (IR) polarizers. PANI chains form well-
ordered conducting lines in a PAN matrix because the chains
can be easily aligned by tensile drawing, and the scattering
losses are less in the IR range [184]. The phase-segregated
morphology in the PANI–PAN blend is being facilitated by
the polar CN groups in the host polymer, which is a classic
example to show how the molecular level interactions can
alter the morphology and physical properties of these sys-
tems. Whereas, in the less polar PMMA host matrix, the

interpenetrated nanostructure can be controlled by varying
the processing parameters such as the surfactant counte-
rions, molecular weight of PMMA, and solvents, and this
helps to investigate the interesting correlation between mor-
phology and physical properties. This correlation is rigor-
ously studied for PANI–PMMA composites, as discussed in
Section 4.1.

4.1. Morphology of PANI–PMMA
Fractal Nanocomposites

Cao and co-workers [185–188] were the first to perform a
detailed systematic study of the nature and properties of
surfactant counterion-processed PANI composites. Although
composites with several host polymer matrices have been
prepared, those with PMMA are the best in terms of
very fine controls on composition, morphology, and physical
properties. For example, by varying the molecular weight of
PMMA, the diffusion of PANI–CSA in PMMA (hereafter
PANI–PMMA) can be controlled, and this affects the for-
mation of nano- or microstructures during the slow liquid–
liquid phase separation process at temperatures around
50 �C. Hence, the dynamics of the diffusion of PANI–CSA in
PMMA plays a significant role in the formation of the self-
assembled interpenetrating fibrillar network that determines
its physical properties. For example, in optimally processed
composites with nanoscopic level intricate connectivity, it is
possible to obtain conductivity values of ∼1 S/cm for a 1%
volume fraction of PANI–CSA in PMMA, which is one of
the amazing properties of these systems. The best results
are obtained by using modest molecular weight PMMA with
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meta-cresol as the solvent. The extent of polarity of the sur-
factant counterion, host polymer, and solvent and process-
ing conditions such as temperature and solution viscosity
play significant roles in nanoscopic level morphology and the
associated physical properties.

Transmission electron micrographs of PANI–PMMA
nanocomposites containing volume fractions (f � of 0.25 and
0.5% of PANI–CSA are shown in Figure 3. These micro-
graphs clearly show the distribution pattern of PANI, as
expected for a percolating medium, with the formation of
“links” (PANI–CSA fibrils), “nodes” (intersection point of
two fibrils), and “blobs” (bundled-up dense regions), espe-
cially for 0.5% PANI–CSA. The links have diameters of
∼100–500 Å. However, as f is lowered to 0.25%, the number
of links connecting the blobs rapidly decreases, as shown in
Figure 3b. This suggests that as the links thin down, by low-
ering the volume fraction of PANI–CSA, the network falls
apart to disconnected blobs. What exactly triggers this insta-
bility and makes the network unsustainable is not yet clearly
understood. It seems that there is some critical diameter

Figure 3. Transmission electron micrographs of PANI–CSA/PMMA
blends for volume fractions, (a) f = 0	005 and (b) f = 0	0025 of PANI–
CSA. Scale: 1 cm = 50 nm. Reprinted with permission from [186],
R. Menon et al., Phys. Rev. B 50, 13931 (1994). © 1994, American
Physical Society.

around 100 Å for the links to hold the network together;
and below this number the links become fragile and a sig-
nificant volume fraction of PANI–CSA tends to stay within
the blobs. Hence, in this processing route, with several opti-
mized parameters such as the molecular weight of PMMA,
the percolation threshold volume fraction (fc� is between 0.5
and 0.25% of PANI–CSA and the conductivity near the per-
colation threshold is ∼10−3 S/cm, as shown in Figure 4 [186].
These values are quite remarkable with respect to the com-
posites consisting of intractable PANI particles dispersed in
PMMA, in which the conductivity at fc ∼8% is ∼10−8 S/cm
[186]. Moreover, it seems that the processing parameters can
be optimized further, and this could yield PANI nanocom-
posites with fc ∼0.1%, and conductivity at fc of ∼1 S/cm.

Detailed investigations of transmission electron micro-
graphs of PANI–PMMA composites have been carried out
for a wide range of compositions of PANI–CSA [186]. When
these micrographs are examined at different magnifications,
the structure of the interconnected fibrillar network appears
to be self-similar at all length scales, and this is especially
so near the percolation threshold. This finding is consis-
tent with the view that all systems exhibit self-similarity
near the percolation threshold due to its fractal structure,
which has been verified by numerical analysis of transmis-
sion electron micrographs. The numerical analysis is per-
formed by mapping the mass distribution as a function of
distance in the micrographs [186]. Usually in a homogeneous
medium, the mass M
r) increases as a function of distance
(r� from a chosen origin; for example, in two dimensions,
M
r� ∝ r2. Similarly, for a fractal structure the mass distri-
bution is given by M
r� ∝ rD, where D is the fractal dimen-
sion. Typically, M
r) is estimated by scanning and digitizing

Figure 4. (a) Conductivity versus volume fraction of PANI–CSA in
PMMA. (b) Conductivity as a function of difference from critical vol-
ume fraction. Reprinted with permission from [186], R. Menon et al.,
Phys. Rev. B 50, 13931 (1994). © 1994, American Physical Society.
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the surface area of the network as a function of succes-
sively larger scanned areas, from any arbitrary starting point
in the micrograph, which are then sampled and averaged
out, as given in [185]. The log–log plots of surface area ver-
sus distance yield straight lines, and the slope of these lines
depends on the volume fraction of PANI–CSA in the com-
posite. For example, the typical values obtained from the
above analysis for D with f = 3	7, 1.96, and 0.96% are 1.99,
1.75, and 1.53, respectively [186]. Hence, by decreasing f
of PANI–CSA toward the percolation threshold, the value
of D also decreases, and this suggests the presence of a
self-similar structure with holes on every length scale. The
estimate of D for the two-dimensional scanned slice of the
three-dimensional object is ∼1.5. The fractal dimension of
the three-dimensional network at the percolation threshold
(i.e., fc ∼0.5%) can be estimated by adding 1 to the value of
D obtained from the above analysis for the two-dimensional
slice; that is, 1 + 1	5 = 2	5. This number suggests that the
network is open, porous, and self-similar on every length
scale. Hence, this yields a large surface area for a fractal
network, which is quite useful for several applications, as
described in Section 5.

4.2. Electrical Properties of PANI–PMMA
Fractal Nanocomposites

The typical values of room temperature conductivity and
resistivity ratios �r ��r = � (4.2 K)/� (300 K)] for PANI–
PMMA composites at various f values of PANI–CSA are
presented in Table 2. The conductivity versus f plot is shown
in Figure 4. The smooth and continuous increase in conduc-
tivity as a function of f is rather special to these systems.
This suggests that as the connectivity of conducting chan-
nels gets denser, the movement of charge carriers becomes
easier. When one compares this with classical percolating
systems, in which the conductivity increases abruptly at the
percolation threshold and then quickly saturates at higher
values of f , it is possible to get very fine control of the
value of conductivity as a function of f in PANI–PMMA
nanocomposites. Hence the conductivity can be easily var-
ied by nearly 10 orders of magnitude as a function of f .
The precise determination of a percolation threshold can
be obtained by fitting the data to the well-known “scaling

Table 2. Room temperature conductivity [�(300 K)] and resisitivity
ratio [�(4.2 K)/�(300 K)] of PANI–CSA/PMMA blends at various
volume fractions (f � of PANI–CSA.

f �(300 K)(S/cm) �(4.2 K)/�(300 K)

1 200–400 1.3–10
0.67 110 13
0.33 21 19
0.12 9 30
0.04 1.8 210
0.012 0.22 2200
0.008 0.12
0.003 0.003
0.001 10−4

Source: Reprinted with permission from [186], R. Menon et al., Phys. Rev. B
50, 13931 (1994). © 1994, American Physical Society.

law” of percolation theory [i.e., �
f � ≈ �T �f − fc�t , where
�T is a conductivity constant and t is the critical exponent
(usually t ≈ 1 and 2 for two- and three-dimensional sys-
tems, respectively)] [189]. The fit is shown in Figure 4b. At
10 K, t = 1	99 ± 0	04 (fc = 0	3 ± 0	05%), which is close
to t = 2 for three-dimensional systems, although the room
temperature data give t = 1	33 ± 0	02 (fc = 0	3%), which
can be attributed to thermally assisted hopping transport of
charge carriers among the weakly connected parts of net-
work. The temperature dependence of t is an interesting
feature of PANI–PMMA nanocomposites, which is not usu-
ally observed in classical percolating systems.

The temperature dependence of conductivity of PANI–
PMMA composites for a wide range of f values (0	002 ≤
f ≤ 1) is shown in Figure 5 [186]. The temperature coeffi-
cient of resistivity (TCR) for 100% PANI–CSA is quite weak
with the typical metallic positive TCR above 150 K, and
the resistivity minima vary according to the extent of disor-
der present in the system [190]. Upon increasing the dilu-
tion of PANI–CSA with PMMA, although the negative TCR
became stronger at low temperatures, the intrinsic metallic
positive TCR of PANI–CSA at temperatures above 200 K
was observed even in samples containing volume fractions
of PANI–CSA as low as f ∼0.3%, which is remarkable. For
f > 0	006, the temperature dependence of conductivity was
weak for T > 50 K, as shown in Figure 5. The temperature
dependence of conductivity is characterized by the resistivity
ratios (�r) at various volume fractions as shown in Table 1.
For f > 0	006, the network is well connected and the bar-
rier due to disorder is rather weak at T > 50 K. However,
at very low temperatures, the charge carriers have to hop
across the random disorder potential barriers, and the expo-
nential temperature dependence of conductivity is indicative

Figure 5. Resistivity versus temperature at various volume fractions.
Reprinted with permission from [186], R. Menon et al., Phys. Rev. B 50,
13931 (1994). © 1994, American Physical Society.
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of thermally activated hopping transport among localized
states at various energy levels.

Usually in disordered systems, the low temperature
dependence of resistivity due to hopping transport is expo-
nential in behavior {i.e., �
T � = �0 exp�
T0/T �

��, where
� = 1/
d + 1� and d is the dimensionality of the system,
and T0 = q/�kBN
EF �L

3
c�, where q is a numerical coeffi-

cient, N
EF � is the density of states at the Fermi level, Lc
is the localization radius of states (rate of fall-off of the
envelope of the wavefunction of localized states) near the
Fermi level}. As temperature decreases, the average hop-
ping length �r ∼ Lc
T0/T �

�� increases as T −1/4; hence, this
type of transport is usually referred as variable range hop-
ping (VRH). In VRH, a carrier just below the Fermi level
jumps to a state just above it, and the farther it jumps the
greater is the choice of states available, and usually it jumps
to a state for which the energy !E ∼ �4	2r3N
EF ��" required
is as small as possible. Whereas in nearest-neighbor hopping
[� = �0 exp
A/kBT �] with a constant activation energy 
A�,
the average hopping length is on the order of the mean sep-
aration between localized states, and it does not vary with
temperature. The value of T0 in VRH gives an estimate of
how far the system has moved to the insulating side. More-
over, the localization length can be determined from T0,
which gives some idea about the length scale of the local-
ized wavefunctions and the extent of disorder present in the
system [13].

The values of � and T0 give some idea about the hopping
transport mechanism in disordered systems. However, for
the convoluted and multiply connected PANI–CSA network,
the complex fractal morphology plays a significant role in the
hopping mechanism. For example, in these systems the value
of � systematically increases from 0.25 to 1 upon varying f
from 0.012 to 1, which is not expected in the conventional
VRH model. Nevertheless, this behavior is expected in sys-
tems in which the fractal structure modifies the wavefunc-
tions of the localized states, and accordingly � varies as the
fractal dimensionality of the system changes. Details about
the charge transport mechanism in fractal structures, as in
PANI–PMMA, are described in [186]. Hence, conducting
polymer nanocomposites offer the possibility of investigat-
ing novel charge transport mechanisms in fractal network
structures.

Among various charge transport properties, magnetore-
sistance (MR), the change of resistance as a function of
magnetic field, which especially occurs at low temperatures,
is well known for providing additional information on the
nanoscopic scale charge transport mechanism. In particular,
this gives insight into the underlying relationship between
nanostructure and scattering and relaxation mechanisms of
charge carrier dynamics. The classical transverse MR is
mainly due to the bending of the charge carrier trajectory
by a Lorentz force, and it is proportional to the square of
the field, with the proportionality constant expressed as a
function of charge transport scattering time [185]. In typical
metals the dominant contribution to the weak positive MR
(usually less than a 5% increase in resistance at 4.2 K) is due
to the classical orbital motion of charge carriers. Moreover,
the MR gives information about the second derivative of the
density of states at the Fermi level. Because MR probes the
local charge carrier dynamics in conducting systems, the MR

data can be used to determine the nanoscopic transport
property parameters, for example, the elastic and inelastic
scattering length and scattering time. Furthermore, the MR
results are supplementary to conductivity data; hence it is
essential to check the internal consistency of the models
used to understand the charge transport properties.

The MR data at 4.2 K for PANI–PMMA nanocomposites
are shown in Figure 6 [187]. The normalized variation in
MR is plotted as a function of H2 for PANI–PMMA samples
with 0	015 < f < 0	004 that are just above the percolation
threshold, and in these the fractal structure is observed to
be prominent. The H2 dependence of the positive MR at
low fields is due to the shrinkage in the overlap of wave-
functions of localized states in the presence of a magnetic
field, which is usually observed in VRH transport. The posi-
tive MR decreases considerably by lowering f from 0.015 to
0.004, as shown in Figure 6. The MR shows a maximum at
f ∼ 0	015 at 4.2 K. As the system approaches the percola-
tion threshold, the connectivity of the network decreases; as
a result the carriers find it increasingly difficult to hop from
site to site in the presence of the magnetic field, and the
value of MR decreases considerably for f < 0	015. Whereas
for f > 0	015 the connectivity increases at higher volume
fractions, and the effect of field on hopping transport gradu-
ally decreases; hence the value of MR is less. This shows that
MR is an ideal probe to investigate the role of nanoscopic
level morphology in the charge transport properties in con-
ducting polymer nanocomposites. The detailed analysis of
MR results is described in [186].

Thermoelectric power [or thermopower 
S�] is another
phenomena to explore the charge transport mechanism in
metallic and semiconducting systems. In the thermoelec-
tric effect or Seebeck effect, a temperature gradient at the

Figure 6. Magnetoresistivity versus square of magnetic field for f =
0	015 
•�, 0.012 
∗�, 0.01 (+), 0.008 (�), and 0.006 (�). The inset
shows magnetoresistivity versus volume fraction at 4.2 K. Reprinted
with permission from [186], R. Menon et al., Phys. Rev. B 50, 13931
(1994). © 1994, American Physical Society.
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ends of a sample gives rise to an electric field opposite to
the direction of the temperature gradient [192]. Usually the
sign of thermopower is consistent with a positive or nega-
tive charge of the carrier. The diffusion thermopower (Sd�
in metallic systems is a function of the first derivative of
density of states at Fermi level. Although the temperature
dependence of thermopower [S
T �] is supposed to be linear
in metals, it is usually complicated by scattering processes.
However, in high quality metallic conducting polymers a
quasilinear temperature dependence of thermopower has
been observed down to 8 K, which is quite remarkable when
the extent of disorder present in these systems is considered.
In several conducting polymer composites a linear temper-
ature dependence of thermopower has been observed, but
only down to 100 K [13].

The S
T � of PANI–PMMA nanocomposites is shown in
Figure 7 [193]. The thermopower at room temperature is
nearly 8 �V/K for all volume fractions, and it is positive for
T > 80 K. The data show the typical metallic linear tem-
perature dependence over a wide range of volume fractions
of PANI–CSA in PMMA; however, there is a clear devia-
tion from linearity below 100 K, and this deviation increases
as f is lowered. The characteristic U-shaped dependence of
S
T � below 100 K indicates the onset of the breakup of the
conducting network into disconnected regions, and the ther-
mally activated hopping transport [Shop
T � ∝ T 1/2 for VRH]
across these regions dominates over the metallic diffusion
thermopower [Sd
T � ∝ T ]. Because thermopower is a zero
current transport coefficient, it is relatively less sensitive to
the electrical conduction paths between the disconnected
regions, and this is mainly due to the fact that nanoscopic
level thermoelectric voltages sum up together as long as the
thermal gradients take place across the conducting paths.
Hence investigating the low temperature U-shape in ther-
mopower can give some insight into how well the conducting
network is connected at the nanoscopic level. Thus S
T � is
another useful probe to investigate the correlation between

Figure 7. Thermopower versus temperature for various concentrations
(y� of PANI–CSA in PMMA: y = 100% (•), 66.6% (♦), 33.3% (�),
9.09% (∗), 4.76% (+), 2.43% (�), and 1.24% (©). Reprinted with per-
mission from [193], C. O. Yoon et al., Phys. Rev. B 48, 14080 (1993).
© 1993, American Physical Society.

morphology and charge transport mechanism in conducting
polymer nanocomposites.

5. APPLICATIONS
Conducting polymer nanocomposites are used for a wide
range of applications as indicated in the following [194]:

1. PANI nanocomposites have a wide range of applica-
tions for antistatic coating, electromagnetic interfer-
ence shielding, and anticorrosive coatings. In particular,
the fibrillar fractal network of PANI nanocomposite has
high conductivity at low volume fractions of PANI and
hence is ideal for these types of electrical applications.

2. PEDOT–PSS is most widely used by photographic
film and electronics packaging industries. An anti-
static coating of PEDOT–PSS on films (photographic/
electronics packaging) having a surface resistance less
than 109 '/m2, eliminates the risk of static charge
buildup, which may damage the films. Interestingly,
more than 100 million square meters of photographic
films are coated by PEDOT–PSS every year. Also,
PEDOT–PSS is widely used for transparent conducting
electrodes [157].

3. Conducting polymer-coated fibers such as polyester or
nylon have applications in electromagnetically camou-
flaged nets in stealth devices [183].

4. Conducting polymer composites with various nanocrys-
tals have had interesting applications in light-emitting
diodes, solar cells, lasing medium, and electrochromic
devices. For example, MEH–PPV/perylene bis(phene-
thylimide)-based photovoltaic cells show an open
circuit voltage of 0.58 V and their performance is
better than that of MEH–PPV/CN–PPV-based photo-
voltaic devices [195]; PPV/carbon nanotube-based pho-
tovoltaic devices show a quantum efficiency of 1.8%,
which is twice that of standard ITO-based devices, with
an open circuit voltage of 0.9 V [19]. Nanocompos-
ites based on MEH–PPV and TiO2 nanocrystals show
higher quantum efficiency of 12% [16]. TiO2 dispersed
in an MEH–PPV/polystyrene blend acts as a lasing
medium that shows excited emission at wavelengths of
532 and 435 nm [177]. Blends of PPy and epichloro-
hydrin and ethylene oxide (Hydrin C) show excel-
lent electrochromicity and are used in electrochromic
devices [183].

5. Networks of PANI blends filled with semiconducting
polymers can be used as grid electrodes in a polymer
grid triode [196]. The open structures of fibrillar frac-
tal networks of PANI nanocomposite have large active
surface area for devices.

6. Conducting polymer nanocomposites have shown
potential for use in molecular sensors, biosensors, and
molecular electronics applications [197, 198].

6. CONCLUSIONS
In conclusion, conducting polymer nanocomposites have
broadened the horizon of conventional polymer composites.
In usual polymer composites the physical and chemical prop-
erties of the composite are limited, and the volume frac-
tion of guest material is above the percolation threshold
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(16% volume fraction), which restricts the processibility and
mechanical properties of the composite. Moreover, it is hard
to attain uniform distribution of nano or meso particles in
composites due to various problems with compatibility, and
this usually leads to inhomogeneity in the physical proper-
ties. It is possible to overcome several of these shortcom-
ings with the breakthrough in the self-assembled fibrillar
fractal network of guest polymer chains in the host matrix.
This is very well illustrated for the conducting PANI–CSA
fibrillar fractal network in a PMMA matrix in which the
nanoscale morphology and the associated physical proper-
ties can be controlled rather well. The connected network
forms at a volume fraction of PANI–CSA as low as 0.3%,
with conductivity values of ∼10−3 S/cm. The network is
quite robust in that it remains well connected even after
the removal of the host polymer. This large open area con-
ducting fractal network is quite useful as an electrode in
various applications, for example, in polymer grid triodes.
It is possible to obtain excellent control of the electrical
and optical properties of this network by subtle variations
in the composition of the nanocomposite as demonstrated
by the temperature dependence of conductivity, magne-
toresistance, thermoelectric power, and optical transmission
features. Further molecular scale engineering and function-
alization of conjugated polymer chains, and fabrication of
this type of self-assembled fractal networks can widen the
scope of this category of nanostructured systems, which are
rather unique compared with other types of nanosystems.

GLOSSARY
Conducting polymer A long chain carbon polymer consist-
ing of alternating single and double bonds, in which delo-
calized �-electrons determine the physical and chemical
properties.
Fractal A system that looks self-similar at all length scales,
in which the dimensionality has noninteger values [integer
value means 1, 2 and 3 dimensions for Euclidean geometry].
Localization A phenomenon in which the wavefunctions
associated with the electronic states get localized, to a few
interatomic distances, by the random disorder potential fluc-
tuations so that there is hardly any overlap with nearest-
neighbor wavefunctions.
Lorentz force The force 
F� experienced by a charge car-
rier q in electric 
E� and magnetic field intensity 
B�, and it
is given by the following relation: F = q
E+ v×B� where v
is the velocity of charge.
Magnetoresistance The variation of resistance as a func-
tion of magnetic field. It is mainly due to the bending of
charge carrier trajectory by Lorentz force, which is usually
proportional to the square of the field, with the proportion-
ality constant expressed as a function of scattering time.
Nanocomposite A nearly homogenous mixture of two or
more components, in which the physical size of components
is typically below 100 nm, and this imparts special size-
dependent properties.
Percolation threshold The minimum volume fraction of
guest component in a composite, at which the physical prop-
erties increase by several orders of magnitude due to the
connectivity of guest material. For example, for conducting

spherical particles, at around 16% volume fraction, the elec-
trical conductivity increases by several orders of magnitude.
Resistivity A basic property of a material that signifies the
measure of resistance offered by it to the flow of charge
carriers. Resistivity (�) is defined as � = R
A/l�, where R
is the resistance, l is the length of the sample, and A is the
cross-sectional area. The SI unit is ' · m.
Thermopower In the Seebeck effect, a temperature gradi-
ent at the ends of a sample gives rise to an electric field
in the opposite direction as the temperature gradient. It
is a measure of the rate of change of potential difference
across a material as a function of unit change in temperature
gradient.
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1. INTRODUCTION
Rechargeable cells are key components in mobile technolo-
gies, such as portable consumer electronics and electric vehi-
cles [1]. A search for batteries that provide high energy
density and multiple rechargeability has been a subject of
considerable attentions. Even though battery technology
developed one hundred years ago, progress and improve-
ments in technology have been slow, particularly when com-
pared to the growth of computer technology [2].
A Li-based battery provides a high density and flexibility

of design. Today’s lithium battery has a high specific energy
(>130 W h kg−1), a high energy density (>300 W h L−1),

1 Permanent address: Department of Physics, Bandung Institute of
Technology, Jalan Ganeca 10 Bandung 40132, Indonesia.

high cell voltage (3.5 V), as well as a long cycle life
(500–1000) charge/discharge. Worldwide production of such
devices exceeded 200 million in 1997 and it will be approx-
imately three times that number during 2001 [1]. Since
lithium produces an explosion reaction with water-based
electrolytes, a search for nonaqueous electrolytes is critically
important to the production of the next-generation lithium
battery, using electrolytes in an solid phase in an effort to
develop more environmentally friendly materials. Polymer
electrolytes are potential candidates for replacing the con-
ventional aqueous electrolytes in lithium batteries. Polymers
containing esters, ethers, or mixtures thereof which have the
ability to dissolve salts are the base materials for polymer
electrolytes. Polymer electrolytes are generally prepared by
mixing high molecular weight polymers (HMWPs) with a
salt solution. The polymer serves as solid solvent, thus per-
mitting the salt to dissociate into anions and cations. Since
the mass of a cation is much smaller than that of an anion,
the electrical conductivity is dominated by cation transfer.
Lithium salts are usually used for this purpose since they
are the most electropositive of materials (−3�04 V relative
to the standard hydrogen electrodes) as well as the lightest
metal (atomic mass 6.94 g/mol, and density 0.53 g/cm3) and
thus facilitate the design of storage systems with high energy
density (Watt hour/kg) [1]. Table 1 shows a comparison of
the electrochemical properties of several metals.
Until presently, however, no polymer electrolyte-based

lithium batteries are commercially available in the market.
Therefore, worldwide research is being focused on the devel-
opment of high power and high energy density polymer elec-
trolytes with a major attention to safety, performance, and
reliability. A battery contains two electrodes: positive and
negative (both sources of chemical reactions), separated by
an electrolyte that contains dissociated salts through which
ion carriers flow. Once these electrodes are connected to
external circuits, chemical reaction appears at both elec-
trodes to result in a deliverance of electrons to the external
circuits. The properties of a battery thus strongly depend on
the electrolyte, anode, and cathode. With the use of poly-
mer electrolytes in lithium batteries, high specific energy and
specific power, safe operation, flexibility in packaging, and
low cost in fabrication as well as low internal voltage drop
at relatively large current withdraw is expected [3].
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Table 1. Electrochemical properties of several metals that have poten-
tial applications for use in batteries.

Atomic weight Valence Specific charge Electrode
Metal [g/mol] charge [A h kg−1] potential [V]

Li 6�94 1 3862 3�05
Na 22�99 1 1166 2�71
Mg 24�31 2 2205 2�38
Zn 65�38 2 820 0�76
Cd 112�41 2 477 0�40
Pd 207�20 2 250 0�13

Realization of commercial polymer electrolyte batter-
ies is actively investigated in many companies worldwide.
A major effort to develop advanced polymer batteries for
electric vehicles began in the early 1990s by 3M and Hydro-
Quebec [4]. The battery contains a lithium metal anode, a
polyethylene oxide (PEO)-based polymer electrolyte, and a
vanadium oxide (VOx) cathode. The reversibility of lithium
intercalation and deintercalation in the VOx is quite good
but the average discharge of the cell is low. PolyPlus Bat-
tery company in the United States is developing poly-
mer electrolyte-based lithium battery which would operate
at room temperature with specific energy as high as 500
W h kg−1 [3]. In a prototype cell, using cathode made of
lithium intercalated disulfide polymer, a specific energy as
high as 100 W h kg−1 and charge and discharge cycles almost
reproducible for over 350 cycles were observed at 90 �C [5].
Moltec company reported a specific density of 180 W h kg−1

for an AA-sized battery based on organosulfur cathode [6].
Ultrafine Battery company reported a room-temperature
solid polymer battery based on intercalation type electrode
with a specific energy 125 W h kg−1 and charge/discharge
cycling time of 500 [3]. This performance is still below the
consumer expectation threshold. In 1995, Turrentine and
Kurani in the United States did a survey on demand for
alternative fuel cell for vehicles and found that consumers
agreed to buy electric vehicles which would run for at least
200 km per battery [7].

2. CONDUCTIVITY ENHANCEMENT
IN POLYMER ELECTROLYTES

It is believed that in the polymer electrolytes, the cations
are coiled by polymer segment leaving the anions to occupy
separate positions [8]. Battery performance is limited by the
speed of cation diffusion. The transport of cations takes
place if there is a relaxation of the polymer segments so
that cations are released from a segment and then occupy
another segment. Segmental relaxation requires the pres-
ence of free volume in the polymer matrix, a condition that
can be attained if the polymer is in an amorphous state.
Unfortunately, most HMWPs crystallize at ambient temper-
atures. Ions are transported with difficulty in a crystalline
matrix since no chain relaxation occurs and, as a result, the
conductivity of polymer electrolytes in this phase (at ambi-
ent temperature) is depressed. The transport of ions in this
state is dominated by the jumping of cations to the nearest
location, which depends on the blocking potential (activa-
tion energy). This is similar to the jump of charge carriers in

crystalline solids. The characteristic time for jumping is pro-
portional to the exponential of the blocking potential. This
results in a conductivity of the order of 10−8 S/cm, a value
that is far below the desired value of about 10−4 S/cm [9].
When it enters the amorphous state, that is, at temperatures
above the melting point, a high conductivity appears. For
a commonly used polymer, that is, polyethylene oxide, the
melting temperature is 65 �C. This is, of course, impractical
since the operating temperature for most electronic devices
is room temperature. In addition, at temperatures above the
melting point, the polymer becomes soft, causing the solid-
state properties to degrade. Initiated by the work of Wright
and Armand [10–12], several kinds of polymer electrolytes
have been intensively investigated around the world. Table 2
displays examples of polymer electrolytes and their mea-
sured conductivities at 20 �C [13].
Improvements in the electrical conductivity of poly-

mer electrolytes at ambient temperature is therefore of
critical importance for technological applications. Several
approaches have been explored to realize this aim. Some
frequently used methods will be explained briefly here.

2.1. Preparing Low Degree
of Crystallinity Polymers

By considering that the presence of amorphous state is
strictly important for improving the conductivity, the main
strategy is to enhance the amorphous state at low tem-
peratures. The first approach is to prepare low degree of
crystallinity polymer from initial. It includes cross-linking
of two polymers [13, 14], synthesis of new polymer, cross-
linking high molecular weight polymer through �-irradiation
[15, 16], addition of plasticizers in polymer electrolytes, addi-
tion of fillers, and bending of two polymers [17, 18]. Another
strategy is to prepare an amorphous polymer so as to obtain
a polymer that is composed of four to five monomeric units.
For this system, the chains must be sufficiently long to effec-
tively complex cations but too short to crystallize at low tem-
peratures. Thus the matrix would still be in the amorphous
state even at low temperatures. The polymer host serves as
a solvent and does not include any organic liquids.

2.2. Addition of Side Chains

An alternative way to decrease the crystallinity of polymer
matrix is to introduce side chain to the polymer main chain.
Theoretically, chain ends and branch can be thought of as
impurities, which depress the melting point of the polymer.
Simple mathematical formulation can be used to explain the
melting point lowering by the presence of chain ends and
branch. If Xi is the mole fraction of impurities (chain ends,
side chains, and branch), then the melting point of polymer,
Tm, decreases according to [19]

1
Tm

− 1
T om

= R

�Hu

ln�1−Xi� (1)

where T om = melting point of polymer containing only poly-
mer chain with infinite chain length, R = gas constant,
and �Hu = enthalpy of fusion per mole of repeat unit.
Chung and Sohn showed that the XRD intensity of polymer
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Table 2. Examples of polymer electrolytes with their corresponding electrical conductivities at 20 �C.

Example polymer Conductivity
Polymer host Repeat unit electrolyte (S/cm) at 20 �C

Poly(ethylene oxide), PEO (PEO)8:LiClO4 10−8
CH2CH2O n——

Poly(oxymethylene), POM POM:LiClO4 10−8
CH2O n——

Poly(propylene oxide), PPO (PPO)8LiClO4 10−8
(CH3)CH2CH2O n——

Poly(oxymethylene- (POO)25:LiCF3SO3 3×10−5
oligo-ethylene), POO

(CH2O)(CH2CH2O) n——

Poly(dimethyl siloxane), DMS DMS:LiClO4 10−4
(CH3)2SiO n——

Unsaturated ethylene UP:LiClO4 10−5

Oxide segmented, UP (EO:Li+ = 32 � 1)
HC=CH(CH2)4O(CH2CH2O)n(CH2)4 x——

Poly[(2-methoxy)ethyl (PMEGE)8:LiClO4 10−5

glycidyl ether], PMEGE CH2CHO

CH2(OCH2CH2)2OCH3

n———

Poly[(methoxy) poly(ethylene PMG22:LiCF3SO3 3×10−5
glycol)] methacrylate, PMGn

(EO:Ll+ = 18�1) CH2C

(CH2CH2O)xCH3

C

O O

CH3

n—

—

—
—

———

—

(PEO-PPO-PEO)-SC (PEO-PPO-PEO)-SC: 1–3×10−5
SC = siloxane crosslinked LiClO4 (4:1 molar)

CH3 CH3

CH3 CH3

O O

— —

— —PEO–(CH2)3–Si–O–Si–(CH2)3–PEO
— —

— —PEO–(CH2)3–Si–O–Si–(CH2)3–PEO

PEO grafted polysiloxane, PGPS PGPS:LiClO4 10−4

SiO

CH2CH2PEO

CH3

n—

—
——

Poly[bis-2-(2-methoxyethoxy) (MEEP)4:LiBF4 2×10−5
ethoxy]phosphazene,MEEP (MEEP)4:LiN(CF3SO2)4 5×10−5

(MEEP)4:LiC(CF3SO2)4 10−4P=N

OCH2CH2OCH2CH2OCH3

OCH2CH2OCH2CH2OCH3

n——
—

—

decreases with the increase in the length of chain of comb-
shaped polymer [20].
Despite depressing the melting point of polymer, the pres-

ence of side chain also promotes the solvating of a salt
as reported by Ikeda and co-workers [21, 22]. The side
chain has shorter relaxation time compared to the main
chain. The coupling of the side chain with the ion carrier,
therefore, results in an increase in the conductivity. Watan-
abe et al. designed comb-shaped polyether host with short
polyether side chain [23]. However, the mechanical prop-
erties decreased even as the conductivity increased. High
conductivity with good mechanical properties was obtained
by designing a polymer of high molecular weight with tri-
oxyethylene side chain as reported also by Ikeda et al. [24].
With 18 mol.% of side chain, the conductivity was measured
to be 1.5 × 10−4 S/cm at 40 �C and raised to 1.4 × 10−3 S/cm
at 80 �C.
Composite of polymer with room-temperature molten slat

is also an interesting approach to improve the conductivity of
polymer electrolytes. Watanabe et al. reported the composite

consisting of chloroaluminate molten salt that possesses a
conductivity of 2 × 10−3 S/cm at 303 K [25, 26]. However,
the disadvantage of chloroaluminate is its hygroscopic prop-
erties such that it is impractical in application. The use of
non-chloroaluminate molten salt, therefore, is required to
avoid the hygroscopic problem. Tsuda et al. reported a con-
ductivity of 2.3 × 10−2 S/cm in composite of polymer and
room-temperature molten fluorohydrogenates [27].

2.3. Addition of Plasticizers

Another approach to improve the conductivity is by addi-
tion of additional material into the host polymer. This
approach appears to be the simplest since a pre-produced
polymer can be used to make the polymer electrolytes. Pre-
viously, low molecular weight polymers were usually used to
reduce the operation temperature of polymer electrolytes.
The low molecular weight polymers which were added to
the matrix of HMWP to reduce the crystallinity at low
temperatures are frequently known as liquid plasticizers.
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Feullade and Perche demonstrated the idea of plasticizing
the polymer with an aprotic solution containing alkali metal
salt in which the organic solution of the alkali metal salt
remained trapped within the matrix of solid polymer matrix
[28]. Such mixing results in formation of gels with ionic con-
ductivity close to the liquid electrolytes. Less evaporating
solvents such as ethylene carbonate (EC), propylene car-
bonate (PC), dimethyl formamide (DMF), diethyl phthalate
(DEP), diethyl carbonate (DEC), methyl ethyl carbonate
(MEC), dimethyl carbonate (DMC), �-butyrolactone (BL),
glycol sulfide (GS), and alkyl phthalates have been com-
monly investigated as plasticizers for the gel electrolytes.
Figure 1 shows the effect of plasticizer content tetraglyme

(tetraethylene glycol dimethyl ether) on the glass temper-
ature of a system of PEO-co-PPO (3:1):LiClO4 [29]. The
decrease in the glass temperature can be simply explained
using a Fox equation:

1
Tg

= W1

Tg1
+ W2

Tg2
(2)

where W1 and W2 denote the weight fractions of compo-
nent 1 and component 2, respectively, and Tg1 and Tg2 are
their corresponding glass transitions. This equation tells that
the glass temperature of the composite locates between the
glass temperature of the components. This relation is also
applicable for copolymer where Tg1 and Tg2 denote the glass
temperature of polymers forming the copolymer. Reduc-
tion in the glass temperature means the enhancement in the
amorphous state at low temperature, and therefore improves
the conductivity at low temperatures. Figure 2 shows the
enhancement of conductivity by the addition of plasticizer
tetraglyme on the system of PEO-co-PPO (3:1):LiClO4,
measured at 25 �C [29]. The decrease in the glass transi-
tion results in the improvement in the fraction of amor-
phous state at room temperature, therefore improving the
conductivity.
However, an improvement in conductivity is adversely

accompanied by a degradation in solid-state configuration
and a loss of compatibility with the lithium electrode [9],
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Figure 1. Effect of plasticizer weight fraction on the glass temperature
of a PEO-co-PPO (3:1):LiClO4 using plasticizer tetraglyme (tetraethy-
lene glycol dimethyl ether). Data points were derived from [29], D. R.
MacFarlene et al., Electrochim. Acta 40, 2131 (1995).
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Figure 2. Effect of plasticizer weight fraction on the conductivity at
25 �C of a PEO-co-PPO (3:1):LiClO4 using plasticizer tetraglyme
(tetraethylene glycol dimethyl ether). Data points were extracted from
[29], D. R. MacFarlene et al., Electrochim. Acta 40, 2131 (1995).

particularly when the fraction of plasticizers is too high.
For example, the modulus of elasticity and elastic strength
significantly decreases by addition of plasticizers. This is
because the plasticizers are usually low molecular weight
polymer having low mechanical strength. Therefore, addi-
tion of plasticizers decreases the mechanical strength of the
host polymer. Figure 3 shows the effect of plasticizer tro-
glyme content on the elastic modulus and tensile strength
of PEO-co-PPO (3:1):LiClO4 [29]. The use of moderate or
large quantities of plasticizer results in the production of
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Figure 3. Effect of plasticizer weight fraction on the modulus of a PEO-
co-PPO (3:1):LiClO4 using plasticizer tetraglyme (tetraethylene glycol
dimethyl ether). Data points were extracted from [29], D. R. MacFar-
lene et al., Electrochim. Acta 40, 2131 (1995).
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gel electrolyte. The presence of some plasticizer may also
give rise to problems caused by its reaction with the lithium
anode. The poor mechanical stability was accounted to be
mainly due to the solubility of the polymer matrix in the
plasticizer [30]. Cross-linking of the polymer with ultraviolet
radiation [31], thermally [32], by photopolymerization [33],
or electron beam radiation polymerization [34] was found
to reduce the solubility of polymer in the solvent and also
helped to trap liquid electrolytes within the polymer matrix.

3. DEVELOPMENT OF POLYMER
ELECTROLYTE NANOCOMPOSITES

Currently, one popular approach to improve the conduc-
tivity involves dispersing ceramic fillers (solid plasticizers)
in the polymer matrix, producing what is currently known
as composite polymer electrolytes. This approach was first
introduced by Weston and Steele [35]. Ceramic filler was
used to reduce the glass transition temperature and crys-
tallinity of the polymer and thus allow the amorphous
polymer to maintain the liquid-like characteristic at the
microscopic level. Ceramic fillers that are frequently used
have particle sizes in the range of about several ten nano-
meters up to several micrometers. Fortunately, such filler
materials are commercially available in various sizes at low
prices. Figure 4 shows the effect of filler content on the con-
ductivity of polymer electrolytes PEO:LiClO4 [9]. Table 3
displays examples of polymer electrolyte nanocomposites
and their conductivities at around room temperature.
The inorganic filler also acts as a support matrix for the

polymer, so that even at high temperature, the composite
remains solid. However, at the microscopic level, it main-
tains a liquid-like structure, which is important for suffi-
cient conductivity. The filler particles, due to high surface
area, prevent the recrystallization of polymer when annealed
above the melting point. The acid-base interaction between
the filler surface group and the oxygen of the PEO leads to
a Lewis acid characteristic of the inorganic filler and favors
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Figure 4. Arrhenius plot of electrical conductivities of: (solid) ceramic-
free PEO:LiClO4, (triangle) PEO:LiClO4 containing 10 wt.% Al2O3

(5.8 nm), and (square) PEO:LiClO4 containing 10 wt.% TiO2 (13 nm).
Data points were extracted from [9], F. Croce et al., Nature 394, 456
(1998).

Table 3. Examples of polymer electrolyte nanocomposites with their
corresponding electrical conductivities at around room temperature.

Conductivity
at around

Polymer electrolytes Fillers rt (S/cm) Ref.

PEO:LiBF4 nano-sized-Al2O3 ∼10−4
micro-sized-Al2O3 ∼10−5 [36]

PEO:LiCIO4 SiC ∼10−7 [37]
EO-co-PO:LiCF3SO3 Li1�3Al0�3Ti1�7(PO4)3 ∼2×10−4 (40 �C) [38]
Brached-poly(ethylene silica (12 nm size) ∼10−7 [39]
imine):H3PO4

PEO:LiClO4 �-Al2O3 ∼10−5 [40]
PEO:LiClO4 AlCl3 ∼10−5 [40]
PEO:LiClO4 NNPAAM >∼10−5 [40]
PEO-PEG:LiI Al2O3 ∼10−6 [41]
PEO-PMMA:EC:LiI Al2O3 ∼10−8 [41]
PEG:LiCF3O4 SiO2 ∼10−5 [42]
PEG:LiCF3O4 C12H25OSO3Li ∼5× 10−5 [43]

coated-SiO2

EC:PC:PAN:LiAsF6 porous zeolite ∼10−3 [44]
PEO:LiClO4 AlN, BaTiO3, Bi2O3 ∼10−7–10−6

B4C, BN, CaSiO3

CeO2, Fe2O3, MoS2,
PbTiO3, Si3N4,

PEO:LiClO4 carbon black [46]
PEO:Li[(SO2CF3)2N] �-LiAlO2 ∼4× 10−6 [47]
PEO:PMMA:EC:LiI MgO ∼10−7 [48]
PEO:AgSCN Al2O3 ∼8�8× 10−4 [49]
PEO:AgSCN Fe2O3 ∼1�1× 10−5 [50]
PEO:AgSCN SO2 ∼3× 10−6 [51]
PEO:NaClO4 Na2SiO3 ∼2 × 10−6 [52]
PEO:LiCF3SO3 mineral clay ∼10−3 [53]
PEO:NH4I PbS ∼0�99× 10−6 [54]
PEO:NH4I CdS ∼0�96× 10−6 [54]
PEO:NH4I PbxCd1−xS ∼0�63–0�84× 10−6 [54]

the formation of complexes with PEO. The filler then acts
as cross-linking center for the PEO, reducing the tension of
the polymer for self-organization and promoting stiffness.
On the other hand, the acid-base interaction between the
polar surface group of the filler and electrolyte ions probably
favors the dissolution of the salt.
Another potential application of polymer electrolyte

nanocomposites is for making solar cells [55]. Dye-sensitized
solar cells have attracted great scientific and technologi-
cal interest as potential alternatives to classical photovoltaic
devices. The cell operation mechanism involves absorp-
tion of visible light by the chemisorbed dye, followed by
the electron injection from the excited synthesizer into the
semiconductor conduction band. The selection of liquid
electrolytes, usually containing organic solvent such as ace-
tonitrile and propylene carbonate, assures the perfect regen-
eration of the dye by direct interaction of the dye oxidized
state and I−/I−3 redox couple and leads to impressively high
solar-to-electrical conversion efficiencies (7–11%) [56, 57].
However, the stability and long-term operation of the cell
are affected by solvent evaporation or leakage. Thus com-
mercial exploitation of these devices needs the replace-
ment of the liquid electrolyte by a solid charge transport
medium, which not only offers hermetic sealing and stabil-
ity but also reduces design restriction and endows the cell
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with shape choices and flexibility. Katsaros et al. investi-
gated solid-state dye-sensitized solar cells using composite
polymer electrolytes using PEO and TiO2 in the presence
of I−/I−3 redox couple [55]. Initially, dye:Ru(dcbpy)2(NCS)2
(dcbpy is 4,4’-dicarboxylic acid-2-2′-bipyridine) was attached
on the surface of TiO2 nanoparticles by immersion of the
TiO2 thin-film electrode overnight in ethanolic solution of
the complex, followed by drying. The functionalized TiO2
nanoparticles, I−/I−3 , and PEO were put in acetonitrile, fol-
lowed by heating and drying to evaporate the solvent. Maxi-
mum incident photon to current efficiencies as high as 40%
were obtained at 520 nm, only two times lower that than
obtained using liquid electrolytes [58]. The overall conver-
sion efficiency was 0.96%. For all-solid-state devices, such
efficiency can be considered to be sufficiently high [59].

4. PREPARATION METHODS
Now we will briefly explain several methods of preparation
of polymer electrolyte nanocomposites that are commonly
used. Which method should be used, of course, depends on
the materials and the form of sample to be formed. One
method can only produce sample in the form of thick film,
and another one can produce a sample in the form of film
of submicrometer thickness.

4.1. Casting Method

This method is frequently used due to its simplicity. It can
produce polymer film from several micrometers up to sev-
eral millimeters thickness. Generally, this method includes
the following steps:

(a) dispersion of ceramic fillers in a salt solution,
(b) addition of a specified amount of polymer to the

mixture,
(c) mixing by means of stirrer or ultrasonic equipment to

disperse the particles homogeneously in the polymer
matrix,

(d) casting the mixture on a substrate,
(e) finally drying in vacuum or in an atmosphere of argon.

All these steps are usually performed in a glove box filled
with argon gas and excluding oxygen and water to levels
below 20 parts per million (ppm), to avoid the possible
occurrence of a “dangerous reaction” between water and
lithium. The solvent must be water-free and should be com-
mon solvent for both the salt and the polymer. Since the
melting point of several polymers is as high as 65 �C, the
solvent must also easily evaporate so that drying can be per-
formed at temperatures of around 65 �C. Organic solvents
such as acetonitrile, cyclopentanone, and propylene carbon-
ate, plus inorganic solvents such as thionyl chloride (SOCl2),
are typically used.
Sometimes, the insertion of salt is performed after cast-

ing the film. For example, Ardel et al. prepared PVDF
2801 (Kynar)-based polymer electrolyte composites accord-
ing to the following steps [60]. First, Kynar was dissolved
into cyclopentanone. Nanoparticles of silica were added and
the mixture was mixed for 24 h at room temperature to get
homogeneous slurry. After complete dissolution, the slurry
was cast on the Teflon support and spread with the use of

doctor blade technique. To prevent surface irregularities, the
film was then covered with a box pierced with holes that
allowed a slow evaporation of the cyclopentanone. After
complete evaporation of the cyclopentanone, the polymer
membrane was soaked in a lithium ion solution for 48 h.
Several fresh lithium solutions for each soaking can be used
to ensure a complete impregnation of lithium ion into the
membrane.

4.2. Spin Coating

The spin-coating method is very similar to the casting
method. Instead of casting the film on a substrate, in this
method, the mixture is dropped on a substrate and placed
in a spin coater that can be rotated at adjustable rota-
tion speed. The film thickness can be controlled easily by
adjusting the viscosity (concentration) of the mixture and
the speed of rotation. However, this method is only avail-
able if the viscosity of the mixture is not too high. For a gel
mixture, the spin coater rotation is not enough to spread the
mixture droplet to form thin film.

4.3. Hot Press

Hot press technique equipment is illustrated in Figure 5.
The equipment consists of: (A) weighing cylinder, (B) heat-
ing chamber, (C) basement, and (T) temperature controller.
Proper amounts of polymer, salt, and filler are mixed in a
mortar for about several minutes. The powder mixture is
then sandwiched between two sheets of Mylar or other mate-
rials, and positioned inside the heating chamber that is con-
trolled at temperatures lightly above the melting point of the
polymer. If PEO is used as polymer matrix, temperature of
80 �C is suitable [61]. The sample is then pressed overnight
with a pressure that can be controlled by weighing cylinder.
After heating and pressing, the sample is then slowly cooled
to room temperature. The sample is then separated from
the Mylar sheet and placed in a glove box.

T

A

B

C Sample

Figure 5. Illustration of hot press equipment: (A) weighing cylinder,
(B) heater, (C) base, and (T) temperature controller.
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4.4. In-situ Preparation

In-situ preparation explained here is the preparation of
nanoparticles in the polymer matrix. Mikrajuddin et al.
produced polymer electrolytes of polyethylene glycol with
lithium ion by in-situ production of ZnO nanoparticles
in the polymer matrix [62, 63]. The preparation methods
will be briefly described as follows. Zinc acetate dihydrate,
(CH3COO)2Zn · 2H2O 0.1 M in 100 mL ethanol 99.5, was
heated with stirring in distillation equipment at tempera-
ture of 80 �C to produce about 60 mL condensate and
40 mL of hygroscopic solution. Lithium hydroxide monohy-
drate, LiOH ·H2O, of various concentrations was suspended
in 40 mL ethanol and stirred until all the granular material
dissolved. Polyethylene glycol (PEG) (Mn = 2,000,000) was
suspended into each LiOH solution and then stirred with
heating at around 60 �C until homogeneous gel-type mix-
tures were obtained. The mixture temperatures were then
left to go down several minutes, after which 10 mL of hygro-
scopic CH3COO2Zn · 2H2O solution was added into each
mixture. The new mixtures were then homogeneously mixed
and then dried in an oven that was kept at temperature of 40
�C during three days. The schematic of sample preparations
is displayed in Figure 6.
There are many differences between the present method

and the commonly used ones. In the present approach:
(a) Nanoparticles are grown in-situ in polymer matrix.
(b) The size of dispersed particles is controllable. (c) Ion
carriers are inserted in-situ in the polymer matrix during
the growing process. (d) Finally, since the grown nano-
particles are luminescent, we obtain a new class of polymer
electrolytes, namely luminescent polymer electrolytes with
nanoparticles as luminescence centers. Based on the TEM
picture, we found that the size of ZnO nanoparticles was
5 nm.

ZnAc2•2H2O

EthanolEthanol

LiOH•H2O

PEG

Dried at
40°C,
3 days

Mixed
at 60°C

Distilled
at 80°C

Cooled
at 0°C

Mixed
several
minutes

Mixed
around
10 min

Left
cooling

unused

ZnO nanoparticles
are formed in the
polymer matrix

Characterizations

Condensate
(60%)

Hygroscopic
solution (40%)

Figure 6. Diagram of in-situ preparation of PEG:Li containing nano-
particles of ZnO. Adapted with permission from [62], Mikrajuddin
et al., J. Electrochem. Soc. 149, H107 (2002). © 2002, Elsevier.

Chandra et al. produced polymer electrolytes PEO:NH4I
containing nanometer-sized semiconductor particles PbS,
CdS, PbxCd1−xS [54]. Methanolic solution of PEO and
NH4I was first stirred roughly at 40 �C for 8–10 h, which
resulted in viscous solution of the ion conducting complexes
of PEO/NH4I. To this solution, a solution Pb(CH3COO)2,
Cd(CH3COO)2, or Pd(CH3COO)2 + Cd(CH3COO)2 in a
desired fraction was added. The stirring was continued until
the viscosity was back to the value it was before adding the
acetate compounds. Subsequently, H2S was bubbled through
it giving PbS, CdS, or PbxCd1−xS. The final viscous solution
was poured in a petri dish for obtaining solution-cast film.
Then the film was dried in vacuum.

5. IMPORTANT PARAMETERS
To bring polymer electrolytes as well as polymer electrolyte
composites, these materials should provide enough values of
several properties as follows.

5.1. Electrical Conductivity

Conductivity defines the density of current that can be trans-
ported in the material by applying a certain electric field. If
electric field E is applied in the material, the current density
will be proportional to the applied electric field, where the
proportional constant is the conductivity, or,

J = �E (3)

with J the current density (A/m2) and � (S/m or S/cm) the
electrical conductivity. It is clear that high conductivity mate-
rial will produce high current density upon applying a certain
electric field. The value of conductivity is determined by the
density of mobile ions (ion carriers) in the material (n), the
scattering time of the ion (�), the ion charge (q), as well as
the mass of ion carrier (m), according to a relation

� = nq2�

m
(4)

This equation gives the reason why most polymer elec-
trolytes use lithium ions as ion carriers. The mass of lithium
is the smallest among all metals, so it produces the highest
conductivity.
For industrial application, the conductivity of polymer

electrolytes must be as high as 10−2 S/cm. However, until
presently, this conductivity can only be achieved at high tem-
peratures in which the polymer is present in the soft phase,
or even liquid phase. The conductivity at room temperature
of most reported polymers is still below 10−4 S/cm.

5.2. Transference Number

Since the electrochemical process in lithium batteries
involves the intercalation and de-intercalation of lithium
cations throughout host compound lattice, solid polymer
electrolytes with cation transference number (t+) approach-
ing unity are desirable for avoiding a concentration gradi-
ent during repeated charge-discharge cycles. The reported
t+ value for dried polymer electrolytes range from 0.06 to
0.2 [64]. For a gel polymer system, t+ value of 0.4–0.5 has
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been found for poly(bis-methoxy ethoxy)phosphazene [65],
and 0.56 in a system of UV-cured gel polymer electrolytes
based on polyethylene glycol diacrylate/polyvinylidene fluo-
ride [66].
Transference number of a particle is defined as the ratio

of the conductivity due to it and the total conductivity.
Assume the total conductivity � is due to ionic, �ion, and to
electronic, �e, then

� = �ion + �e (5)

The ionic and electronic transference numbers are then

ti =
�ion
�

(6)

and

te =
�e
�

(7)

For pure ionic, ti = 1, and for pure electronic, te = 1. For
polymer electrolyte composites, a general condition satisfied
is 0 < ti� te < 1.

5.3. Crystallinity

Crystallinity plays an important role in determining the
conductivity of polymer electrolytes. At crystalline phase,
the transport of ion carriers is very difficult so that the
conductivity is very low. At amorphous phase, there is a
segmental motion of polymer chain that also assists the
displacement of ions. As a result, the transport of ions is rel-
atively easy. Thus, high conductivity will result. One major
route to improve the conductivity of polymer electrolytes
is by increasing the fraction of amorphous states. Addition
of ceramic fillers, addition of plasticizer, and production of
branch polymer are efforts to improve the amorphous state
in the polymer.

5.4. Mechanical Strength

One objective of the use of polymer electrolyte is to make a
battery or fuel cell with a strength comparable to that of liq-
uid electrolytes. Therefore, it is expected that the improve-
ment of conductivity is not accompanied by a decrease in
the mechanical strength. It is why the addition of ceramic
filler has received more attention, since the conductivity and
the mechanical strength can be improved simultaneously.
In contrast, the use of liquid plasticizer, although it can
enhance the conductivity much higher than the addition of
ceramic filler, involves such a degradation in the mechanical
strength as to make this approach less interesting.

5.5. Storage Time

Battery or fuel cell made from polymer electrolytes should
have to operate several weeks or several months. Thus, the
properties of polymer electrolytes should not change too
much during this time. For example, the conductivity should
not depend so much on the storage time. Ideally, the prop-
erties should be time independent. However, in reality, the
properties tend to degrade with storage time.

6. CHARGE TRANSPORT
CHARACTERIZATIONS

Electrical conductivity is the critical parameter for polymer
electrolyte composites. One target of the present research in
this field is to produce polymer electrolyte nanocomposites
that exhibit a high electrical conductivity, especially at room
temperature. Conductivity at around 10−2–10−3 S/cm is
required to bring this material into industry. The electrical
conductivity relates to the value of current that can be pro-
duced by the battery. The potential produced by the battery
depends on the reaction of the battery with the electrode.
Even though the electrode reaction can produce high elec-
trical potential, the use of low conductive electrolytes can
produce only small amount of electric current. And since
the power can be calculated simply by the relation Power =
Voltage × Current, the use of low conductive materials will
produce a low specific energy battery.

6.1. d.c. Conductivity

Ideally, the d.c. conductivity should be measured in order
to be sure that the values pertain to long-range ion move-
ment instead of dielectric losses such as would be associ-
ated with limited or localized rattling of ions within cages.
However, the difficulty in making a d.c. measurement is
in finding an electrode material that is compatible with
the electrolyte composites. For example, if stainless steel
electrodes are attached to an electrolyte composite, as dis-
played in Figure 7a, and small voltage is applied across
the electrodes, Li+ ions migrate preferentially toward the
cathode, but pile up without being discharged at the stain-
less/electrolyte interface. A Li+ ion deficient layer forms at
the electrolyte/stainless steel interface.
The cell therefore behaves like a capacitor. There is an

accumulation of ions at interface region of electrode and
composite. A large instantaneous current Io presents when
the cell is switched on, whose magnitude is related to the
applied voltage and the resistance of the electrolytes but
then falls exponentially with time, as illustrated in Figure 7b.
The characteristic time of current decreasing is relatively fast
so that it is difficult to make an accurate measurement.
Therefore, the a.c. method is commonly used in the

present to make measurement over a wide range of fre-
quencies. The d.c. value can be extracted from the a.c.
data. Many a.c. measurements are performed with blocking

I

Io

time

+

+

CPE

(a) (b)

Figure 7. (a) Polymer electrolyte composites sandwiched between two
blocking electrodes. (b) The decay of current when a constant d.c. volt-
age is applied between two electrodes.
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electrode such that no discharge or reaction occurs at the
electrode/electrolyte interface. Because the current will flow
back and forth, no ions pile up on electrode surface, espe-
cially when using a high a.c. frequency. This is why the a.c.
resistance (impedance) tends to decrease with increase in
the frequency. The electrodes that are commonly used are
platinum, stainless steel, gold, and indium tin oxide (ITO)
glass. The complex impedance method is widely used to
determine the resistance of the sample. The principle of the
method is based on measurements of cell impedance, which
are taken over a wide range of frequency and then analyzed
in the complex impedance plane which is useful for deter-
mining the appropriate equivalent circuits for a system and
for estimating the values of the circuit parameters.
Impedance is nothing but the a.c. resistance of the cell.

The value in general contains the real and the imaginary
part. An electrochemical cell, in general, exhibits resistive,
capacitive, as well as inductive properties. The resistive
property contributes to the real part of the impedance, while
the capacitive and the inductive properties contribute to
the imaginary part of the impedance. Therefore, an elec-
trochemical cell can be considered as a network of resis-
tor, capacitor, as well as conductor. Which arrangement for
which cell is usually determined after performing a measure-
ment, by analyzing the form of impedance curve. A capac-
itor that presents as an open circuit in a d.c. network and
an inductor that appears as a straight conductor wire in a
d.c. circuit, both appear as imaginary resistors in the a.c.
circuit. Until presently, the inductive properties of the elec-
trochemical cell are ignored so that the polymer electrolyte
composite is considered only as a network of resistor and
capacitor.
The complex impedance can be written in a general form

as

Z� � = Z′� �− iZ′′� � (8)

where  is the frequency, Z′� � is the real part of
impedance, contributed by resistive part, Z′′� � is the imag-
inary part of impedance, contributed by capacitive part, and
i = √−1, the imaginary number.
As an illustration, Figure 8 shows examples of simple RC

circuits and the corresponding plot of impedance (Nyquist
plot). For a serial arrangement of a resistor and a capacitor,
as displayed in Figure 8b left, the impedance can be written
as

Z = R− i

 C
(9)

or

Z′ = R (10a)

Z′′ = 1
 C

(10b)

It is clear that the real part of impedance is constant, inde-
pendent of the frequency, while the imaginary part depends
on the frequency. For very small frequency, the imaginary
part is very large and this value decreases inversely with
frequency. For frequency approaches to infinity, the imag-
inary part of impedance closes to zero and the impedance
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Figure 8. Examples of simple RC circuits and the corresponding
impedance (Nyquist) plots.

value at this very high frequency equals to resistance. Thus
the Nyquist plot for this arrangement appears as a verti-
cal straight line, starting from a lower frequency value at
the upper part downwards when the frequency increases, as
shown in Figure 8b right. The intersection of this line with
horizontal axis (the real value of impedance) corresponds to
the resistance.
For a parallel arrangement of resistor R and capacitance

C, as appears in Figure 8c left, the real and imaginary parts
of the impedance are given by

Z′ = R

1+ � RC�2 (11a)

and

Z′′ = R
 RC

1+ � RC�2 (11b)

and the corresponding Nyquist plot appears in Figure 8c
right. The Nyquist plot appears as an arc. The intersection
of this arc with the vertical axis at a low frequency (right arc)
corresponds to the resistance. The frequency at the peak of
the arc,  m, satisfies the relation

 mRC = 1 (12)

From the intersection point at the low frequency region and
the position of the arc peak, the resistance and the capaci-
tance of the system can be determined.
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More complex arrangements, have a more complex
expression for the impedance. For example, a combination
of serial and parallel circuit as appears in Figure 8d left has
the impedance as

Z =
(
1
R

+ i C1
)−1

+ 1
i C2

(13)

with the corresponding Nyquist plot appearing in Figure 8d
right. It contains a vertical line that intersects the horizontal
axis at Z′ = R, and an arc with the peak satisfies  mRC1 =
1. Again, from these two values, one can determine R and
C1. The value of C2 is determined by measuring the vertical
component of impedance at a certain frequency, say  ∗. If
the vertical component of impedance at this point is Z′′∗,
the value of C2 satisfies

Z
′′∗ = 1

 ∗C2
(14)

Sometimes, the form of curve is not as simple as that
described here. However, in principle, we can find some
circuit arrangement such that the theoretical Nyquist plot
is in agreement with the measured data. Some com-
puter software is commercially available for extracting the
equivalent circuit for measured data. As an example, the
impedance measurement of a system of PEO:LiCF3SO3 con-
taining Li1�4Al0�4Ge1�6(PO4�3 fillers is displayed in Figure 9a
[67]. The corresponding a.c. circuit that can produce this
impedance data appears in Figure 9b, with Rb = bulk resis-
tance, Rpb = phase boundary resistance, Rint = interfacial
resistance, Cpb = phase boundary capacity, Cint = interfacial
capacity, Zd = diffusive impedance. The corresponding
parameter values that can properly fit the measured data are

0 0.5 1.0 1.5 2.0 2.5 3.0
0

0.2

0.4

0.6

Z′ [kΩ]

Z
′′

[k
Ω

]

Cint

RintRpb

Rb Zd

Cpb

Figure 9. (Top) Impedance plot PEO:LiCF3SO3 containing
Li1�4Al0�4Ge1�6 (PO4�3 obtained from experiment. Data points were
extracted from [67], C. J. Leo et al., Solid State Ionics 148, 159 (2002).
(Bottom) The suggested RC circuit for data in (a). See text for the
explanation of symbols.

Rb = 593 ", Rpb = 1637 ", Cpb = 31 nF, and Cint = 1�9 #F
[67].
From the measured resistance of polymer electrolytes,

the electrical conductivity can be calculated using a simple
equation

� = 1
Re

$

A
(15)

where Re = resistance of polymer electrolyte, $ = material
thickness (electrode spacing), and A = material cross sec-
tion.
The common procedure for measuring the temperature

dependence of conductivity is as follows.

(a) Heat the sample at a required temperature. Some-
times, it needs a half hour or more to equilibrate the
sample temperature.

(b) Measure the impedance at all range of frequency.
Sometimes, it can take from tens of mHz up to sev-
eral MHz. The computerized measurement is usually
performed since a great number of data should be
collected for each setting temperature.

(c) Change the setting temperature, and again collect the
impedance data in all frequency regions.

(d) Analyze the collected data and find the equivalent
circuit.

(e) Determine the resistance of the electrolytes based on
the impedance plot and the equivalent circuit at each
setting temperature.

(f) Calculate the conductivity at each setting tempera-
ture.

6.2. a.c. Conductivity

Despite the d.c. conductivity, the a.c. conductivity sometimes
gives important information such as the dielectric proper-
ties of the composites. The frequency dependence of a.c.
conductivity in polymer electrolytes can be written as [38]

�ac� � = �dc +A n (16)

where �dc = d.c. conductivity, A and n are the material
parameters, 0 < n < 1, and  is an angular frequency.
The curve might consist of three regions, a spike at

low frequency, followed by a plateau at medium frequency,
and another spike at high frequency. The high frequency
part corresponds to bulk relaxation phenomena, while the
plateau region is connected to d.c. part of conductivity. The
lower spike is connected to electrode/electrolyte phenom-
ena. Fitting the curve with Eq. (16), one can determine the
parameters A and n, and from those parameters, the hop-
ping frequency [68],

 p =
(�dc
A

)1/n
(17)

By fitting the experimental data of �ac −  , one can
determine the �dc and  p at each temperature. Using
this approach, Siekierski et al. [69] found in a system of
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PEO3:LiClO4 + �-Al2O3, that both �dc and  p satisfy the
Arrhenius expression

C = Co exp
[
− E

kT

]
(18)

where C is either �dc or  p, and Co is the corresponding
prefactor.
Furthermore, the temperature-dependent dielectric con-

stant can also be obtained from the �ac data. The real part
of the dielectric constant, ,′, can be expressed as

,′ = � ′′
ac

 ,o
(19)

where � ′′
ac is the imaginary part of the a.c. conducttivity,

and ,o is the permitivity of vacuum. The complex dielectric
constant can be written as ,� � = ,′� � + i,′′� �, and the
imaginary part can be obtained from the real part using a
Kramer–Kronig relation

,′′� � = −2 
-
P
∫ �

0

,′�s�
s2 −  2 ds (20)

where P denotes the principal part of the integral [70]. On
the other hand, if the imaginary part has been known, the
real part can be determined using a relation

,′� � = 2
-
P
∫ �

0

s,′′�s�
s2 −  2 ds (21)

6.3. Diffusion Coefficient

Electrical conductivity can also be determined by measuring
the diffusion coefficient. From the temperature-dependent
diffusion coefficient, the temperature dependence of elec-
trical conductivity can be determined using Nerst–Einstein
equation

� = ne2D

kT
(22)

where n = charge carrier concentration e = electron charge,
and D = diffusion coefficient.
Salt diffusion coefficient can be obtained by galvanostati-

cally polarizing a symmetric cell containing no-blocking elec-
trode for a short period of time. For example, assume a cell
containing Li-based polymer electrolytes and lithium elec-
trodes at both sides. When the current is turned off, the
induced concentration profile is allowed to relax. At long
time after the current interrupt, the following equation is
applicable [71]:

ln�1 = -2Ds

L2
t +A1 (23)

where �1 = measured cell potential, Ds = salt diffusion
coefficient, L = electrolyte thickness, t = time, and A1 = a
constant.
It appears that Ds is proportional to the slope of curve ln

�1 with respect to t. The dependence of salt diffusion con-
stant on the salt concentration is displayed in Figure 10 [71]
for system of PEO:NaCF3SO3 at 83 �C. The Ds decreases
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Figure 10. Effect of salt concentration on the diffusion coefficient for
PEO:NaCF3SO3 system at 83 �C. Data points were extracted from [71],
Y. Ma et al., J. Electrochem. Soc. 142, 1859 (1995).

as the salt concentration increases from about 8 ×10−8 cm s
for dilute solution.
Diffusion coefficient can also be determined from the

Nyquist plot as discussed by Strauss et al. [72]. The medium
frequency arc is attributed to the solid/electrolyte interface.
At lower frequencies, the impedance is affected by concen-
tration gradient (diffusion) and ionic aggregates. The dif-
fusion impedance of symmetric electrolyte with no-blocking
electrode, such as Li/CPE/Li, can be written as

D = RTL

n2F 2CbZDC
(24)

where R = the gas constant, n = ratio of EO/cations, F =
Faraday number, Cb = bulk concentration of cation, T =
temperature, and L = electrolyte thickness.
Lorimer also introduced another formula for calculating

the diffusion constant, that is [73],

D =  mL
2

2�54
(25)

where  m = the frequency at the maxima of low frequency
arc, and L = electrolyte thickness. The values predicted by
Eq. (25), however, are around 6–10 times as large as that
predicted by Eq. (14). The error can be contributed by the
shift of  m due to the formation of ion pairs [72].

6.4. Transference Number

Transference number can be calculated by analyzing the arc
impedance spectrum of symmetrical cell with no blocking
electrode. The transference number can be calculated by
comparing the width of the skew low frequency semicircle,
Zd, with the value of the bulk resistance, that is [74],

t+ = 1
1+ Zd/Rb

(26)

Transference number can also be determined by measure-
ment of the electrochemical potential of the cell as illus-
trated in Figure 11 [75]. Suppose the polymer composite is
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CPE

Electrode 1 Electrode 2

µ1 µ2

Figure 11. A simple experiment for determining the transference num-
ber to electrodes with differential chemical potentials.

sandwiched between two electrodes with different chemical
potential #1 and #2. The electrochemical potential across
this cell is given by

E = 1
�z�F

∫ #2
#1

ti d# = 1
�z�F ti�#2 − #1� (27)

where �z� = absolute value of the valence of the mobile ion
in the electrolyte; and F = Faraday number.
For pure ionic composite, ti = 1 so that

Epure = �#2 − #1��z�−1F −1 (28)

Thus

E = ti Epure (29)

By measuring E and calculating Epure, we can obtain ti.
Another method based on a combination of d.c. polariza-

tion and a.c. impedance has been introduced by Evans et al.
This method involves measuring the resistance and current
across a symmetrical Li/electrolyte/Li cell polarized by a d.c.
voltage [76]. The t+ is given by

t+ = IS�V − IoRo�
Io�V − ISRS�

(30)

where V = d.c. voltage applied to the cell, Ro = initial resis-
tance of the passivating layer, RS = steady-state resistance
of the passivating layer, Io = initial current, and IS = steady-
state current.
The d.c. polarization potential usually used is several tens

of millivolts. This equation is applicable for ideal, dilute
solutions. However, Doyle and Newman state that although
this equation is not strictly applicable in concentrated elec-
trolytes, the ratio of steady-state to initial current provides
useful information on the contribution by organic additives
to the ionic conductivity of polymer electrolytes [77]. The
simplification of Eq. (30) was also used, that is, t+ = ISS /IO .
However, significant errors resulted from neglect of kinetic
resistances at the electrode/electrolyte interface [78]. Trans-
ference numbers of some composites appear in Table 4.

7. SPECTROSCOPIC
CHARACTERIZATIONS

7.1. NMR Spectroscopy

A moving ion would substantially modify the interaction of
electromagnetic waves with matter. Investigating this inter-
action gives a better understanding of ion dynamics on

Table 4. Transference number of several composites.

Transference
Composites number Temperature Ref.

PEO:LiCF3SO3 + �-LiAlO2 (4 #m) 0.29 90 �C [79]
PEO:LiBF4 + �-LiAlO2 (4 #m) 0.26 90 �C [79]
PEO:LiClO4+TiO2 (13 nm) 0.5–0.6 90 �C [79]
PEO:LiClO4+Al2O3 (6 nm) 0.31–0.33 90 �C [80]
(PEO)30LiClO4 0.18–0.19 100 �C [80]
(PEO)8LiClO4 0.19–0.20 90 �C [80]
(PEO)8LiClO4+ SiO2 0.22–0.23 100 �C [80]

a microscopic scale. An example of method for studying
the ion dynamics is nuclear magnetic resonance (NMR)
spectroscopy. This method probes the spin of ion using
an electromagnetic wave in radio frequency. In amorphous
single-phase polymer electrolytes, there is usually found a
straight relationship between polymer segmental motion and
ionic mobility by observing a strong correlation between the
onset of NMR line-narrowing and the glass transition [81].
NMR has contributed significantly to the understanding of
the physical properties of the composite polymer electrolytes
mainly because it offers the possibility to selectively study
the ionic and polymer chain dynamics. For example, mea-
surement of the temperature dependence of 7Li lineshapes
and spin-lattice relaxation allows the determination of the
activation energy and the correlation time of the cation
motion. Gang et al. described the 7Li line-narrowing in the
composite of PEO:LiBF4 + �-LiAlO2 (10–30 wt%) in the
temperature range of 270–270 K [82]. Dai et al. reported
wide line and high resolution solid-state 7Li NMR [83].
In material, each spin interacts with other spins, giving

rise to spin-spin interaction or relaxation time T2. Further-
more, a new thermal equilibrium distribution of the spin,
which has to be mediated through lattice, is forced by the
magnetic field. The characterization time required for the
excess energy to be given to the lattice or for attainment
of new thermal equilibrium is expressed in terms of spin-
lattice or thermal relaxation time T1. Under simultaneous
application of static and radio frequency magnetic field in
perpendicular direction,

Hz = Ho (31a)

Hx = 2H1 cos t (31b)

The interaction of this magnetic field with the nuclear spin
results in the Bloch susceptibility [84]

9 ′ = 1
2
9o oT2

T2� o −  �
1+ T 3

2 � o −  �2 + �2H 2
1T1T2

(32a)

9 ′′ = 1
2
9o oT2

1
1+ T 2

2 � o −  �2 + �2H 2
1T1T2

(32b)

where  o = �Ho, and � is the gyromagnetic ratio of the
spin. For low RF field H1, �2H 2

1T1T2  1, then Eqs. (32a)
and (32b) give the familiar absorption curve with half-width

� =  o −  � 1/T2 (33)

However, the exact lineshape and linewidth can be deter-
mined using Van Vleck method of moment. This method
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allows the connection of the absorption line with the
motional behavior of the nuclei. The second moment, M2 is
given by

M2 =
∫ �

−�
� −  o�2f � � d 

= 3
4
�4�2I�I + 1�

∑ �1− 3 cos <ij�2

r6ij
(34)

where I is the nuclear spin [85].
Nuclear spin and NMR frequencies of some nuclei at

Ho = 10� 000 Gauss are given in Table 5 [86]. Based on this
data, we can select the magnetic field Ho at around 10,000
Gauss (1 Tesla) and frequency  o of around 16.574 MHz, so
that the absorption of the target spin can be observed. For
example, in order to detect the absorption of lithium ion in
the lithium-based polymer electrolyte, the magnetic field Ho

can be set at around 16,574 Gauss.
If the spins are in motion, such as in fluid or intramolec-

ular motion of liquid-like lattice, the value of M2 is small
because of the small time-average local field component (the
average of cos2 <ij = 1/3�. The linewidth decreases as

� −  o� ∝M1/2
2 (35)

If �c is the fluctuation time, M
1/2
2 �c  1 corresponds to rigid

lattice and motional narrowing corresponds to M 1/2
2 �c � 1.

The region with 1/�c approximate to M
1/2
2 represents, the

region of the onset of motional narrowing. Motional nar-
rowing is used to study the ionic motion. Considerable
line-narrowing takes place above a certain temperature,
indicating diffusional motion.
A rough estimation of the activation energy for motion

can be obtained by using a modified Bloembergen, Purcell,
and Pound expression [87]:

?c =
1
�c

= ��� 

tan
[
-
2

(
� 2−B2
A2−B2

)] (36)

where ?c = jump frequency, � = measured linewidth at
temperature T , A = unnarrowed linewidth of the rigid lat-
tice, B = fully narrowed linewidth, and � is a constant.

Table 5. Nuclear spin and resonance frequency at 10,000
Gauss of several nuclei.

Magnetic resonance
frequency (MHz)

Nuclei Nuclear spin at 10,000 Gauss

1H 1/2 42�577
6Li 1 6�265
7Li 3/2 16�574
17O 5/2 5�72
19F 1/2 40�055
23Na 3/2 11�262
39K 3/2 1�987
41K 3/2 1�092
63Cu 3/2 11�285
65Cu 3/2 12�090
107Ag 1/2 1�220
109Ag 1/2 1�981

Fitting ?c/� with Arrhenius expression,

?c
�

= ?o
�
exp

[
−�E
kT

]
(37)

one obtains the value of �E based on the Arrhenius plot of
?c/�.
Another expression for determining the activation energy

is given by Hendrickson and Bray [88]:

ln
(

1
� −D − 1

A

)
= −�E

kT
+ ln

(
1
B

− 1
A

)
(38)

where D is a temperature-independent constant of a line-
broadening term.
The relation between spin-lattice relaxation time T1 and

the fluctuation time �c can be written as [89]

1
T1

= S

(
�c

1+  2o�2c
+ 4�c
1+ 4 2o�2c

)
(39)

where S is a constant. For an approximate case, in which
relaxation from a pair of nuclei of fixed internuclear spacing
r only is considered, one obtains [90]

S =
(
2
5r6

)
�4�2I�I + 1� (40)

The spin-spin relaxation time T2 is given by [87]

1
T2

= S

(
5
2

�c
1+  2o�2c

+ �c
1+ 4 2o�2c

+ 3
2
�c

)
(41)

To study dynamics, the relaxation time is measured as a
function of temperature so that �c can be calculated. Using
an Arrhenius relation

�c = �o exp��E/kT � (42)

the activation energy can be calculated.
Many NMR experiments have been performed on poly-

mer electrolyte nanocomposites [91–95]. Figure 12 shows
the Arrhenius plot of spin-lattice relaxation time for
PEO8:LiClO4 polymer electrolytes and the composite pre-
pared with 5.3 wt.% �-Al2O3 detected at a Larmor fre-
quency of  o = 155�4 MHz [96]. The attempt frequency 1/�o
can be interpreted as a vibrational frequency, of order of
optical phonon frequency (1012–1012 Hz). It can be calcu-
lated (e.g., using Mathematica software) that the function
1/T1 finds a maximum value at  o�c = 0�613. The maximum
value of 1/T1 appears at temperature of T � 330 K for both
samples. Using a Larmor frequency of  o = 155�4 MHz,
one obtains �c = 0�613/(1.554 × 108� = 3�94 × 10−9 s. For
composite of PEO:LiClO4+ carbon black, Franco et al. esti-
mated the relation time of about 4.4 × 10−9 s based on the
1H resonance measurement [97]. Using Eq. (42) and assum-
ing 1/�o ≈ 1012, we have �E � 0�24 eV for both samples.
The electrical conductivity can be determined from

Eq. (42) and different form of Nernst–Einstein equation,
that is,

� = Nd2q2

6�ckT
(43)
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Figure 12. Arrhenius plot of spin-lattice relaxation time (1/T1) of
7Li NMR spectra for (open circle) PEO:LiClO4 and (solid circle)
PEO:LiClO4 containing carbon black. Data points were extracted from
[96], A. C. Bloise et al., Electrochim. Acta 46, 1571 (2001).

where N = lithium concentration per unit volume, d =
average ionic jump distance, and q = ionic charge.
For example, the value of N in PEO8:LiClO4 was deter-

mined from the molecular weights of PEO and LiClO4 and
the density of the electrolytes (B ≈ 1�3 g/cm3) [96], to result
in N ≈ 1�7 × 1021 cm−3. Considering the average Li-Li dis-
tance of ∼4 Å [96], the conductivity at 300 K is about 7�1×
10−4 S/cm.
Temperature-dependent linewidth of composite of

PO1�5LiI + 6 v% Al2O3 is displayed in Figure 13 [83]. It
can be seen that there is a drastic change in the line-width
when temperature is changed from 30 �C to 50 �C. It is
assumed that the onset of the motional narrowing is at
temperature of 40 �C. At −20 �C the sample exhibits a
rigid limit lineshape with baseline due to a distribution
of 7Li nuclear quadrupole satellite transition [98]. As the
temperature is raised, partial line-narrowing results.
Forsyth et al. reported the effect of filler content on

the 7Li linewidth for a composite of copolymer trihydrox-
ypoly(ethylene oxide-co-propylene oxide) with an EO/PO
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Figure 13. Temperature dependence of 7Li NMR linewidth of PEO1�5

LiI containing 6 vol.% Al2O3. Data points were extracted from [83],
Y. Dai et al., Electrochim. Acta 43, 1557 (1998).

ratio of 3:1 containg LiClO4 and TiO2 nanoparticles [99].
The linewidth increases with increase in the filler content
and reaches a plateau after about 10 wt.%, as observed in
Figure 14. Although the linewidth relates to the mobility of
lithium ion, in which the line-narrowing represents mobile
ion, an interpretation that the increase of linewidth relates
to decrease in the mobility of lithium ions will be contradic-
tory with the reported result. The reported result confirmed
that addition of filler at lower content increases the lithium
ion mobility and therefore increases the conductivity. A pos-
sible interpretation is the lithium ion environment changes
with the addition of filler and the linewidth changes are
more likely to reflect the changing environment rather than
the changing mobility. A possible interpretation is chemical
shift dispersion, that is, lithium ion occupying many differ-
ent state environments (but magnetically degenerate) such
that a distribution of chemical shift is obtained.
The broad signal of resonance is attributed to crystalline

state, while the narrow component is attributed to amor-
phous phase. This difference contribution can be used to
predict the crystallinity of polymer in composite. For exam-
ple, Singh et al. observed the 1H resonance of a system
of PEG46:LiClO4 + nanoparticles of Mn0�03Zn0�97Al2O4 [95].
They fitted the broad part of the signal with a Gaussian func-
tion and the narrow component with the Lorentzian func-
tion. The crystallinity of the polymer equals to the fraction
of the area of narrow and broad components of the signal.
For pure PEG they found a crystalline of about 83% using
this method.

7.2. Raman Scattering

Raman spectroscopy is important to probe molecules with
anisotropic polarizability. The vibrating atoms are not able
to follow the incident radiation frequency if it is much higher
than the phonon frequency. However, the electron cloud
of the vibrating atom can interact with the frequency of
the incident radiation. These oscillating dipoles can absorb
energy from the radiation field and re-emit radiation of the
same frequency. This radiation is detected as scattered light
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Figure 14. Effect of filler weight fraction on the 7Li NMR linewidth of
copolymer of trihydroxypoly(EO-co-PO) with (EO/PO = 3/1) contain-
ing LiClO4 and TiO2 nanoparticles. Data points were extracted from
[99], M. Forsyth et al., Solid State Ionics 147, 203 (2002).
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and is known as Rayleigh scattering. Moreover, the oscillat-
ing dipoles see the force field of the vibrating atomic nuclei
also as the nuclei oscillate around the equilibrium position;
the deformability of the electron cloud varies with the oscil-
lation frequency of the nuclei.
The Raman scattering is described in a simple term here.

If a time-dependent electric field, E�t�, is applied to a
molecule, it produces an induced dipole moment, #�t�,

#�t� = ��t�E�t� (44)

where ��t� is the polarizability of molecule. If the inci-
dent frequency and the polarizability of the molecule change
between �min and �max of frequency  int as a result of its
rotation and vibration, we can write [100]

#�t� =
(
�+ 1

2
�� cos intt

)
Eo cos t (45)

with

�, = �max − �min (46)

Therefore, we obtain,

#�t� = �Eo cos t +
1
2
��Eo

× Ccos� +  int�t + cos� −  int�tD (47)

The induced dipole moment has then components as fol-
lows: unshifted frequency,  , known as Rayleigh line; lower
frequency,  −  int, known as Stokes line; and higher fre-
quency,  +  int, known as anti-Stokes line.
Raman spectra can be used to determine the concen-

tration of free ions in the electrolytes. For example, the
Raman spectra of LiCF3SO3 have been tabulated as appear
in Table 6 [101]. A composite containing SO3, the Raman
spectrum of the ?S(SO3) spectral region of the triflate anion
of poly(ethylene oxide) dimetyl ether (400) complexed with
LiCF3SO3, along with the three-component curves fit are
shown in Figure 15. It was explained that the compo-
nent observed at 1032 cm−1 corresponds to free anions not
interacting directly with lithium cations. The component of
1042 cm−1 has been attributed to contact pair and the com-
ponent of 1052 cm−1 has been attributed to Li2CF3SO3 triple
ions [102].
Because of the multicomponent nature of the spectrum,

it can be concluded that the ion-ion interaction is present in

Table 6. LiCF3SO3 vibrational assignments.

Band Wavenumber (cm−1) Assignment

?s(SO3) 1033 free ion
1043 monodenate ion pairs, LiX,

also LiX−
2 and LiX

2−
3

1053 Li2X+ aggregate
1062 LiX2−

3

?as(SO3) 1272 free ion
1257, 1302 monodenate ion pairs, LiX,

also LiX−
2 , LiX

2−
3

1270, 1308 Li2X+ aggregate
1288 Li3X2+ aggregate
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Figure 15. Raman spectra of LiCF3SO3. Reprinted with permission
from [102], A. Ferry et al., Electrochim. Acta. 43, 1471 (1998). © 1998,
Elsevier Science.

the system even down to the concentration of O:M = 563:1.
The relative amount of anions not interacting directly with
lithium ions, that is, spectroscopically free, increases with
increasing concentration from approximately 22% at O:M
563:1 to 40% at O:M = 110 and then falls off slightly at
higher concentration. The 1042 cm−1 band initially decreases
in relative intensity with increasing concentration and then
levels off at 54% in the upper concentration range.
The fraction of free ion obtained from Raman spectra in

a system of PPO:NaCF3SO3 is displayed in Figure 16 [103],
for a system of hydroxyl end capped PPO with NaCF3SO3.

7.3. FTIR Spectroscopy

Atoms in solid vibrate at frequency approximately 1012–1013

Hz. Vibration mode involving pairs of groups of bonded
atoms can be excited to higher energy by absorption of radi-
ation at appropriate frequency. In the infrared (IR) technol-
ogy, the frequency at the incident radiation is varied and the
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Figure 16. Effect of temperature on the fraction of anions obtained
from the Raman spectrometry. Data points were extracted from [103],
H. Ericson et al., Electrochim. Acta 43, 1401 (1998).
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quantity of radiation absorption or transmission by sample
is observed. In the Raman technique, on the other hand,
the sample is illuminated with monochromatic light, usually
generated by a laser. In order for a particular mode to be
IR active, the associated dipole moment must vary during
the vibrational cycle. Therefore, centrosymmetric vibrational
modes are IR inactive. The principal selection rule for a
vibrational mode to be Raman active is that the nuclear
motions involved must produce a change in polarizability.
In-situ FTIR spectroscopy can also be used to determine

the conductivity of ion in composites. For example, a system
of poly(methyl methacrylate-co-alkali metal methacrylate)-
ethylene carbonate:LiClO4 is displayed in Figure 17a. A typ-
ical spectrum of carbonyl stretches region to appear in four
peaks at 1730 cm−1, 1751 cm−1, 1775 cm−1, and 1806 cm−1

[104]. The evolution of carbonyl peak was observed with
time under the application of d.c. field such that the ion
transport in the composite is shown in Figure 17b [104].
The change in the intensity of carbonyl group in the ethy-
lene carbonate represents the different chemical environ-
ments within the composites. The intensities of the peak at
1730 cm−1, 1775 cm−1, and 1806 cm−1 were found to be fairly
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Figure 17. (a) IR spectra of poly(methyl methacrylate-co-alkali metal
methacrylate)-ethylene carbonate:LiClO4 and (b) the decay of the
observed peaks when the applied d.c. potential was switched off. Data
points we extracted from [104], C. H. Kim et al., Electrochim. Acta 43,
1421 (1998).

constant with time under the electric field. It indicated that
these three peaks might not be correlated with movement
of charge carriers. However, the intensity of the 1750 cm−1

peak decreased with the time, eventually reaching a limit
value. The decrease in the intensity of the 1750 cm−1 peak
related to the change in the concentration of the plasticizer
solvating the salt. The change in the peak intensity corre-
sponding to various chemical environments is due to the
migration of the charge carrier. The concentration of the
plasticizer to solvate the salt was found to decrease, which
implies that the movement of cations in the electrolytes is
strongly correlated with the motion of the plasticizers.
The change in the peak intensity of the plasticizer sol-

vating salt can be analyzed solving the following transport
equation [104]:

EC

Et
= D

E2C

Ex2
− #E EC

Ex
(48)

where C = concentration of charge carriers, represented by
the intensity of the 1750 cm−1 peak, D = diffusion coeffi-
cient, # = mobility of the charge carriers, and E = electric
field.
The solution of Eq. (48) at a fixed position, x = 0, can be

expressed as

C�x = 0� t� = A+ B exp
[
− �#E�

2

4D
t

]
(49)

where A and B are constants. From the slope of curve inten-
sity of 1750 cm−1 peak, one can determine the mobility of
the ion carriers. Measuring the mobility at various ion con-
centrations, we can determine the mobility at various ion
concentrations as appears in Figure 18 [104].
The ion movement can also be analyzed based on the

change in the intensity of 624 cm−1, arising from ClO−
4

stretching band [105]. Kim et al. showed the dependence of
624 cm−1 intensity on time at 25 �C and found that the mobil-
ity calculated from that data is similar to that obtained from
the 1750 cm−1 absorption of ethylene carbonate [104]. The
change of anionic mobility with the ion content of ionomers
was found to be nearly the same as that of cation mobility.
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Figure 18. The effect of ion content on the mobility of poly(methyl
methacrylate-co-alkali metal methacrylate)-ethylene carbonate:LiClO4

determined from the decay curve of 1729 cm−1 peak. Data points we
extracted from [104], C. H. Kim et al., Electrochim. Acta 43, 1421 (1998).
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For the infrared spectra of PEG:LiClO4:AlBr3 1 mass%,
the ?4(ClO−

4 ) spectra can be separated into two contribu-
tions with maxima at 623 and 633 cm−1 [106]. The 623 cm−1

band is attributed to free anions and the 633 cm−1 peak is
related to bound or contact (ClO−

4 ) [107]. The fraction of
free anions can be calculated as the fraction of area under
623 cm−1 mode to the total area of ?4(ClO−

4 ) envelope.
Compared to composite in the absence of AlBr3, there is a
dramatic increase in the fraction of free anions when AlBr3
is dispersed in the electrolytes.

7.4. X-ray Photoelectron Spectroscopy

X-ray photoelectron spectroscopy (XPS) is a powerful tech-
nique for studying the surface of solids. The data obtained
using this technique are mainly used to extract the infor-
mation regarding the bonding energies of various core-level
electrons from different elements of solid materials. These
values are then interpreted as the bonding between the ele-
ment under consideration with their neighbor. Information
about the local structure and interaction of an element with
its neighbor can be extracted from the XPS data [108].
In the development of battery, the interaction between the
electrolyte and the electrode determines the performance
of the battery. Understanding this interaction is important
to optimize the preparation parameters for realizing high-
performance batteries. Therefore, surface studies, for exam-
ple using XPS, may be of great significance to understand
the interaction of polymer electrolytes with electrode.
In principle, this technique measures the kinetic energy of

electrons that are emitted from matter as a consequence of
bombardment with ionizing radiation or high-energy parti-
cles. If the process results in an ionization of electrons from
the bombarded material, the kinetic energy of the electron
will satisfy

Ek = h? − Eb (50)

where h? = energy of incident radiation, and Eb = binding
energy of electron.
For a given atom, a range of Eb values is possible corre-

sponding to ionization of electrons from different inner and
outer valence shells. Measurement of the value of Ek, and
therefore Eb, provides a means of identification of atoms.
In the XPS method, the ionizing radiation is usually MgK�
(1254 eV) or AlK� (1487 eV) monochromatic radiation.
Using XPS method, Vosshage and Chowdary investigated

the interaction of salt with the polymer chain in the systems
of PEOnLiCF3SO3 and PEOnCu(CF3SO3�2 [108]. There is
evidence of the interaction of the carbon from –CH2-CH2-
O- polymer chains with the cation of the salt through the
ether oxygen of PEO and anion of the salt. A complexation
between the action of the salt and the oxygen of the PEO
is identified using this method. It is also observed that for
the PEOnCu(CF3SO3�2 system, the change in the nature of
the complex occurs at low salt concentrations. However, for
PEOnLiCF3SO3 system, such a change is identified at higher
salt concentration.
Liu et al. prepared polymer electrolyte nanocomposites

using SiO2 filler and 2-[methoxy(polyethylenoxy)-propyl]
trimethoxy silane coated SiO2 [109]. The XPS method has

been utilized to confirm the success of coating. During treat-
ment with 2-[methoxy(polyethylenoxy)-propyl] trimethoxy
silane, the OH- groups of the surface of the SiO2 react with
partially hydrolized silane. For the untreated SiO2, the XPS
data can be fitted by band centering at 284.6 eV, which is
often characteristic of adventitious CH2 species in the mea-
surement chamber. On the other hand, the coated SiO2 can
be fitted with two bands, centered at 284.6 eV and 286.2 eV.
The former corresponds to the adventitious CH2 species
while the latter corresponds to C-O-C group that appears as
a result of the functionalization reaction.

7.5. X-ray Diffraction

X-rays are electromagnetic radiation with a wavelength
around 1 Å (10–10 m). The X-rays which are used in almost
all diffraction experiments are produced by accelerating an
electron beam through 30000 V and permitting it to strike
a metal target, such as copper. The incident electron has
sufficient energy to ionize some of the copper 1s (K shell)
electrons. An electron in an outer orbital (2p or 3p) imme-
diately drops down to occupy the vacant 1s level and the
energy released in the transition appears as X-radiation. The
transition energies have fixed values and so create the spec-
tra of characteristic X-radiation. For copper, the 2p → 1s
transition, called K�, has a wavelength of 1.5418 Å and the
3p→ 1s transition, KG, has a wavelength of 1.3922 Å.
If the average crystalline size is below a critical limit

(∼200 nm diameter), a broadening of diffraction X-ray
beam occurs [110]. The commonly accepted formula for par-
ticle size broadening is the Scheerer formula

d = 0�9H
B cos <B

(51)

where d = crystalline radius, H = X-ray wavelength, <B =
Bragg angle, B = the line-broadening, given by Warren for-
mula

B2 = B2
M − B2

S (52)

where BM = measured peak width in radiation at half peak
height, BS = width of a peak of a standard material mixed
with the sample, whose particle size is considerably greater
than 200 nm and which has a diffraction peak near the rel-
evant peak of the sample. For relatively large particle, the
width of peak (unbroadened peak) is very small, so that
BM � BS . Therefore, it is often possible to approximate B
with BM .
Figure 19 shows the XRD spectra of polyethylene glycol-

based polymer electrolyte nanocomposites containing ZnO
nanoparticles [62]. Using �110� with a position at around
2<B � 56�7�, and the width of the peak of around ��2<B� �
1�25�, we obtain <B � 0�5 rad and �<B � 0�022 rad. Thus the
predicted nanoparticle size is around d � 7�2 nm.
The degree of crystallinity of polymer can be determined

also by wide-angle X-ray scattering (WAXS). Figure 20 illus-
trates the XRD spectra of polymer, where the relatively
sharp peaks are due to scattering from the crystalline regions
and the broad underlying hump is due to scattering from
noncrystalline region. The degree of crystallinity can be pre-
dicted based on the measurement of the area under the
sharp peak (Ac) and the broad hump (Aa) and using a
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Figure 19. XRD pattern of PEG containing Li ions and ZnO nano-
particles. Data were extracted from [62], Mikrajuddin et al., J. Elec-
trochem. Soc. 149, H107 (2002).

simple equation

xc =
Ac

Ac +Aa

(53)

Shin et al. observed the effect of filler content on the XRD
pattern on PEO in a system of PEO10LiCF3SO3 contain-
ing TinO2n−1. As observed in Figure 21, the PEO peak
intensities decrease by the increase in the volume fraction
of filler content [111]. It indicates that the crystallinity of
the sample decreases by increasing the volume fraction of
filler content. Similar results have also been reported by
Leo et al. in a system of PEO:LiCF3SO3 containing filler
of Li1�4(Al0�4Ge1�6)(PO4�3 [112]. With addition of filler, the
intensity of the crystalline peaks has decreased and a notice-
able broadening of the area under the peak was observed.
It is a clear indication of the reduction of the crystallinity of
the polymer.

8. MICROSCOPIC ANALYSIS

8.1. Scanning Electron Microscopy

The morphology of the sample surface can be observed
using scanning electron microscopy (SEM). The surface
smoothness and the presence of holes in the scale down to
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Figure 21. XRD patterns of PEO10LiCF3SO3 polymer electrolytes with
(a) 0, (b) 5, (c) 10, and (d) 15 wt.% TinO2n−1. (•, crystalline of PEO).
Reprinted with permission from [111], J. H. Shin et al., Mater. Sci. Eng.
B 95, 148 (2002). © 2002, Elsevier Ltd.

several tens of nanometers can be viewed using the advanced
field emission SEM. Wen et al. compared the SEM pic-
ture of PEO:LiClO4 and PEO:LiClO4 containing alumina
whisker. For PEO:LiClO4, great amounts of microcracks
were observed on the surface, as observed in Figure 22a
[113]. The size of islands are several micrometers, com-
pared to the PEO spherulite [114]. Addition of 10 wt.%

(a) (b)

(c)

Figure 22. SEM photograph of (a) PEO:LiClO4, (b) PEO:LiClO4 con-
taining 10 wt.% whisker, and (c) PEO:LiClO4 containing 20 wt.%
whisker. Reprinted with permission from [113], Z. Wen et al., Solid
State Ionics 148, 185 (2002). © 2002, Elsevier Ltd.
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whisker in the polymer electrolytes inhibited the formation
of microcracks inside the composite polymer electrolytes
(Fig. 22b). Further addition of the amount of the whisker,
for example 20 wt.%, is more effective in avoiding the for-
mation of microcracks (Fig. 22c).
Golodnitsky et al. observed the SEM picture of filler-free

PEOn:LiI and PEOn:LiI containing alumina [115]. PEOn:LiI
containing high concentration salt is made up of units whose
area is hundreds of square microns. Addition of alumina
causes a minor reduction in the grain size. In a PVdF gel
polymer electrolyte containing CuO filler, Wang and Gu
found that the surface presented a multitude of PVdF grains
and pores of average size of about 2–4 #m in diameter [116].
They assumed the CuO nanoparticles distributed uniformly
in the polymer matrix.

8.2. Transmission Electron Microscopy

In the case of polymer electrolyte nanocomposites, transmis-
sion electron microscopy (TEM) is usually used for deter-
mining the dispersion of nanoparticles in the polymer matrix
and the size of nanoparticles. Capiglia et al. showed that
larger filler (submicron size) is quite well dispersed in the
polymer matrix while the smaller filler (tens of nanometers
size) is not well distributed in the polymer matrix [61].
Instead, the small filler is condensed in large blocks of size
up to 1 #m. Based on the TEM photograph, Mikrajuddin
et al. showed that PEG based polymer electrolyte nano-
composites made by in-situ growth of ZnO nanoparticles in
the polymer matrix and in-situ insertion of lithium ion dur-
ing nanoparticles growth have particle size of about 6 nm
[63]. This result is consistent with the calculation of the par-
ticle size using size-dependent bandgap equation [117–119].
Chandra et al. also observed the size of nanoparticles syn-
thesized in-situ in polymer electrolyte nanocomposites using
TEM and found that small content nanoparticles (about
1 wt.%) have smaller size [54].

8.3. Atomic Force Microscopy

There are not many reports on the atomic force microscopy
(AFM) investigation of polymer electrolytes. Instead of
investigating the polymer electrolytes themselves, Granvalet-
Manchini et al. investigated the change in the surface of
lithium electrode when making contact with polymer elec-
trolytes [120]. After about three days’ contact with polymer
electrolytes, self-assembled polymer layer is developed on
the surface of lithium electrode.

8.4. Optical Microscopy

Optical microscopy characterization of polymer electrolyte
nanocomposites was not reported too much. To date, Kim
et al. reported the optical micrograph of a system of PEO16:
LiClO4 containing various filler content, taken under crossed
polarizers [121]. They observed well-defined spherulitic mor-
phologies. The spherulites were observed in thin films
deposited on the glass substrate whose typical thickness was
about 20 #m. They proposed that the size and the morphol-
ogy of the spherulites can be related to the melting point or
glass temperature of the composites. This was based on the

fact that the spherulites have a lamellar structure for almost
all polymers and the increase in the lamella thickness results
in the increase in the melting temperature [122].

9. THERMAL CHARACTERIZATIONS

9.1. Thermogravimetry

Thermogravimetry (TG) is a technique for measuring the
change in the weight of a substance as a function of tem-
perature or time. The result usually appears as a continuous
chart record, as displayed in Figure 23. The sample, usually
a few milligrams in weight, is heated at a constant rate, typ-
ically 1–20 �C/min. It has constant weight until it begins to
decompose at temperature Ti. Decomposition usually takes
place over a range of temperature Ti to Tf and second con-
stant plateau is then observed above Tf , which corresponds
to the weight of residue.
A TGA curve of composite made by PEO:LiBF4 contain-

ing 2-[methoxy(polyethylenoxy)-propyl]trimethoxy silane-
coated SiO2 nanoparticles is displayed in Figure 24 [109].
At temperatures below 180–200 �C, the sample experiences
only a small weight loss due to removal of residual water
on the surface of SiO2. At increasing temperatures, the OH
groups on the SiO2 surfaces begin to decompose to give
rise to slight increase in the weight loss. In addition to the
decomposition of the OH groups, another weight loss take
place at about 350 �C that can be attributed to the decompo-
sition of silane molecules that are bonded on the surface of
SiO2. Liu et al. suggested that the adsorption of containing
2-[methoxy(polyethylenoxy)-propyl]trimethoxy silane on the
surface of SiO2 is likely to give a sub-monolayer coverage
[109].

9.2. Differential Thermal Analysis

Differential thermal analysis (DTA) is a technique in which
the temperature of a sample is compared with that of inert
reference material during a programmed change of temper-
ature. The temperature of sample and reference should be
the same until some thermal event such as melting, decom-
position, or change in crystal structure occurs in the sample.
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Figure 23. Typical form of TGA curve.
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Figure 24. TGA curve of PEO:LiBF4 containing 2-[methoxy (polyethyl-
enoxy)-propyl]trimethoxy silane coated SiO2 nanoparticles. The curve
was replotted from [109], Y. Liu et al., J. Power Sources 109, 507 (2002).

If the sample temperature lags behind the reference temper-
ature, the process is called endothermic. On the contrary,
if the sample temperature leads the reference temperature,
the process is known as exothermic. The sample size is usu-
ally a few milligrams and heating and cooling rate is usually
1–50 �C/min. The difference in the sample and reference
temperature will appear as Figure 25.
If calorimetric data is required, it is better to use differen-

tial scanning calorimetry (DSC). DSC is very similar to DTA.
A sample and an inert reference are also used in DSC sys-
tem but the cell is designed differently. The sample and the
reference are maintained at the same temperature during
the heating program and extra heat input to the sample (or
to the reference if sample undergoes an exothermic change)
is required to maintain this balance. Enthalpy changes are
therefore measured directly.
Examples of DSC curves for various PEO:LiCF3SO3 +

clay composites are displayed in Figure 26 [123]. From this
figure, we can extract several parameters like the glass tem-
perature, the melting point, and enthalpy. These values were
found to depend on the filler content, as summarized in
Table 7. A pure PEO has one first-order endothermic tran-
sition at around 70 �C, corresponding to the melting of the
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Figure 25. Typical form of DTA curve.
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Figure 26. DSC curve of PEO:LiCF3SO3 containing clay. Reprinted
with permission from [123], H.-W. Chen and F.-C. Chang, Polymer 42,
9763 (2001). © 2001, Elsevier Ltd.

PEO crystalline phase. When salt is added, a second minor
endothermic transition was observed at around 140–150 �C,
due to the melting of crystalline complex phase formed by
PEO and LiCF3SO3 [124–126]. The melting temperature of
the crystalline PEO phase depends on the filler content. The
Tm initially shifted to higher temperature when the filler con-
tent increased, and reached the highest value at 9 wt.% clay,
and then decreased with further increase in the clay content.

Table 7. The parameters of polymer electrolyte nanocomposites
extracted from the DSC curve.

Samples Tg (K) Tm (K) �H (J/g) Xc Tmc (K)

PEO 70�50 165�5
PEO:LiCF3SO3 −46 69�84 59�9 36�2 152�0
PEO:LiCF3SO3+ −50 71�58 68�9 41�6 149�7
clay 3 wt%

PEO:LiCF3SO3+ −43 77�4 77�8 47�0 156�9
clay 9 wt%

PEO:LiCF3SO3+ −46 54�93 40�1 24�2 142�6
clay 30 wt%

PEO:LiCF3SO3+ −48 45�99 29�1 17�6 132�4
clay 50 wt%

Adapted with permission from [123], H.-W. Chen and F.-C. Chang, Polymer 42,
9763 (2001). © 2001, Elsevier.
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The PEO crystallinity (expressed by the area covered by
transition curve) is also dependent on the clay content. The
PEO crystallinity initially increases with increasing clay con-
tent up to 9 wt.% and then decreases with further increase
in the clay content.
Melt-crystallized polymers are never completely crystal-

lized. This is because there are an enormous number of
chain entanglements in the melt and it is impossible for the
organization to form 100% crystalline polymer during crys-
tallization. The degree of crystallinity is therefore of great
technological importance. The degree of crystallinity can be
deduced from the DTA data, in which the melting enthalpy
can be obtained. The crystallinity can be calculated using a
simple equation [127]:

Xc =
�Hm

�Hm�c

× fPEO (54)

where �Hm = melting enthalpy measured, �Hm�c = melting
enthalpy of 100% crystalline (for PEO, �Hm�c = 196�4 J/g),
and fPEO = weight fraction of PEO in polymer electrolytes.

10. DENSITY METHOD
Another method for determining the crystallinity is based
on the knowledge of density of crystalline and amorphous
phases as well as the density of the polymer specimen.
The crystallization of polymer from melt is accompanied by
the reduction in the volume due to an increase in density.
The crystals have a higher density than the molten or non-
crystalline polymer since the last two contain also free vol-
ume. Based on this difference, the density method can be
utilized to determine the degree of crystallinity.
If V is volume of polymer specimen, and Va and Vc are

volumes of amorphous and crystalline regions, respectively,
we have V = Va + Vc. The relation of polymer specimen
mass and the amorphous and the crystalline region masses
is given by

BV = BaVa + BcVc (55)

where B = density of polymer specimen, Ba = density of
amorphous region, and Bc = density of crystalline region.
By defining the crystallinity as xc = BcVc/BV , we obtain

xc =
Bc
B

(
B− Ba
Bc − Ba

)
(56)

The density of polymer specimen can be determined by
simply measuring the volume and weighing the mass. The
density of crystalline region can be calculated from the
knowledge of the crystal structure. The density of amor-
phous phase can be determined by measuring the density
of almost completely amorphous polymer, such as polymer
obtained by rapid cooling from polymer melt.
Equation (56), however, is valid if polymer specimen con-

tains no holes which are often present in molded samples.
In addition, since packing of the molecules in amorphous
region is random, it is likely that the density of amorphous
phase depends on the thermal treatment of the specimen.

11. ELECTRICAL PROPERTIES

11.1. Effect of Filler Content on Conductivity

The role of the ceramic filler is to influence the recrystalliza-
tion kinetics of the polymer matrix chains, thereby ultimately
promoting localized amorphous regions and thus enhancing
the transport of cations [9]. To produce a high fraction of
amorphous state in the composite, the as-prepared compos-
ite is first heated above the melting point so that all parts
of the polymer are converted to the amorphous state. Dur-
ing the cooling process, the matrix part around particles
remains in the amorphous state, even when the tempera-
ture drops below the melting point. Therefore, a high elec-
trical conductivity would be expected to appear at ambient
temperatures. Indeed, enhancement in conductivity of up to
about three orders of magnitude at low temperatures and
about one order of magnitude at high temperatures has been
reported for the system of poly(ethylene oxide)-LiClO4 con-
taining ceramic fillers [9]. In addition, composites contain-
ing ceramic fillers in the nanoscale particle size exhibit both
excellent mechanical stability (promoted by the network of
the fillers into the polymer bulk) and high ionic conductivity
(promoted by the high surface area of the dispersed filler).
The volume fraction of filler particles affects the conduc-

tivity of a composite. The symbols in Figure 27 display the
effect of filler loading on the electrical conductivity of a
poly(ethylene oxide)/NaI containing filler of I-Al2O3 [128].
The conductivity increases with an increase in the volume
fraction of fillers, reaches a maximum at a certain value of
filler particles, and then decreases toward zero for further
increases in the volume fraction of fillers. This observation
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Figure 27. Effect of filler volume fraction on the electrical conduc-
tivity at 25 �C for composites of (open circle) PEO:LiClO4+PAAM
and (solid circle) PEO:NaI+I-Al2O3. Date points were extracted from
Y. Liu et al., J. Power Sources 109, 507 (2002). Curves were obtained
from theoretical calculation to fit the data using (t/R = 0�6) for fitting
the open circle data and (t/R = 1�16) for fitting the solid circle data.
Curves were replotted from [128], J. Przyluski et al., Electrochim. Acta
40, 2102 (1995).
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can be explained as follows. By increasing the fraction of
fillers, the total amount of amorphous state around the fillers
increases since the surface area increases, thus increasing
the conductivity. If the filler content is so high, some of the
filler agglomerates (making contact) so that the surface area
is reduced, thus reducing the fraction of amorphous state
around the filler, thereby reducing the conductivity. At a
specified amount of filler fraction, the continuous network of
amorphous state disappears so that the transport of cations
is blocked. The conductivity of composites can be approxi-
mated with the conductivity of filler particles.
The effective medium approximation was used to explain

the conductivity enhancement in polymer electrolyte com-
posites [128]. Dispersed ceramics create an amorphous layer
around the particles, which have a high conductivity. The
composite is considered to be a two-phase system: parti-
cles and amorphous layer as one phase and the rest of the
polymer as the other phase. The conductivity of the second
phase (polymer matrix) is equal to the conductivity of the
polymer electrolytes free of dispersed particles. The con-
ductivity of the particle–amorphous layer can be calculated
using Maxwell–Garnett equation [129],

�c = �1
2�1 + 2Y��2 − �1�

2�1 + �2 − Y��2 − �1�
(57)

where �1 = conductivity of the interface layer, �2 =
conductivity of dispersed grain, and Y = volume fraction of
filler in the composite, according to equation [128]

Y = 1
�1+ t/R�3 (58)

where t = thickness of the conducting layer, and R = radius
of filler.
The system is analogous to a system containing conduct-

ing particles dispersed in a polymer matrix in which the
conducting particles correspond to the particle–amorphous
layer. The improved conductivity of grain and polymer
medium is calculated by the Nakamura [130] or Nan and
Smith [131, 132] equation,

�ac = 2�c
Vc

3− Vc
(59a)

�ea = 2�e
1− Vc
2 + Vc

(59b)

where Vc = V2/Y , and V2 = volume fraction of filler in a
bulk electrolyte.
The dependence of composite conductivity on the load

fraction of dispersed particles and particle size can be cal-
culated using the effective medium theory [133]:
(
V2
Y

)
�ac −�m

�m+pc��ac −�m�
+
(
1− V2

Y

)
�ae −�m

�m+pc��ae −�m�
=0
(60)

where �m is the conductivity of the composite and pc is the
continuous percolation threshold for the composite grain.
Pc can be taken to be 0.28 on the basis of general perco-
lation theory [131, 132]. Lines in Figure 27 are the theo-
retical prediction for a system of PEO:LiClO4+PAAM and

PEO:NaI+I-Al2O3 [128]. The data were collected at 25 �C.
The theoretical curves were calculated using t/R = 0�6 for
solid line and t/R = 1�16 for dashed line.
However, this theory cannot explain the enhancement

of conductivity at high temperatures compared to polymer
electrolytes which are free of filler as shown in Figure 4. An
alternative approach has been used to explain conductivity
enhancement due to filler dispersion [134]. The presence of
a filler induces the formation of an amorphous layer around
the filler particles as well as the presence of an ionic layer
around the particles. Typically, an amorphous layer around
the filler particles is effectively created if the polymer con-
taining a filler is heated above the melting point and then
cooled down. The presence of a ceramic filler inhibits the
recrystallization of a polymer layer around the particles so
that layer remains in the amorphous state after the poly-
mer reaches room temperature. That means that, without
heating above the melting point, the conductivity of polymer
electrolytes containing a filler is close to that of filler-free
polymer electrolytes. However, by assuming the presence
of an ionic layer around the filler which has a conductivity
higher than that when the ionic layer is absent, the conduc-
tivity is then enhanced even though all parts of the polymer
are in the crystalline phase or in the amorphous phase. This
assumption explains the enhancement in conductivity at high
temperatures even when all parts of the polymer are in the
amorphous state.
This approach is similar to the observation of conductiv-

ity enhancement in solid-state ionic composites, into which
ceramic fillers are dispersed [135]. The ionic transport in
solid-state ionics is very similar to polymer electrolytes. Poly-
mer electrolytes in the crystalline phase can be thought of
as analogous to solid-state ionics having a low conductiv-
ity, and polymer electrolytes in the amorphous phase can
be analogous to solid-state ionics having a high conductivity.
Therefore, since the ionic layer is assumed to be present in
solid-state ionic materials when the fillers are dispersed, a
similar layer would be expected to appear in polymer elec-
trolytes containing a ceramic filler. The conductivity of the
ionic layer can be roughly approximated with �l = �� + �� ,
in which �� is the conductivity of the medium around
the particles in the absence of an ionic layer, and �� is
the excess conductivity due to the presence of a charged
layer. Thus, if the polymer around the filler is in the crys-
talline state, the conductivity of the layer around the parti-
cles would be higher than the conductivity of this crystalline
state. If the polymer medium around the particles is in the
amorphous state, the conductivity of the ionic layer would
be higher than the conductivity of the amorphous polymer.
Mikrajuddin et al. calculated the loading effect on the elec-
trical conductivity of composites by assuming a simple cubic
packing of filler particles and obtained a bell-shaped conduc-
tivity variation [134], similar to that obtained experimentally.
Most of fillers used for making polymer electrolyte com-

posites are restricted to nonconductive materials. Recent
reports of the addition of small amount of conducting mate-
rials such as carbon (1.5 wt.%) with surface area of 60 m2/g
showed an enhancement of conductivity and interfacial sta-
bility compared to carbon-free composites [136].
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11.2. Effect of Salt Concentration
on Conductivity

Another potential approach is to increase the concentra-
tion of salt ions in the matrix. However, this approach is
unpredictable. Figure 28 shows the effect of ion content
on the electrical conductivity of a system of PEG:LiClO4 +
�-Al2O3 at 25 �C [137]. By increasing the concentration of
salt ions, the electrical conductivity initially increases, fol-
lowed by a decrease after passing a specified salt concen-
tration. Explanations have been proposed to explain this
observation. Doeff et al. explained this behavior in terms
of a trade-off between an increasing number of charge car-
riers and ion aggregation and increased viscosity due to
ionic cross-linking, which lowers the conductivity as the salt
concentration passes a critical value [138]. Dupon et al.
explained this dependence as being due to strong ion pair-
ing, which effectively traps the mobile cations, and therefore
significantly reduces the ionic conductivity relative to non-
ion-paired complexes on a similar structure [139].
Marcinek [137] found that up to LiClO4 concentra-

tion equal to 0.25 mol/kg, the conductivity of both sys-
tems PEG:LiClO4 and PEG:LiClO4 + �-Al2O3 system of
PEG:LiClO4 + �-Al2O3 do not differ from each other by
more than 30–40%. However, for high salt concentrations,
the conductivity of electrolytes containing �-Al2O3 are much
higher. The difference rises up to 30–40 times for a system
with the highest salt concentration.

11.3. Effect of Temperature on Conductivity

Since the transport of ions in the amorphous state is assisted
by chain segment relaxation, the temperature dependence
for ion transport in this state follows the temperature
dependence of chain relaxation. A Vogell–Tamman–Fulcher
(VTF) dependence of electrical conductivity then results,
that is,

��T � = A√
T
exp

[
− B

T − To

]
(61)
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Figure 28. Effect of salt concentration on the conductivity at 25 �C
of PEG:LiClO4 + �-Al2O3. Data points were extracted from [137],
M. Marcinek et al., Solid State Ionics 136–137, 1175 (2000).

in which A, B, and To are constants and T is the tempera-
ture. The value of the constant parameter depends on the
type of composites as well as the conditions used in prepar-
ing the polymer. The value of To depends on the glass tran-
sition of the polymer. A generally accepted relation is To =
Tg + 50, in which Tg denotes the glass transition of the poly-
mer [140]. The glass transition of most polymers is related to
the melting point that satisfies Tg /Tm = 0�5–0.8 [19]. Param-
eter B can be expressed as a linear function of To [134].
The value of VTF parameters was found to depend on

the concentration of salt. For example, in a system of
PPG4000:AgCF3SO3, the value of VTF parameters at var-
ious salt concentrations was reported by Eliasson et al.
[141]. The VTF parameters also depend on the salt type, as
reported by Florzanczyk et al. [142].
On the other hand, since the transport of ions in the

crystalline state is dominated by ion carriers jumping to the
nearby locations, the temperature dependence of conductiv-
ity then follows the Arrhenius law,

��T � = A exp
[
− Ea
kT

]
(62)

in which Ea is the activation energy. The value of Ea/q,
in which q is the charge of the ion carrier, represents the
blocking potential that must be overcome for an ion carrier
to jump to the nearest locations. For polymer electrolytes
only (free of ceramic fillers), a VTF behavior of conduc-
tivity is observed at temperatures above the melting point;
Arrhenius behavior prevails at low temperatures. A drastic
depression of electrical conductivity occurs at temperatures
where the VTF behavior changes to Arrhenius behavior [9].
Since the dispersion of filler particles will generate amor-
phous states even at low temperatures, VTF behavior is
observed even at low temperatures for conductivity, as can
also be seen in Figure 2. Continuing the VTF behavior up
to ambient temperature overcomes a drastic depression of
conductivity so that high conductivity prevails at low tem-
peratures.

11.4. Effect of Particle Surface
on Conductivity

As observed in Figure 4, at high temperatures where all
parts of the polymer are in an amorphous state, the con-
ductivity of a composite is higher than that of polymer
electrolytes which are free of fillers. This indicates that
the amorphous layer around filler particles should not be
the only contributor to conductivity enhancement. It has
been proposed that the surface properties of the dispersed
filler also play a significant role in the electrical conduc-
tivity of polymer electrolyte nanocomposites. Prior to use,
the fillers are usually cleaned by drying at certain temper-
atures in vacuum or washing with a solution followed by
drying in vacuum to remove contaminants on the surface.
Matsuo and Kuwano observed an enhancement in conduc-
tivity by a factor of five to ten when a lithium dodecylsul-
fate surfactant was added to the surface of an SiO2 in a
system of PEG-LiCF3SO3-SiO2 [43]. Prior to the synthesis
of composites, the silica nanoparticles were dispersed in a
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solution of the surfactant to produce a self-assembly of sur-
factant molecules on the particle surface. Figure 29 shows
the effect of surfactant content (lithium dodecylsulfate, LDS
(C12H25OSO3Li)) on the electrical conductivity of a system
of poly(ethylene oxide)-LiCF3SO3-SiO2. The ionic conduc-
tivity rapidly increases with increasing LDS content and then
decreases after reaching a critical value at a certain weight
fraction of LDS. The weight fraction of LDS to produce the
conductivity peaks is the amount necessary for producing a
monolayer on the surface of SiO2. Further increases in LDS
content led to a reduction in conductivity.
Functionalization of SiO2 in a poly(ethylene glycol)-based

polymer electrolyte using 2-[methoxy(polyethylenoxy)-
propyl] trimethoxy silane was reported to enhance electrical
conductivity as well as the tensile strength of compos-
ites (the tensile strength was increased by about 1 Mpa
compared to that using pristine SiO2� [109]. A small
improvement in conductivity compared to pristine SiO2
was observed for small loading levels of surfactant. It was
assumed that silane moieties attached on the SiO2 surface
effectively prevent coagulation of the SiO2 particles during
blending because of steric repulsive forces. It then increases
the dispersibility of SiO2 powder in the PEO matrix [109].
The relaxation of chain segments is also improved by adding
treated SiO2. In poly(ethylene oxide)-based electrolytes, Li+

ions are coordinated to oxygen atoms in the polymer chains.
Movement of the dissociated Li+ ions can be constrained
by multiple oxygen atoms coordinated to the same Li+

central ion. Upon the addition of functionalized SiO2, the
oxygen atoms from the short polyether units on the surface
of SiO2 compete with the oxygen atoms from the polymer
chains for complexion with Li+. The result is a more relaxed
coordination between oxygen atoms and Li+ ions, which
in turn, facilitates the transport of Li+ ions through the
polymer.
Croce et al. observed a difference in conductivity when

acidic, neutral, and basic Al2O3 were used as fillers [143].
A specific interaction between the surface group of ceramic
particles and both the PEO segment and lithium salt ions
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Figure 29. Effect of surfactant weight fraction on the electrical con-
ductivity of PEG:LiCF3SO3 containing LDS coated SiO2 nanoparticles.
Data points were extracted from [43], Y. Matsuo and J. Kuwano, Solid
State Ionics 79, 295 (1995).

was assumed to exist, which can be attributed to Lewis acid-
base interactions. This interaction may act as cross-linking
centers for the PEO segments and for the X− anions to
lower the PEO reorganization tendency and thus promoting
the structure modification of the polymer chains. The effect
promotes Li+ conducting pathways at the ceramic surface.
Second, Lewis acid-base interactions between the electrolyte
ionic species lower ionic coupling. The expected result is
the promotion of salt dissociation via a type of “ion-ceramic
complex” formation. The surface of the filler also affects the
transference number of ion in the composites. Table 8 shows
the effect of acid-base properties of the filler on the transfer-
ence number in a system of P(EO)20:LiCF3SO3 containing
Al2O3 [143].
Capiglia et al. investigated the properties of composite

electrolytes consisting of SiO2 powder with different surface
features in PEO:LiClO4 system. They removed the hydroxyl
groups on SiO2 by calcinations at 900 �C in order to reduce
the hygroscopic properties of the particles. The reduction
of hydroxyl group on the particle surface was found to
increase the ionic conductivity [144]. Walls et al. prepared
series of SiO2 material with hydrophilic and hydrophobic
surface groups and used them as filler in PEGDM system.
They showed clearly a cause and effect relationship between
the observed properties and the surface chemistry [145].
Fan et al. attached different surface group to the silica and
used the functionalized particles in PEGDM-based compos-
ite electrolyte. They found that the silica surface chemistry
affected mostly the rheological properties, but not the ionic
conductivity [146].

11.5. Effect of Particle Size on Conductivity

The use of nanometer- and micrometer-sized Al2O3 in a sys-
tem of PEO:LiBF4 improved the electrolyte mechanical and
electrochemical performance with decreasing size of ceramic
filler. Nanometer-sized particles provide an order increase in
conductivity compared to micrometer-sized filler [36]. Chan-
dra et al. observed a decrease in the conductivity at 333 K
of two orders of magnitude when particle size was increased
from 10 to 100 #m. However, only a small decrease was
observed at 373 K when the particle size was increased in
the same range [147]. Wieczorek et al. reported a decrease
in conductivity when the particle size is increased from 2 to
7 #m [148]. Figure 30 shows the Arrhenius plot of electrical
conductivity of a system of PEO-based polymer electrolyte
nanocomposites at different filler sizes [148].
The dependence of conductivity on the filler size can be

described qualitatively using a space-charge layer concept

Table 8. Lithium transference number at 95 �C.

Samples t+

P(EO)20LiCF3SO3 0�46
P(EO)20LiCF3SO3 + 10%Al2O3 (basic) 0�48
P(EO)20LiCF3SO3 + 10%Al2O3 (neutral) 0�54
P(EO)20LiCF3SO3 + 10%Al2O3 (acidic) 0�63

Adapted with permission from [143], F. Croce et al.,
Electrochim. Acta 46, 2457 (2001). © 2001, Elsevier.
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Figure 30. Arrhenius plot of (square) PEO:LiBF4, (diamond) PEO:
LiBF4 containing 10 wt.% Al2O3 (micrometer size), and (circle)
PEO:LiBF4 containing 10 wt.% Al2O3 (nanometer size). Data points
were extracted from [148], W. Wieczorek et al., Electrcochim. Acta 40,
2251 (1995).

that is commonly used to explain similar effect in a com-
posite of solid-state ionics. The origin of space-charge layer
is ascribed to the difference in the free energy formation
of the individual vacancies in case of Schottky disorder and
of the vacancies and the interstices in the case of Frenkel
disorder. The space-charge layer for a two-phase compos-
ite of solid-state ionics has been introduced by Maier, who
found the enhanced conductivity of the composite material
as [149]

� = �1− L��o + �3
√
2�GL

(
L

r

)√
,,oRT

Vm
#v
√
Nvo (63)

where �o = conductivity of filler-free polymer electrolytes,
L = volume fraction of filler, GL = a constant to account for
the topology of filler, r = filler particle radius, , = dielectric
constant, ,o = permittivity of vacuum, Vm = bulk molar vol-
ume of the matrix phase, #v = the mobility of dominant
defect, and Nvo = the mole fraction of dominant defect at
the interface. This equation can fit the data of conductivity
of NaCl containing various sizes of Al2O3 [150].

11.6. Effect of Plasticizers on Conductivity

The plasticizers have a great influence on the electrical,
chemical, and electrochemical properties of the polymer
electrolyte composites. The addition of ethylene carbonate
results in a more homogeneous and transparent film. Golod-
nitsky et al. observed a conductivity enhancement by a fac-
tor of two in system of LiI:PEO9PMMA0�5 + 6 vol.% Al2O3
when ECl is added [151]. Enhancement about seven times
was observed in a system of LiI:PEO6PMMA0�5 + 6 vol.%
Al2O3 if PEG0�5is added as appears in Table 9 [151].
Leo et al. [152] observed the different temperature depen-

dence of conductivity when plasticizer is added into the
polymer composites. Different weight percent of plasticizer
alters the shape of log � against 1/T . The temperature
dependence of conductivity below 50 �C shows an Arrhenius

Table 9. Effect of EC and PEG plasticizers on the electrical conductiv-
ity at 120 �C.

Conductivity
Electrolytes Plasticizer Filler (S/cm)

PEO9PMMA0�5:Lil Al2O3 6 wt.% 0.6×10−3
PEO9PMMA0�5:Lil ECl Al2O3 6 wt.% 1.2×10−3
PEO6PMMA0�6:Lil Al2O3 6 wt.% 0.4×10−3
PEO6PMMA0�6:Lil PEG0�5 Al2O3 6 wt.% 1.0×10−3

Adapted with permission from [151], D. Golodnitsky et al., Solid State Ionics
85, 231 (1996). © 1996, Elsevier.

type for all plasticizer content. However, above 50 �C, the
temperature dependence of conductivity seems to change
with the change in the content of plasticizer. For 5 wt.%
plasticizer (ethylene carbonate), there is a temperature Tm
above which the Arrhenius plot of conductivity was observed
and below which a qualitative change in the curve was
observed. The discontinuity in the slope of the curve of
the unplasticized composite disappears. At higher plasticizer
content, a distinct change in the temperature-dependent
conductivity was observed.

11.7. Effect of Storage Time on Conductivity

Shin et al. measured the effect of storage time on the
electrical conductivity of polymer electrolyte composites of
PEO10:LiCF3SO3 containing 5–15 wt.% of TinO2n−1 stored
at 90 �C. The conductivity increased with increase in the
storage time until approximately 5 h, when the conductiv-
ity reached a steady-state value. The conductivity of poly-
mer electrolytes containing ceramics reaches the steady-state
value faster than ceramic-free polymer electrolytes [153].
The conductivity of PEO8:LiClO4 containing 10 wt.% SiO2
is relatively stable up to two weeks storage as displayed in
Figure 31 [154]. Croce et al. suggested that the recrystalliza-
tion may occur with kinetics which appear to be critically
dependent on the annealing condition [9].
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Figure 31. Effect of storage time on the conductivity of PEO8:LiClO4

containing 10 wt.% SiO2. Data points were extracted from [154],
G. Appetecchi et al., Electrochim. Acta 45, 1481 (2000).
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Appetecchi et al. compared the conductivity of EC-
DMC-PAN:LiPF6 containing 6 wt.% Al2O3 and EC-DMC-
PAN:LiPF6 free of Al2O3. They found that, after 30 days
aging at 75 �C, there was no significant change in the con-
ductivity of ceramics containing polymer electrolytes, while
the ceramic-free polymer suffered a depression in conduc-
tivity to become about 10% of the initial value [155].

12. MECHANICAL PROPERTIES

12.1. Effect of Filler Content

Weston and Steele used ceramic filler to improve the
mechanical properties of PEO films [156]. Addition of
ceramic filler to improve the mechanical properties of poly-
mer is not new. The addition of carbon black filler can
extend the lifetime of tires from 5,000 miles if no car-
bon black is used to a potential 80,000 miles in some cur-
rent tires. Figure 32 shows the effect of filler content on
the elastic modulus of a system of poly(ethylene glycol)
dimethyl ether:LiN(CF3SO2�2 containing fumed silica with
a surface group modified to become Si-C8H17 instead of
Si-OH. Increasing the concentration of the filler generates
a stronger network structure with the modulus increasing by
two orders of magnitude [157].
Although addition of filler is effective in hardening the

polymer electrolytes at lower temperature, the effective-
ness becomes lower at temperatures higher than the melting
point of the matrix. Wen et al. used a whisker to improve
the mechanical strength of polymer electrolyte compos-
ites. The work is based on the morphology of whisker
which has a special shape similar to rigid network formed
inside the polymer electrolytes. The mechanical strength
of the polymers was evaluated with their thermal creep
behavior, indicated by the relative resistance change of the
polymer electrolyte films after being kept for some time
under a certain pressure [113]. Addition of ceramic filler
in a composite of PEO8:LiClO4 remarkably affected their
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Figure 32. Effect of weight fraction of filler on the elastic modulus of
PEG dimethyl ether:LiN(CF3SO2�2 containing C8H17 coated fumed sil-
ica. Data points were extracted from [152], C. J. Leo et al., Solid State
Ionics 148, 159 (2002).

thermal creep properties, in particular at high tempera-
tures. The electrolytes containing whisker filler are much
more mechanically stable than those containing nanosized
�-Al2O3. However, at low temperatures (below the melting
point), the thermal creep properties of both composites are
similar.
Leo et al. observed improvement of mechanical strength

of PEO-based polymer electrolytes by a factor of three when
7.5 wt.% Nasicon glass-ceramic fillers is added [152]. This
filler content also increased the glass temperature of about
14 �C. It is suggested that the addition of filler increases
the stiffness of polymer segment, thereby suppressing the
polymer chain motion [158].

12.2. Effect of Particle Surface

Inorganic fillers are actually bonded to the molecular chain
and thereby immobilize the polymer chain. The degree
of adhesion between the polymer matrix and the fillers,
the surface area of the filler, and the packing charac-
teristic of the filler are important factors that determine
the mechanical characteristics of the composites [159].
Liu et al. compared the effect of tensile strength of
composites of PEO:LiBF4+SiO2 containing pristine SiO2
and organic coated SiO2 [109]. The SiO2 was coated
using 2-[methoxy(polyethylenoxy)-propyl] trimethoxy silane.
Figure 33 shows the effect of filler loading on the tensile
strength. It can be seen that the trend in the tensile strength
variation is similar for both composites. However, the ten-
sile strength of composite made using coated SiO2 filler is
always larger than that of material made by pristine SiO2.
A double enhancement was observed in all filler loading
region. Functionalized SiO2 might be considered as a filler
which carries a pendant coupling agent. The coupling agent
has two types of functional groups, one capable of forming
chemical bond with the surface of the filler and the other
capable of entangling with PEO chains [160].
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Figure 33. Effect of filler content on the tensile strength of PEO:LiBF4
containing pristine SiO2 (open circle) and functionalized SiO2 (solid
circle). Data points were extracted from [109], Y. Liu et al., J. Power
Sources 109, 507 (2002), and lines are for eye guide.
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13. THERMAL PROPERTIES

13.1. Effect of Filler Content
on the Glass Temperature

Franco et al. observed the reduction in the glass transition
temperature in composite of PEO:LiClO4 containing carbon
black (conducting filler) [97]. Tg = 220 K was observed for
composite containing 10 wt.% carbon black, 210 K for that
containing 20 wt.% carbon black, and 202 K for that con-
taining 30 wt.% carbon black. Choi and Shin measured the
effect of the filler loading on the glass temperature of a sys-
tem of PEO16LiClO4+ SiC. Tg first decreases rapidly with
the increase in the filler content and then reaches a plateau
beyond which it further drops as can be seen in Figure 34
[161].
On the contrary, Chung and Sohn observed also an

enhancement of glass temperature as the concentration of
salt increases in a system of polymer comb-shaped polymer
matrix by attaching triethoxyethylene side chain on the main
chain of polyethylene oxide [162]. Wieczorek et al. observed
that the SiO2 filler which enhanced the conductivity raised
the Tg [163], while the �-Al2O3 filler which reduced the con-
ductivity above room temperature lowered the Tg [164]. The
data indicated that the variation of Tg neither exhibits sys-
tematic results nor meets the expected variation of conduc-
tivity.
Filler content also affects the melting enthalpy of com-

posites. Figure 35 shows the effect of filler loading on the
melting enthalply extracted from DCS curve for system of
PEO16:LiClO4+SiC, and the normalization relative to the
mass fraction of pure (PEO)16:LiClO4 [161]. Using Eq. (54)
and remembering �Hm� c is proportional to mass fraction of
pure (PEO)16:LiClO4, curve (b) reflects the crystallinity of
the composite. It is clear that the crystallinity increases with
the loading of the filler at low loading and then decreases
with further increase in the filler content. Choi and Shin
proposed the enhancement of crystallinity with the loading
content of filler is due to the role of the filler which may
act as nucleation centers of crystalline polymer phase. The
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Figure 34. Effect of filler content on the glass temperature of PEO16:
LiClO4 containing SiC. Data points were extracted from [161], B. Choi
and K. Shin, Solid State Ionics 86–88, 303 (1996), and line is for eye
guide.
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Figure 35. Effect of filler content on the melting enthalpy (solid circle)
and crystallinity (open circle) of PEO16:LiClO4 containing SiC. Data
points were extracted from [161], B. Choi and K. Shin, Solid State Ionics
86–88, 303 (1996).

nucleation effect was considered to be sufficient to overcome
the hindrance of crystallization due to the enhancement of
the segmental motion of the PEO [161].

13.2. Effect of Salt Concentration
on the Glass Temperature

Marcinek et al. observed the effect of salt concentration
of the system of PEG:LiClO4 + �-Al2O3 and found that
the glass temperature also increases with the salt con-
centration as appears in Figure 36 [137]. For concen-
trations up to 0.25 mol/kg salt concentration, the Tg is
almost constant. At higher salt concentrations, the plot
of Tg with respect to the logarithm of salt concentra-
tion likely increases with an exponential trend. They also
compared the variation of glass temperature of system
free of filler and found that at up to 0.26 mol/kg salt
concentration, the Tg of both samples is almost similar.
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Figure 36. Effect of salt concentration on the glass temperature of
PEG:LiClO4. containing �-Al2O3. Data points were extracted from
[137], M. Marcinek et al., Solid State Ionics 136–137, 1175 (2000).
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At higher salt concentration, the Tg of filler-free samples
is higher that that of sample containing filler. Sun et al.
found that the glass temperature of a system of poly(N ,N -
dimethylaminoethyl methacrylate)-tetraglyme:LiClO4 poly-
mer electrolytes increases strongly with the increasing salt
concentration over the first 0.5 mol/kg addition of LiClO4.
Further addition of salt results in only a minor increase in
the glass temperature [165].

14. LUMINESCENT COMPOSITES
Most fillers used in polymer electrolyte nanocomposites are
“optically inactive,” that is, they do not have any lumi-
nescence properties. It would be interesting to investigate
the properties of composite if the fillers loaded in polymer
emit luminescence. This approach would have interesting
applications such as the possibility of obtaining information
regarding the degradation of battery or fuel cells using such
composites, for example based on the luminescence intensity
emitted by the filler. Changes in properties of the polymer
when the battery or fuel cell degrades from the initial per-
formance would be expected. This indicates that the proper-
ties of the medium around the filler would change when the
battery or fuel cell degrades. It would affect the detected
luminescence intensity emitted by the filler change. Based
on this detected luminescence, the current performance of
the battery or fuel cell could be determined.
Zinc oxide (ZnO) is one of the promising materials for

preparing composite polymer electrolytes that are lumines-
cent. ZnO nanoparticles play a role as an agent for reducing
the tendency of the polymer matrix to crystallize and simul-
taneously as luminescence centers. Since the luminescence
spectra of ZnO are dependent on crystalline size (quantum
size effect), the emitted wavelength can be controlled by
adjusting the size of the ZnO nanocrystallites. ZnO particles
of different sizes can be produced easily using, for example,
a colloidal process, so that the “color” of the composite can
be easily tuned. A “blue composite” can be prepared using
smaller ZnO nanoparticles, while a “yellow composite” can
be produced using large ZnO particle size. This composite
has also considerable potential for fabricating devices that
simultaneously produce both electrical current and light,
such as luminescent electrochemical cells, self-powered dis-
plays, etc.
Figure 37 (right) shows an example of a photolumines-

cence (PL) spectrum of composite polymer electrolytes con-
taining ZnO nanoparticles [62]. The sample produced a
highly intense green luminescence. The color of those sam-
ples can clearly be observed by the naked eye even using a
hand-held UV lamp as background illumination in the lab-
oratory. The PL peaks can be shifted to lower or higher
wavelengths by altering the concentration of the precursors.
The luminescence spectrum was produced by an electron
transition from the bottom of conduction band to a state
located near the center of the band.
The corresponding excitation spectra of the samples are

shown in Figure 37 (left). A peak is related to the band-
edge transition. The wavelength peak is smaller than that
observed for bulk ZnO, which shows a peak at 365 nm
(energy about 3.4 eV). The shift of the band-edge peak to
lower wavelengths indicates the presence of a quantum size
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Figure 37. Left: Excitation spectra of PEG:Li containing ZnO nano-
particles. Right: The corresponding luminescence spectra. Data were
extracted from [62], Mikrajuddin et al., J. Electrochem. Soc. 149, H107
(2002).

effect of the optical bandgap. Using the size-dependent opti-
cal bandgap equation, the size of ZnO nanoparticles in the
matrix is estimated to be around 6 nm.
The in-situ growth of nanoparticles in the polymer matrix

ensures the dispersion of nanoparticles in polymer bulk
easily without the need for an intensive mixing process.
The selection of a precursor containing lithium ions per-
mits the insertion of cations during the growth process.
This approach has been used to produce composite poly-
mer electrolytes containing ZnO nanoparticles using lithium
hydroxide as one precursor and a hygroscopic solution of
zinc acetate as another precursor. A high molecular weight
polyethylene glycol was first mixed with a solution of lithium
hydroxide and then further mixed with a hygroscopic solu-
tion of zinc acetate. Since lithium did not participate in the
formation of zinc oxide, lithium ions were left in the polymer
matrix and were then able to take part as ion carriers.

15. CONCLUSION
Stable and high electrical conductivity polymer electrolytes
are required for fabricating flexible and environmentally
friendly fuel cells and batteries. Some important parameters
critical to polymer electrolytes in order to bring this material
into industries have been discussed in this review. Although
high electrical conductivity of polymer electrolytes usually
appears at high temperatures, many efforts to improve the
electrical conductivity at room temperature have been intro-
duced by researchers all around the world. They include
the synthesis of amorphous polymer matrix, addition of sec-
ond phase in the host polymer matrix (plasticizers) like low
molecular weight polymers, and addition of size chains. The
most popular approach now is the addition of ceramic filler
in nanometer scale. This approach becomes interesting since
the addition of nanometer-sized ceramic filler improves not
only the electrical conductivity of polymer electrolytes but
also the mechanical properties. This material, usually named
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as polymer electrolyte nanocomposite, attracts a lot of atten-
tion because of the simplicity in the processing. Various
kinds of polymer in a lot of molecular weights as well as
various kinds of ceramic filler in a lot of sizes are available
in the market. The process of production of composites is
relatively simple, that is, by just mixing the polymer, salt,
and filler in a common solution, ended with drying. Methods
of preparation of polymer electrolyte nanocomposites were
briefly discussed in this review.
Characterizations of the prepared films are important to

understand the properties as well as to find the optimum
preparation conditions. Various methods of characterization,
including electrical, spectroscopic, microscopic, and thermal
characterizations, were discussed briefly. Detailed explana-
tions of the methods might be found in some analytical
chemistry books.
In the final part, we discussed some parameters which

affect the properties of polymer electrolyte composites. It
was found that the properties of the composites are sensi-
tive to the preparation condition as well as material used for
making the composites. For example, the electrical conduc-
tivity is greatly dependent on the volume fraction of fillers,
surface property, filler size, type of salt, side chain, etc. Also
the mechanical properties are affected by filler content, sur-
face property, and salt concentration.

GLOSSARY
Anion An ionic species having a negative charge.
Battery A device that stores energy and makes it available
in an electrical form.
Blending Physically mixing several types of materials so
thoroughly that they appear to be indistinguishable from
each other in the product.
Casting method A method of forming sheets of composite
materials by pouring fluid materials onto a flat surface.
Cation An ionic species having a positive charge.
Charging Supply electric current to a battery.
Copolymerization Polymerization with two or more differ-
ent monomers.
Cycle life The number of charge/discharge cycles that are
possible before failure occurs.
Differential scanning calorimetry A materials characteri-
zation laboratory technique by which the temperature of a
sample of the substance in question is raised in increments
while a reference is heated in the same rate. The amount
of heat that is required to heat the sample and the refer-
ence to each temperature is recorded and can be plotted.
From these plots, melting points, phase change tempera-
tures, chemical reaction temperatures, and glass transition
temperature of polymers can be determined.
Discharging Withdrawing charge from a battery.
Doctor blade technique A technique using a flat bar used
for regulating the amount of liquid material on the rollers of
a coating machine, or to control the thickness of a coating
after it has been applied to a substrate.
Electrical conductivity A measure of how well a material
accommodates the transport of electric charge.

Energy density The energy obtainable per unit volume.
Energy efficiency (energy released on discharge)/(energy
required for charge).
Filler Inorganic particles added to polymer matrix.
Fourier transform spectroscopy 1A measurement tech-
nique whereby spectra are collected based on the response
from a pulse of electromagnetic radiation. Fourier transform
spectroscopy is more sensitive and has a much shorter sam-
pling time than conventional spectroscopic techniques.
Free volume The extrapolated differences in volume
between a glass and the extrapolation of the melt curve is
called the free volume. The free volume is associated with
the space between molecules in a sample.
Glass transition temperature (Tg) The temperature below
which molecules have very little mobility. On a larger scale,
polymers are rigid and brittle below their glass transition
temperature and elastic above it. Tg is usually applicable to
amorphous phases and is commonly applicable to glasses
and plastics.
Hot press The forming of a compact material at tempera-
tures sufficiently high to cause concurrent sintering.
Melting point The temperature at which it changes state
from solid to liquid. When considered as the temperature
of the reverse change, the temperature is referred to as the
freezing point.
Nuclear magnetic resonance (NMR) A physical phe-
nomenon described independently by Felix Bloch and
Edward Mills Purcell in 1946. It involves the interaction
of atomic nuclei placed in an external magnetic field with
an applied electromagnetic field oscillating at a particular
frequency. Magnetic conditions within the material are
measured by monitoring the radiation absorbed and emitted
by the atomic nuclei. NMR is used as a spectroscopy tech-
nique to obtain physical, chemical, and electronic properties
of molecules. It is also the underlying principle of Magnetic
Resonance Imaging. NMR is one of the techniques used to
build quantum computers.
Number average molecular weight A way of determining
the molecular weight of a polymer. Polymer molecules, even
ones of the same type, come in different sizes (chain lengths,
for linear polymers), so we have to take an average of some
kind. The number average molecular weight is the common
average of the molecular weights of the individual polymers.
It is determined by measuring the molecular weight of n
polymer molecules, summing the weights, and dividing by n.
The number average molecular weight of a polymer can be
determined by osmometry, end-group titration, and colliga-
tive properties.
Plasticizers Materials added to polymer matrix to improve
the fraction of amorphous state.
Polymer electrolytes Electrolytes which using polymer as a
media to dissociate ions.
Rechargeable batteries Batteries that can be restored to
full charge by the application of electricity. They come in
many different designs using different chemistry.
Small angle x-ray scattering A laboratory technique in
which photons are elastically scattered from a sample. The
sample can not be too thick. Liquids can be examined. Fea-
tures on the nanometer length scale can be examined.



760 Polymer Electrolyte Nanocomposites

Specific energy The energy obtainable per unit weight.
Weight average molecular weight A way of determining
the molecular weight of a polymer. Polymer molecules, even
if of the same type, come in different sizes (chain lengths,
for linear polymers), so we have to take an average of some
kind. For the weight average molecular weight, this is done
as follows: weigh a number of polymer molecules, add the
squares of these weights, and then divide by the total weight
of the molecules. Intuitively, if the weight average molecu-
lar weight is w, and you pick a random monomer, then the
polymer it belongs to will have a weight of w on average.
The weight average molecular weight can be determined by
light scattering, small angle neutron scattering (SANS), and
by sedimentation velocity.
Wide angle x-ray scattering An X-ray diffraction tech-
nique that is often used to determine the crystalline struc-
ture of polymers.
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1. INTRODUCTION
As the term implies, polymer (or macromolecule) refers to
a molecule of extraordinarily large size (typically >1000 in
molecular weight). Although polymer molecules are large,
they are made up of individual, repeating units termed
monomers. The overall properties of a given polymeric
material depend on: (i) the constituent monomer units and
the way they are arranged in the macromolecule and (ii) the
spatial arrangement of the constituent macromolecular
chains and the nature of the intermolecular interactions
that hold them together [1]. These interesting structure–
property relationships provide a broad basis to allow the
development of various polymeric materials (e.g., polymer
fibers, films, powders) with different properties from the
same macromolecules.

Polymers have been widely used in all aspects of our
daily life. After all, our clothes are made from synthetic
fibers, car tires from rubbers, and computer chips from plas-
tics. It is now difficult to imagine what our life would be
like if there were no polymers. With the recent significant
advances in nanoscience and nanotechnology, various nanos-
tructured polymers have been devised for a wide range of
advanced applications. Examples include the use of polymer
nanoparticles as drug delivery devices, polymer nanofibers
as conducting wires, and polymer thin films and periodically
structured polymeric structures for optoelectronic devices.

Like most other nanomaterials [2, 3], nanostructured poly-
mers could also possess interesting mechanical, electronic,
optical, and even magnetic properties that are different from
those of the bulk materials, depending on their size, shape,
and composition.

The development of nanostructured polymers has opened
up novel fundamental and applied frontiers, which has
attracted tremendous interest in recent years. This chap-
ter provides an overview on the rapidly developing field of
polymer nanostructures. We will first discuss the prepara-
tion of polymer nanoparticles, with an emphasis on their
potential applications for controlled drug delivery. We will
then describe the preparation of fiberlike polymers (i.e.,
nanowires, nanotubes, and nanofibers) of potential applica-
tions in electronic devices. Finally, we will examine the use
of polymer thin films (nanofilms or nanosheets) in organic
optoelectronic devices, along with the periodically structured
polymers as photonic crystals.

2. POLYMER NANOPARTICLES
Polymer nanoparticles are of special interest in medi-
cal applications. In particular, the recent development of
polymer nanoparticles as effective drug delivery devices is
revolutionizing the way in which medical treatments are per-
formed. Encapsulating or incorporating drugs in polymer
nanoparticles allows effective delivery of the drug molecules
to the target site and their controlled release, leading to
an increase in the therapeutic benefit and reduction of the
side effects [4]. Significant advances in polymer science and
biomedical engineering have facilitated the development of
new synthetic approaches to polymer nanoparticles.

Depending on the method of preparation, polymer nano-
spheres or nanocapsules can be obtained. These polymer
nanoparticles, usually having a diameter ranging from 10 to
300 nm, can be prepared by various techniques, including
in-situ polymerization, dispersion of preformed polymers,
and self-assembling. The in vitro and in vivo performances of
various polymer nanoparticles as drug delivery devices have
recently been discussed in several excellent review articles
[5, 6]. In what follows, we provide a status summary of the
preparation of polymer nanoparticles.
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764 Polymer Nanostructures

2.1. Polymer Nanospheres
by Polymerization

While conventional emulsion polymerization has been
widely used to produce polymer particles with the size
range of 0.1–1 �m, miniemulsion and microemulsion poly-
merization methods have recently been developed for the
preparation of polymer nanoparticles in the ranges of
50–200 and 15–50 nm, respectively [7, 8]. Using poly-
merizable amphiphilic PEO macromonomers [i.e., CH3O–
(CH2CH2O)n–(CH2�11–OOCC(CH3� CH2, n = 10� 15, or
40; designated as C1–PEO–C11–MA-n] as stabilizers in
dispersion/emulsion polymerizations, for example, Gan
and co-workers have successfully prepared polymer [e.g.,
polystyrene (PS), poly(methyl methacrylate) (PMMA)]
microlatexes with particle sizes ranging from 15 to 200 nm
[9–11]. A large amount of surfactants, however, is normally
required for these emulsion polymerization, though high
solid-contents up to 40 wt% have been reported [12, 13].
The relatively high content of surfactant in the dispersions
often limits their biomedical applications [14–16].

Recently, considerable efforts have been devoted to
investigating ways to minimize the amount of surfactant
used and to maximize the solid content. In this con-
text, both solution and interfacial polymerization methods
have been used to encapsulate drug molecules in polymer
nanoparticles. For example, Couvreur and co-workers [16],
synthesized poly(alkylcyanoacrylate) nanoparticles by poly-
merizing methyl or ethyl cyanoacrylate in aqueous acidic
medium in the presence of polysorbate-20 as a surfactant.
The polymerization follows an anionic mechanism and the
schematic representation of the procedure used for the pro-
duction of poly(alkylcyanoacrylate) nanoparticles is given in
Figure 1.

For controlled release purposes, drug molecules can be
dissolved in the polymerization medium either before or
after the polymerization reaction. The resulting suspension
of polymer nanoparticles is then purified by ultracentrifu-
gation or by resuspending the nanoparticles in an isotonic
surfactant-free medium.

More recently, Lowe and Temple [17] have used the
interfacial polymerization technique originally proposed by
Al-Khouri Fallouh, et al. [18] to prepare poly(isobutyl
cyanoacrylate) nanoparticles for encapsulating calcitonin. In
this case, isobutyl cyanoacrylate monomers and calcitonin
were dissolved in an ethanol solution containing Mygliol@

812 oil. The oil solution was then added dropwise into an
aqueous solution of poloxamer 188 under stirring for the
interfacial polymerization to take place at the surface of the
Mygliol@ droplets. The resulting poly(isobutyl cyanoacry-
late) nanoparticles were separated from other preparation
additives by diafiltration [19]. Calcitonin was found to be
incorporated into the poly(isobutyl cyanoacrylate) nano-
capsules with an efficiency of 90%.

Along with these efforts in preparing polymer nano-
particles via polymerization, nanoparticles with tailor-made
surface properties (e.g., chemical, electrical, mechanical) by
surface engineering have been reported [20]. For instance,
Dokoutchaev and co-workers [21] have developed several
methods to deposit metal colloids (e.g., Pt, Pd, Ru, Ag,
Au) onto the surface of polymer micro- and nanoparticles.
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Figure 1. Schematic representation of poly(alkylcyanoacrylate)
nanoparticle production by anionic polymerization of alkylcyanoacry-
late. Reprinted with permission from [16], P. Courvreur et al., J. Pharm.
Pharmacol. 31, 331 (1979). © 1979, Kluwer/Academic Plenum.

Examples include the controlled hydrolysis of surface ace-
toxy groups to generate hydroxyl functionalities for specific
adsorption silver and ruthenium nanoparticles [22], electro-
static deposition of Au colloids on positively charged poly-
mer micro/nanoparticles [21, 23], and simple adsorption of
Pd nanoparticles on poly(vinylpyridine) nanospheres [24].
As shown in Figure 2, these polymer micronanospheres (0.2–
3 �m in diameter) functionalized with metal nanoparticles

Figure 2. (a) Scanning electron microscopy (SEM) image of poly(4-
vinylpyridine) microspheres and (b) transmission electron microscopy
(TEM) micrographs showing the surface coverage of poly(4-
vinylpyridine) microspheres with colloidal palladium nanoparticles.
Reprinted with permission from [24], S. Pathak et al., Chem Mater. 12,
1985 (2000). © 2000, American Chemical Society.
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(1–10 nm in diameter) possess a high ratio of surface area to
volume and are promising for various potential applications,
especially as efficient catalysts, chemical/electronic/optical
sensors, active substrates for surface enhanced Raman scat-
tering, and photocatalysts for solar energy conversion.

2.2. Dispersion of Preformed Polymers

Several other related methods involving the dispersion of
preformed polymers, such as those based on the use of emul-
sifying agents [25–28] and supercritical fluids [29–33], have
also been used to prepare polymer nanoparticles.

2.2.1. Polymer Nanosphere
by Emulsifying Dispersion

In this case, a preformed polymer is dissolved in an organic
solvent, which is then emulsified into an aqueous solution,
with or without the presence of drug molecules, to make an
oil (O) in water (W) emulsion (O/W emulsion) by using a
surfactant/emulsifying agent [25, 26]. Upon the formation of
a stable emulsion, the organic solvent is evaporated at room
temperature by continuous stirring or by heating to produce
the polymer nanoparticles.

In order to control the size of the resultant nanoparticles,
a modified version of the W/O method has been developed
that uses both water-insoluble organic solvent and water-
soluble solvent (e.g., acetone, methanol). In this case, the
spontaneous diffusion of water-soluble solvent could cause
an interfacial turbulence between the two phases to create
smaller particles. Therefore, the increase in the concentra-
tion of water-soluble co-solvent was shown to cause a con-
siderable decrease in the nanoparticle size [27].

2.2.2. Polymer Nanospheres
by Supercritical Fluid Method

These methods inevitably involve the use of organic solvents
that are hazardous to the environment and physiological
systems [28]. The need for environmentally safer encap-
sulation has been a driving force for the development of
new methods for the preparation of polymer nanoparticles
with desired physicochemical properties. In this regard, the
supercritical fluid technique has been an attractive alter-
native for generating polymer nanoparticles of high purity
without any trace amount of the organic solvent [29]. As
detailed discussions on supercritical fluid technology are
beyond the scope of this chapter, interested readers are
referred to specialized reviews and monographs [31–33].
Briefly, in a typical supercritical fluid method the solute of
interest is solubilized in a supercritical fluid. The solution
is then expanded through a nozzle to reduce the solvent
power of the supercritical fluid, resulting in the precipitation
of the solute. Although the supercritical fluid method has
advantages due to its solvent-free nature, further research
breakthroughs are required before any commercial applica-
tions will be realized as most polymers exhibit little or no
solubility in supercritical fluids.

2.3. Self-Assembling
of Preformed Polymers

Self-assembly involves the aggregation of molecules or
macromolecules to thermodynamically stable structures that
are held together by weak noncovalent interactions. These
weak noncovalent interactions include hydrogen bonding,
�–� stacking, electrostatic forces, van der Waals forces,
and hydrophobic and hydrophilic interactions. Because of
the fast dynamic and very specific noncovalent interac-
tions involved, self-assembling processes are usually very
fast. The resulting supramolecules could undergo sponta-
neous and continuous de-assembly and re-assembly pro-
cesses under certain conditions due to the noncovalent
nature. Supramolecular materials can, therefore, select their
constituents in response to external stimuli or environ-
mental factors and behave as adaptive materials. Although
self-assembling (or complexition) of small molecules has
for decades been an active research area, self-assembling
of polymeric chains is a recent development. Various
supramolecular aggregates with unusual structures [34–38],
including shell–core and shell–hollow core, have been suc-
cessfully prepared which are difficult to form by conven-
tional chemical reactions.

2.3.1. Shell–Core Polymer Nanoparticles
Self-assembling of diblock copolymers in a selective solvent,
in which only one block is soluble, can form shell–core nano-
particles (Fig. 3).

To demonstrate this concept, several groups have car-
ried out detailed studies on various amphiphilic copoly-
mers, including poly(ethylene oxide)-block-poly(propylene
oxide), PEO-PPO, and poly(N -isopropylacrylamide)-block-
poly(ethylene oxide), PNIPAM-b-PEO [39–44]. It was
demonstrated that the formation of shell–core architectures
in the copolymer systems can be induced by changes in tem-
perature, solvent composition, ionic strength, and/or pH. For
example, self-assembled shell–core polymer nanoparticles
consisting of PNIPAM core and PEO shell have been pre-
pared in water above ∼32 �C. While both PNIPAM and PEO
blocks dissolve in water at room temperature, PNIPAM
becomes hydrophobic and undergoes an “coil-to-globule”
transition at temperatures higher than ∼32 �C [45, 46]. By

More chains

assembled

R R ∆R

Figure 3. Schematic representation of a core–shell nanostructure
formed by a self-assembly of coil–rod diblock copolymer chains in a
selective solvent. Reprinted with permission from [39], G. Zhang et al.,
Acc. Chem. Res. 34, 249 (2001). © 2001, American Chemical Society.
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controlling the heating rate, Zhu and Napper [45] have pre-
pared core–shell nanoparticles of a narrow size distribution
from PNIPAM-b-PEO block copolymers.

The core–shell formation from appropriate diblock
copolymers has also been induced by certain chemical
reactions. Of particular interest, Wu et al. [47] have used the
soluble poly(4-methylstyrene-block-phenylvinylsulfoxide),
PMS-b-PVSO, as the starting material in THF. Thermal
elimination of phenylsulfenic acid converted the soluble and
flexible PVSO block into an insoluble rodlike polyacetylene
(PA) block [48, 49], leading to the formation of core–shell
nanoparticles with the conducting PA core surrounded by
the THF soluble PMS shell (Fig. 4). Nanoparticles with
conducting polymers either as the core or shell have also
been prepared by colloidal chemistry [50].

Although the block copolymer approach to the core–shell
nanoparticles is an effective method and has recently been
extended to include the use of triblock copolymers to form
polymer nanoparticles with a multilayered shell structure
[50], the general application of this method is largely limited
by the rather delicated synthesis of diblock copolymers with
well-defined chemical and physical structures.

To eliminate the use of block copolymers, Qiu and Wu
[51] investigated the temperature-induced self-assembling of
PNIPAM and PEO graft copolymers. They have demon-
strated that the size of nanoparticles formed by the PNIPAM
chains grafted with short PEO chains is inversely propor-
tional to the number of the PEO short chains on individual
PNIPAM polymer backbones (Fig. 5a) [51]. By suppress-
ing the interchain association, these authors have even pre-
pared single-chain core–shell nanoparticles, as schematically
shown in Figure 5b [52].

Apart from the formation of core–shell nanoparticles
from pure grafted polymers, the self-assembling in mix-
ture systems of a homopolymer and a graft copolymer has
also been effectively exploited as an alternative “block-
copolymer-free” approach to polymer core–shell nano-
particles. Based on the homopolymer and graft polymer
approach, Liu and co-workers [53] have recently reported
an interesting approach to hollow nanospheres (i.e., shell–
hollow core nanoparticles). These authors first prepared
core–shell nanoparticles by self-assembling a polymer pair
of poly(	-carprolactone) (PCL) and a graft copolymer of
methylacrylic acid and methyl methacrylate (MAF) in water.
The resulting nanoparticles have a PCL core stabilized by
the MAF shell with its short PCL branches anchored onto
the core (Fig. 6a).

PMS PVSO PVSO Polyacetylene (PA)

Figure 4. Schematic representation of chemical reaction-induced self-
assembly of PMS-b-PVSO diblock copolymer chains in solution upon
heating. Reprinted with permission from [47], C. Wu et al., J. Am.
Chem. Soc. 121, 1954 (1999). © 1999, American Chemical Society.

Temperature

increase

Temperature

increase

T < LCST T > LCST

(a)

(b)

Figure 5. Schematic representation of the formation of (a) core–shell
polymer nanoparticles from PNIPAM-g-PEO graft copolymers and
(b) a single chain core–shell nanostructure through the coil-to-globule
transition of the chain backbone of PNIPAM-g-PEO. Reprinted with
permission from [52], X. Qiu and C. Wu, Phys. Rev. Lett. 80, 620 (1998).
© 1998, American Chemical Society.

These authors then chemically cross-linked the miceller
shell to form the so-called “shell-cross-linked knedel-like
nanoparticles” [54], while they biodegraded the core with an
enzyme to produce the hollow core (Fig. 6a). The morpholo-
gies of the nanoparticles before (A&B) and after (C&D)
core degradation are shown by the TEM micrographs in
Figure 6b. Careful examination of the nanoparticles shown
in Figure 6b indicates that the particles have expanded sig-
nificantly to from ca. 100 to 300 nm in diameter and a shell
thickness from ca. 10 to 100 nm, suggesting a swelling effect
associated with the core removing process.

Closely related to this study, Blomberg and co-workers
[55] have successfully prepared hollow polymeric nano-
capsules through surface-initiated living free-radical poly-
merization. In particular, these authors first attached
trichlorosilyl-substituted alkoxyamine initiating groups onto
the surface silanol groups of silica nanoparticles. They then
carried out living free-radical polymerization from the sur-
face initiating groups, resulting in the formation of core–
shell morphology (Fig. 7a).
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Figure 6. (a) A schematic illustration of the processes of self-assembly,
cross-linking, and degradation. (b) TEM images of MAF-2/PCL (1:1,
w/w) nanoparticles before (A and B) and after (C and D) biodegra-
dation of the PCL core. Reprinted with permission from [53], X. Liu
et al., Angew. Chem. Int. Ed. 41, 2950 (2002). © 2002, Wiley–VCH.
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Figure 7. Schematic representation of (a) the polymer-modified silica
nanoparticles and (b) the formation of hollow, cross-linked polymer
nanocapsules from the polymer-modified silica nanoparticles. Reprinted
with permission from [55], S. Blomberg et al., J. Polym. Sci. A 40, 1309
(2002). © 2002, Wiley–VCH.

Thermal or chemical cross-linking of the polymeric shell,
followed by removal of the silica core with HF led to
stable hollow polymeric nanocapsule (Fig. 7b). Figure 8a
and b shows field-emission scanning electron micro-
scopic (FESEM) images for cross-linked poly(styrene-co-
vinylbenzocyclobutene)-modified nanoparticles before and
after removal of the silica core, respectively.

Similar hollow nanospheres have been previously pre-
pared through self-assembling block copolymers in selective
solvents followed by cross-linking of the micellar shell and

(a)

(b)

Figure 8. FESEM images for cross-linked poly(styrene-co-vinylbenzo-
cyclobutene)-modified nanoparticles before (a) and after (b) removal
of the silica core. Reprinted with permission from [55], S. Blomberg
et al., J. Polym. Sci. A 40, 1309 (2002). © 2002, Wiley–VCH.

removing the core via chemical degradation [56–59], though
the “block-copolymer-free” approaches discussed may be
regarded as a simpler and more economic approach. Given
that the hollow polymer nanospheres can be used to encap-
sulate a large variety of guest molecules, including many
catalysts and drugs, there has been increasing interest in the
research and development of polymer hollow nanoparticles.
Clearly, a promising potential for future research and appli-
cation exists in this area.

3. POLYMER NANOWIRES, NANOTUBES,
AND NANOFIBERS

Just as polymer nanoparticles have broadened the poten-
tial applications of polymer materials, polymer wires, tubes,
and fibers of diameters down to a nanometer scale have
also been studied for a large variety of potential applica-
tions. Polymer nanowires, nanotubes, and nanofibers are
useful as both “building blocks” for nanodevices and “con-
necting components” between the nanoscale entities and the
macroscale world. In this regard, conducting polymer nano-
wires, nanotubes, and nanofibers are of particular interest as
they have been shown to possess the processing advantages
of plastics and the optoelectronic properties of inorganic
semiconductors or metals. We provide an overview on the
syntheses, properties, and potential applications of polymer
nanowires, nanotubes, and nanofibers, with an emphasis on
those based on conducting polymers.

3.1. Tip-Assisted Syntheses
of Polymer Nanowires

The use of a scanning tunneling microscope (STM) and
scanning electrochemical microscope (SECM) for genera-
tion and manipulation of polymer structures as small as a
few nanometers has been well documented [49, 60]. The
polymerization of pyrrole onto specific regions of graphite
substrates at a submicrometer resolution was achieved by
using the STM tip as an electrode. Polypyrrole strips with a
linewidth of 50 �m and length of 1 mm were produced by
a SECM [61], as were micrometer-sized polypyrrole towers
[62]. By spin-coating a solution of Nafion and anilinium sul-
fate onto a Pt electrode in a SECM unit, Wuu et al. [63]
polymerized aniline into a micrometer scale structure. Borg-
warth et al. [64] successfully prepared a 20 �m wide poly-
thiophene line by using the tip of a SECM as an electrode
for region-specific oxidation of bromide into bromine, fol-
lowed by the diffusion of the bromine into a conductive
substrate covered with a thiophene derivative, to produce
localized oxidative polymerization of thiophene monomers.

Aiming for polymer structures at the nanometer scale,
Nyffenegger and Penner [65] produced electrochemically
active polyaniline particles with a size ranging from 10 to
60 nm in diameter and 1 to 20 nm in height by using the Pt
tip of a scanning tunneling microscope as an electrode for
the electropolymerization of aniline. Maynor and co-workers
[66] used an electrochemical reaction at an atomic force
microscope tip for region-specific deposition of conducting
polymer nanowires with diameters in the range from 50 to
500 nm on semiconducting and insulating substrates.
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Bumm et al. [67] demonstrated the use of a STM tip
to probe electrical properties of individual conjugated con-
ducting molecules (“molecular wires”) dispersed into a self-
assembled monolayer film of nonconducting alkanethiolate
molecules. In a closely related but separate study, He and
co-workers [68] have electrochemically deposited a conduct-
ing polyaniline nanowire bridge between a STM tip and a
gold electrode by region-selectively coating the STM tip with
an insulation layer so that only a few nm2 at the tip end
was exposed for localized growth of the polyaniline bridge
(Fig. 9) [68].

Upon stretching the polymer nanowire by moving the
STM tip away from the Au electrode, these authors observed
a stepwise decrease in the conductance (Fig. 10), resembling
that reported for metallic nanowires [69, 70].

The initial increase in the conductance seen in Figure 10a
is attributed to the stretching-induced alignment of the poly-
mer chains in the nanowire, since aligned conducting poly-
mers have been demonstrated to show higher conductivities.
The observed smaller conductance step height (<2e2/h) and
wider plateaus than those of metal nanowires may indicate
the occurrence of polymer chains sliding in the polyani-
line nanowires during stretching. The conductance of the
polyaniline nanowires with various diameters was measured
as a function of the electrochemical potential by stopping
the stretching at different conductance steps.

In analogy to the control of the gate voltage in semicon-
ductor devices [70], He et al. [68] measured the current–
voltage curves by sweeping the tip–substrate bias voltage
(Vbias) while maintaining the electrochemical potential of the
substrate electrode (or the tip electrode) at different values.
The resulting I–Vbias curves show a nearly linear relation-
ship when the substrate potential is kept between 0.30 and
0.55 V (Fig. 11a and b). As seen in Figure 11c, however,
the polyaniline nanowire exhibits rectifying characteristics
at 0.25 V; the current is small at negative bias whereas it
increases when the bias is positive. The observed rectifying
characteristics become more pronounced when the potential
is reduced to 0.2 V. The observed transition from ohmic to
rectifying characteristics can be understood by considering
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Figure 9. Schematic drawing of the experimental setup. The electro-
chemical potential of the nanowire was controlled with respect to a
reference electrode (RE) in the electrolyte. A counter-electrode was
used as in a standard electrochemical setup. In comparison to a field
effect transistor, the RE, WE1, and WE2 electrodes are analogous to
the gate, source, and drain electrodes. Reprinted with permission from
[68], H. X. He et al., Appl. Phys. Lett. 78, 811 (2001). © 2001, American
Institute of Physics.
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and 3 divisions, respectively. The substrate and tip potentials were held
at 0.45 and 0.5 V, respectively. Reprinted with permission from [68],
H. X. He et al., Appl. Phys. Lett. 78, 811 (2001). © 2001, American
Institute of Physics.
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the situation described in Figure 11d, which shows that the
polyaniline nanowire has one end attached to the tip and
the other connected to the substrate. Therefore, the electro-
chemical potentials of the two ends are fixed at Esub and Etip.
As polyaniline is in the oxidized conducting form at the elec-
trochemical potentials close to or slightly higher than 0.3 V
[71], both portions of the polyaniline nanowire near the sub-
strate and tip are conducting at Esub = 0�40 V with a small
Vbias (Etip = Esub +Vbias) so that the I–V curve is ohmic. At
0.25 V, however, a negative sweep moves the Etip to poten-
tials lower than the redox potential of polyaniline (ca. 0.3 V)
so that the polymer is in the nonconducting reduced form
while a positive sweep of bias moves Etip to the highly con-
ductive region, leading to the rectifying behavior. The con-
trollable conductance of the conducting polymer nanowires,
together with their mechanical flexibility and rectifying char-
acteristics, should have important implications for the use of
polymer nanowires in various micro/nanoelectronic devices
and many other applications.

3.2. Template Syntheses of Polymer
Nanowires, Nanotubes,
and Nanofibers

Polymer nanowires with interesting nanometer-scale archi-
tectures have also been fabricated using porous mem-
branes or supramolecular nanostructures as templates. For
instance, Smith et al. [72] have recently developed a pro-
cess for producing nanocomposites with well-defined poly(p-
phenylene vinylene) (PPV) nanowires within self-organizing
liquid–crystal matrixes. This process involves self-assembling
of a polymerizable liquid–crystal monomer (e.g., acrylate)
into an ordered hexagonal array of hydrophilic channels
(ca. 4 nm in diameter) filled with a precursor polymer of
PPV, followed by photopolymerzation to lock in the matrix
architecture and thermal conversion to form PPV nano-
fibers in the channels. As a result, significant fluorescence
enhancement was observed, most probably due to the much
reduced interchain-exciton quenching achieved by separat-
ing the PPV molecules from the polymer matrix.

More generally, polymer nanowires and nanotubes with
improved order and fewer structural defects can be synthe-
sized within a template formed by the pores of a nanoporous
membrane [73] or the nanochannels of a mesoporous zeo-
lite [74]. Template synthesis often allows the production of
polymeric wires or tubules with controllable diameters and
lengths (Fig. 12) [75]. Template synthesis of conjugated poly-
mers, including polyacetylene, polypyrrole, polythiophene,
polyaniline, and PPV, may be achieved by electrochemical
or chemical oxidative polymerization of the correspond-
ing monomers. While the electrochemical template synthe-
sis can be carried out within the pores of a membrane
that is precoated with metal on one side as an anode [73],
the chemical template synthesis is normally performed by
immersing the membrane into a solution containing the
desired monomer and oxidizing agent, with each of the pores
acting as a tiny reaction vessel.

It is noted with interest that if the pores of polycarbonate
membranes are used as the template, highly ordered poly-
meric tubules are produced by preferential polymerization
along the pore walls [76] due to the specific solvophobic

A B

C D

Figure 12. Scanning electron micrographs of microfibrils prepared in
the alumina template membrane: (A) PS, (B) poly(vinylidene fluoride)
(PVDF), (C) poly(phenylene oxide), and (D) PMMA. Reprinted with
permission from [75], V. M. Cepak and C. R. Martin, Chem. Mater. 11,
1363 (1999). © 1999, American Chemical Society.

and/or electrostatic interactions between the polymer and
the pore wall [73]. These conducting polymer tubules show
a wide range of electrical conductivities, increasing with
decreasing pore diameter [77, 78]. This is because the align-
ment of the polymer chains on the pore wall can enhance
conductivity, and the smaller tubules contain proportion-
ately more of the ordered material.

By wetting ordered porous templates with polymer solu-
tion or melts, Steinhart et al. [79] have developed another
simple technique for the fabrication of polymer nano-
tubes with a monodisperse size distribution and uniform
orientation.

Figure 13 shows polymer nanotubes formed by melt-
wetting of ordered porous alumina and oxidized macrop-
orous silicon templates with narrow pore size distribution.
The method can be used to produce polymer nano-
tubes of narrow size distribution from almost all melt-
processible polymers, their blends, or multicomponent
solutions. More recently, conjugated conducting polymer
nanotubes were synthesized using “template-free” poly-
merization that involves a self-assembled supramolecular
template [80, 81]. These studies are of particular inter-
est because high-temperature graphitization of the poly-
mer nanotubes could transform them into carbon nanotubes
of superior electronic and mechanical properties [82], as
demonstrated by polyacrylonitrile nanotubules synthesized
in the pores of an alumina membrane or in zeolite nano-
channels [83, 84].

On the other hand, Kageyama and co-workers [85] pre-
pared crystalline nanofibers of ultrahigh molecular weight
polyethylene by extruding the polymer through porous nano-
scale reactors as it was synthesized. In particular, these
authors coated the hexagonal pores (27 Å) of mesoporous
silica fiber reactors with the classic polymerization catalyst
titanocene. After activating the catalyst, they then pressur-
ize the vessel containing the reactors with ethylene gas.
Being confined within the narrow pores, the resulting poly-
mer chains were forced to grow out of the framework, much
like spaghetti extruding from a pasta maker [86] (Fig. 14).
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Figure 13. Scanning electron micrographs of nanotubes obtained by
melt-wetting. (A) Damaged tip of a PS nanotube. (B) Ordered array
of tubes from the same PS sample after complete removal of the
template. (C) Array of aligned polytetrafluoroethylene (PTFE) tubes.
(D) PMMA tubes with long-range hexagonal order obtained by wetting
of a macroporous silicon pore array after complete removal of the tem-
plate. Reprinted with permission from [79], M. Steinhart et al., Science
296, 1997 (2002). © 2002, American Association for the Advancement
of Science.

3.3. Electrospinning of Polymer Nanofibers

While the potential applications of polymer nanowires and
nanotubes have yet to be fully exploited, polymer nano-
fibers have been demonstrated to be attractive for a large
variety of potential applications, including as high perfor-
mance filters, scaffolds in tissue engineering, wound dress-
ings, sensors, and drug delivery systems [87–90]. However,
the large-scale fabrication of polymer nanowires/nanofibers
at a reasonably low cost has been a big challenge toward
the realization of commercial applications of polymer nano-
fibers. Electrospinning, a technique which was first patented
in 1934 [91], has recently been reexamined, notably by
Reneker and co-workers [87–90], as an effective method for
large scale fabrication of ultrafine polymer fibers.

Figure 14. Conceptual scheme for the growth of crystalline fibers of
polyethylene by mesoporous silica-assisted extrusion polymerization.
Reprinted with permission from [85], K. Kageyama et al., Science 285,
2113 (1999). © 1999, American Association for the Advancement of
Science.

The electrospinning process involves the application of a
high electric field between a droplet of polymer fluid and
a metallic collection screen at a distance of 5–50 cm from
the polymer droplet. An electrically charged jet flows from
the polymer droplet toward the collection screen when the
voltage reaches a critical value (typically, ca. 5–20 kV) at
which the electrical forces overcome the surface tension of
the polymer droplet. The electrical forces from the charge
carried by the jet further cause a series of electrically driven
bending instabilities to occur as the fluid jet moves toward
the collection screen. The repulsion of charge on adjacent
segments of the fluid jet causes the jet to elongate contin-
uously to form ultrafine polymer fibers. The solvent evapo-
rates and the stretched polymer fiber that remains is then
collected on screen as a nonwoven sheet composed of one
fiber many kilometers in length. The electrospun polymer
fibers thus produced have diameters ranging from several
micrometers down to 50 nm or less. This range of diameters
overlaps conventional synthetic textiles and extends through
diameters two or three orders of magnitude smaller.

Reneker and co-workers have made significant advances
on both theoretical and experimental fronts. They have
carried out detailed theoretical studies on the formation
of electrically charged polymer jet and its bending insta-
bility [92–94] and have also prepared a large number of
novel polymer fibers with diameters from few nanometers to
micrometers by electrospinning various synthetic and natural
polymers from either solution or melts. Various polymers
ranging from conventional synthetic polymers, through con-
ducting and liquid crystalline polymers, to biopolymers have
been electrospun into polymer nano/microfibers [89, 95].
A typical microscopic image of the resulting polymer nano-
fibers is shown in Figure 15 [96].

The electrospun fiber mats possess a high surface area per
unit mass, low bulk density, and high mechanical flexibility.
These features make the electrospun fibers very attractive
for a wide range of potential applications. Among them,
the use of electrospun polymer fibers for electronic appli-
cations is of particular interest. The high surface to vol-
ume ratio associated with electrospun conducting polymer
fibers makes them excellent candidates for electrode materi-
als since the rate of electrochemical reaction is proportional

Figure 15. Typical SEM image of electrospun polystyrene fibers with
an average diameter of 43 nm. Scale bar: 1000 nm. Reprinted with
permission from [96], A. G. MacDiarmid et al., Synth. Met. 119, 27
(2001). © 2001, Elsevier Science.
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to the surface area of an electrode and diffusion rate of
the electrolyte. Reneker and co-workers [97] have reported
the pyrolysis of electrospun polyacrylonitrile nanofibers into
conducting carbon nanofibers. They have also prepared
conducting polymer nanofibers by electrospinning polyani-
line from sulfuric acid into a coagulation bath and char-
acterized them by scanning tunneling microscopy, electron
microscopy, and electron diffraction.

Norris et al. [98] prepared camphorsulfonic acid doped
polyaniline (HCSA-PANI) and polyethylene oxide compos-
ite thin fibers (ca. 0.95–2 �m in diameter) by the electro-
spinning technique from a mixed solution. The four-point
probe method [99] was used to measure the conductivity of
the nonwoven fiber mat and was cross-checked with mea-
surements of the conductivity of cast films produced from
the same solution. Figure 16 shows the effect of the weight
percentage content of HCSA-PANI on the room tempera-
ture conductivity obtained from the HCSA-PANI/PEO elec-
trospun fibers and film [98]. As can be seen in Figure 16,
the conductivity of the electrospun fiber mat was lower than
that for a cast film, though they have very similar ultraviolet-
visible (UV-vis) absorption characteristics. The lower con-
ductivity values for the electrospun fibers than those of cast
films can be attributed to the porous nature of the nonwo-
ven electrospun fiber mat as the four-probe method mea-
sures the volume resistivity rather than the conductivity of
an individual fiber. Although the measured conductivity for
the electrospun mat of conducting nanofibers is relatively
low, their porous structure, together with the high surface-
to-volume ratio, enables faster de-doping and re-doping in
both liquids and vapors.

In order to measure the conductivity of an individ-
ual nanofiber, MacDiarmid and co-workers [96] have also
collected a single electrospun HCSA-PANI/PEO nanofiber
on a silicon wafer coated with a thin layer of SiO2 and
deposited two separated gold electrodes 60.3 �m apart
on the nanofiber (two-probe method). The current–voltage
(I–V ) curves thus measured for single 50 wt% HCSA-
PANI/PEO fibers with diameters of 600 and 419 nm are
shown in Figure 17a (i.e., Fiber 1 and Fiber 2, respectively),
which give a more or less straight line with a conductivity
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Figure 16. The effect of the weight percentage content of HCSA-
PANI on the room temperature conductivity obtained from the HCSA-
PANI/PEO electrospun fibers and cast films. Reprinted with permission
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vier Science.
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Figure 17. (a) Current–voltage curve for a single 50 wt% HCSA-
PANI/PEO nanofiber. (b) Temperature dependence of the conductivity
for a single 72 wt% HCSA-PANI/PEO nanofiber. Reprinted with per-
mission from [96], A. G. MacDiarmid et al., Synth. Met. 119, 27 (2001).
© 2001, Elsevier Science.

of ca. 0.1 S/cm. The temperature dependence of the con-
ductivity for a single 72 wt% HCSA-PANI/PEO electrospun
fiber with a diameter of 1.32 �m given in Figure 17b also
shows a linear plot with a room-temperature conductivity of
33 S/cm (295 K). This value of conductivity is much higher
than the corresponding value of about 0.1 S/cm for a cast
film (Fig. 16), suggesting a highly aligned nature of the PANI
chains in the electrospun fiber.

4. POLYMER NANOFILMS
Polymer thin films with their thickness at the nanometer
scale (i.e., polymer nanofilms or nanosheets) are an impor-
tant class of materials from the point views of both scientific
fundamental and practical applications. For instance, the
immobilization of a thin layer of biomacromolecules onto
the surfaces of polymeric biomaterials could produce bioac-
tivities [100], while conjugated polymer thin films play vital
roles in organic optoelectronic devices, including polymer
thin film transistors [101–103], photoconductors [104], pho-
tovoltaic cells [105], and light-emitting diodes (LEDs) [106,
107]. In this section, we choose polymer thin films formed
by solution casting, plasma deposition, Langmuir–Blodgett
deposition, and physical adsorption as a few examples to
illustrate their importance to various practical applications
with a focus on polymer LEDs.

4.1. Polymer Nanofilms by Solution Casting

The syntheses of soluble conjugated polymers offer excellent
possibilities for advanced device fabrications using various
solution-processing methods (e.g., spin-coating) [49]. The
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simplest single layer LED devices consist of a thin solution-
cast layer of electroluminescent conjugated polymer (e.g.,
poly[2-methoxy-5-(2′-ethyl-hexyloxy)-p-phenylene vinylene])
sandwiched between two electrodes (an anode and a cath-
ode). Among the two electrodes, at least one should be
transparent or semitransparent. In practice, a transparent
indium-tin-oxide (ITO) coated glass is often used as the
anode and a layer of low work-function metal (e.g., alu-
minum, calcium) acts as the cathode.

Upon application of an electrical voltage onto the elec-
troluminescence (EL) polymer layer in a LED device, elec-
trons from the low work-function cathode (e.g., Al) and
holes from the high work-function anode (e.g., ITO) are
injected respectively into the lowest unoccupied molecular
orbital and the highest occupied molecular orbital of the
polymer, resulting in the formation of a singlet exciton that
produces luminescence at a longer wavelength (the Stokes
shift) through radiative decay. To maintain a low opera-
tion voltage, a very thin polymer layer (ca. 100 nm) is usu-
ally used. The wavelength (and hence the color) of the
photons thus produced depends on the energy gap of the
organic light-emitting material, coupled with a Stokes shift.
Since conjugated polymers can have �–�∗ energy gaps over
the range between 1 and 4 eV (1240–310 nm), polymer-
based LEDs should, in principle, emit light across the whole
spectrum from ultraviolet to near infrared with a good color
tunablity by controlling the energy gap through molecu-
lar engineering [106, 107]. Indeed, polymer LEDs with a
wide range of emission colors and with reasonably high
quantum efficiencies (a few percentage) are now reported.
For detailed discussion on the current state of the art in
the development of polymeric LEDs, interested readers are
referred to specialized reviews and conference monographs
[108–111].

Although the solution-processing technique provides a
simple and attractive approach for polymer thin film forma-
tion, it may cause a number of problems related to the qual-
ity of polymer films thus formed. These include difficulty in
choosing suitable solvent(s) for preparing pinhole-free single
layer or multilayer polymer thin films, in controlling the film
thickness and polymer chain conformation. Consequently,
various other methods, including plasma polymerization, the
Langmuir–Blodgett technique, and layer-by-layer adsorp-
tion, for the formation of polymer nanofilms have been
developed.

4.2. Polymer Nanofilms
by Plasma Polymerization

To circumvent those problems intrinsically associated with
the solution-processing technique, plasma polymerization
has been used as an alternative thin-film-formation method.
Radio-frequency glow-discharge is formed when gaseous
monomers are exposed to a radio-frequency electric field
at low pressure (<10 Torr) [112, 113]. During the glow-
discharge process, energy is transferred from the elec-
tric field to free electrons, which inelastically collide with
molecules leading to generation of more electrons, ions, and
free radicals in the excited state. These plasma species are
very reactive toward surfaces, causing surface modification
in the case of plasma treatment and polymer deposition in

the case of plasma polymerization. Although the electrons
activated for generating charged particles may have a very
high electron temperature (e.g., 2 eV = 23� 200 K), they
are not at thermodynamic equilibrium with gas molecules
in the so-called “cold” plasma process [112]. Therefore,
plasma treatment and plasma polymerization can be carried
out with the gas molecules being at ambient temperature,
and thus without thermal degradation of the sample surface
and/or the plasma-polymerized layer. Plasma polymerization
has been widely demonstrated to generate thin, cohesive,
adhering, pinhole-free polymer thin films, which are often
used as protective coatings or adhesion promoting layers and
have potential applications in optical wave guides, sensor
technology, and electronic/photonic devices [113]. Although
plasma polymerization, in most cases, produces an electri-
cally insulating organic film, a few approaches to semicon-
ducting plasma polymer films have been reported. Along
with others [114, 115], we have plasma-polymerized polyani-
line thin films (ca. 350 nm) [116]. The plasma polyani-
line films thus prepared are smooth and free of oxidant
and solvents, having improved physicochemical character-
istics compared with polyaniline films formed by electro-
chemical polymerization or chemical synthesis followed by
spin-coating, solvent casting, or melt extrusion. The pres-
ence of conjugated sequences in the plasma-polyaniline films
was confirmed by UV-vis, Fourier transform infrared and
electron spin resonance measurements, which allow the con-
ductivity of the plasma-polyaniline films to be enhanced
by 3 orders of magnitude through HCl treatment. It was
further demonstrated that the atomic ratios of C/N both
higher and lower than that of aniline (C/N = 6) can be
obtained by choosing appropriate discharge conditions, indi-
cating the possibility of tailoring the structure and properties
of the plasma-polyaniline films by optimizing the discharge
conditions.

Although the advantages of the plasma-generated semi-
conducting polymer thin films for electronic applications
remain to be demonstrated, an oxygen or nitrogen plasma
treatment of a PPV layer at the PPV/Al interface in a LED
device with the Cr/PPV/Al structure has been demonstrated
to cause the disappearance of the rectifying behavior and an
increase in the current by many orders of magnitude [117].
Similarly, the efficiency, brightness, and lifetime of LEDs
were shown to be significantly improved by an air or argon
plasma treatment on the ITO surface, presumably due to
the removal of contaminants coupled with an increase in the
work function of ITO [118, 119]. A hydrogen plasma, on
the other hand, was found to increase the turn-on voltage
and reduce the efficiency largely due to a decrease in the
work function of ITO [118–121]. Thus, the plasma technique
shows much promise for interfacial engineering in LEDs
[120, 121]. Furthermore, a few studies have reported the use
of plasma polymers as emitting layers in LED devices [122].
There is no doubt that the plasma polymerization of semi-
conducting organic films and plasma surface modification
demonstrated previously will have potential implications for
making novel electronic and photonic devices. The ease with
which multilayered polymer nanofilms and microsized pat-
terns of organic materials can be made by the plasma tech-
nique could add additional benefits to this approach [123].
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4.3. Polymer Nanofilms
by Langmuir–Blodgett Deposition

Although the solution-processing and plasma polymerization
techniques discussed provide simplified approaches for poly-
mer nanofilm formation, they provide no means of control-
ling the orientation of polymer chains in the resulting films.
The Langmuir–Blodgett (LB) method involves the forma-
tion of a Langmuir film at the gas/liquid interface, followed
by a dipping process to transfer the polymer thin film onto
a solid substrate [124]. In addition to the ease with which
the number of molecular layers (and hence the thickness
of films) can be controlled at the molecular level, the LB
technique has another major advantage for controlling the
film structure in three dimensions [125] as the orientation
of polymer chains in each of the layers can be indepen-
dently controlled by anisotropic compression of the corre-
sponding Langmuir film during the dipping process [126].
The oriented and/or patterned LB films [127] can be fur-
ther used as substrates, for example, for controlling liquid
crystal alignment [127]. As a consequence, the LB technique
has been widely used for making manometer-thick multi-
layer films with well defined structures and ordered molec-
ular organizations from amphiphilic conjugated polymers,
nonconjugated precursor polymers, and even certain non-
surface-active conjugated polymers.

LB films of highly anisotropic conducting polymers can
be prepared through: (a) the manipulation of amphiphilic
macromolecules comprising an alkyl chain as the hydropho-
bic group and with a conjugated polymer being attached
to its hydrophilic end [128], (b) the manipulation of
mixed monolayers consisting of a surface-active agent (e.g.,
dopant) and non-surface-active conjugated polymer [129],
or (c) the direct synthesis of conducting polymers at the
air–water interface or within a preformed multilayer film.
To mention but a few examples, Shimidzu et al. [130–
133] have prepared conducting LB films containing polypyr-
role [130], polyaniline [131], or poly(3-alkylthiophene) [132].
Among them, multilayer LB films (200 layers) of a substi-
tuted polypyrrole showed an anisotropic conductivity as high
as 1010 (i.e., �� = 10−1 S/cm and �⊥ = 10−11 S/cm) [131].
Well characterized LB films of various conjugated polymers
including poly(3-alkylthiophene) have also been reported by
Cheung et al. [129] for which the readers are referred to the
excellent review by Rubner and Skotheim [134].

More recently, PPV-type LB films have also recently been
prepared from the sulphonium precursor of PPV [135, 136]
and some of its soluble derivatives [137–139]. Also, LEDs
with polarized EL emissions have been fabricated using cer-
tain LB films as the EL material [140, 141]. On this basis,
Grüner et al. [142] have precisely determined the location
of the exciton recombination zone [143] in LEDs by mak-
ing multilayer LB films of soluble PPP derivatives with two
regions of perpendicular macroscopic orientation, followed
by quantifying the emission profile through the analysis of
the EL anisotropy.

4.4. Polymer Brushes by End Adsorption

End-adsorbed polymer brushes consist of another major
class of oriented polymer thin films, in which the constituent
polymer chains aligned perpendicularly on the substrate sur-

face [144–147]. Just as the in-plan orientation of polymer
chains in the LB films has brought new properties and
hence broadened the scope for using polymer thin films in
optoelectronic devices, the surface-bound polymer brushes
have facilitated polymer thin films for many technological
applications [144–150], such as in controlling the stability of
colloidal dispersions, regulating the permeability of a cell
membrane, metabolism, the transmission of information,
the biocompatibility of biomaterials, and molecular separa-
tion by liquid chromatography.For instance, capsule mem-
branes with end-grafted temperature/pH-responsive polymer
chains [e.g., poly(N -isopropylacrylamide) or poly(glutamic
acid)] may be used as thermoselective drug release devices
and/or pH-sensitive gates via a conformational change of
the end-grafted polymer brushes [151, 152]. Furthermore,
end-adsorbed polymer chains have also been shown to be
useful for regulating the frictional forces between solid sur-
faces, the spreading properties of liquids, and the stabil-
ity of thin films on solid surfaces [153, 154]. Knowledge
of macromolecular conformations and conformational tran-
sitions of surface-bound polymer chains is essential for a
detailed understanding of their performance at the molec-
ular level. Recent developments, on both experimental and
theoretical fronts [144–147, 155–158] in the investigation
of adsorbed polymer brought the goal of structural testing
against theories within reach.

Generally speaking, the conformation of polymer chains
adsorbed at the liquid/solid interface differs from that in a
bulk solution [144–147]. This is particularly true for end-
adsorbed polymer chains in a good solvent, where random
coils of the macromolecules in solution may become highly
stretched polymer “brushes” at the liquid/solid interface.

While end-adsorbed homopolymers and diblock copoly-
mers form polymer brushes in which the chains can only
exist in a “tail” conformation (Fig. 18a), end-adsorbed tri-
block copolymers, ABA (the A blocks represent short “stick-
ing” segments, whereas the B block does not adsorb), can
form either a “loop” or a “tail” depending on the sticking
energy of the A block and the surface coverage at the liq-
uid/solid interface [159] (Fig. 18b). Adsorbed homopolymer,
on the other hand, forms a more complicated conforma-
tional structure (Fig. 18c) due to the random adsorption of
its constituent monomers onto the surface.

Along with others, we have carried out the structural
investigation of adsorbed polymers at the liquid/solid inter-
face using surface force apparatus [159–161] (SFA) and neu-
tron reflectometry [162–164]. The surface force apparatus
contains two molecularly smooth mica sheets, mounted in a
crossed cylinder configuration, being used as substrates for
polymer adsorption [160]. The surface separation, D, can
be varied by mechanical or piezoelectric transducers and is
measured with the aid of interferometry to an accuracy of
ca. 3Å. The corresponding force, F �D�, between the mica
substrates is measured directly by observing the deflection
of a leaf spring of known spring constant bearing one of the
mica sheets. The results are presented in the form F �D�/R
vs D, where R is the geometric mean radius of curvature of
the two mica surfaces, and the value of F �D�/R gives the
interaction energy per unit area of surface, E�D� [159–161].

The use of SFA for measuring the interactions between
adsorbed homopolymer surfaces at a high surface coverage
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(a)

(b)

(c)

train
loop

tail

Figure 18. Conformations of adsorbed polymer chains. (a) “Tail-like”
conformation of end-adsorbed homopolymer or diblock copolymer. (b)
“Loop-like” or “tail-like” conformation of end-adsorbed triblock copoly-
mer. (c) “Tail–loop–train” conformation of adsorbed homopolymer.

in a wide variety of solvency conditions has been reviewed
elsewhere [165, 166]. Without repetition of the numerical
discussions, the main results from the SFA studies are sum-
marized in Fig. 19, which shows only schematic smooth
curves instead of the actual F �D� data for reasons of clarity.

As can be seen from curve (a) of Figure 19, the inter-
action between surfaces bearing adsorbed polymer chains
in a poor solvent (e.g., polystyrene in cyclohexane at T =
24 �C, T� = 35 �C) is characterized by a deep, long-ranged
(ca. 3Rg , Rg is the radius of gyration of a polymer coil) [167–
169] attractive force, well-originating from the monomeric
attraction in the poor solvent, followed by a repulsion at
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Figure 19. Summary of interaction profiles between surfaces with
adsorbed homopolymers in various solvency conditions at high surface
coverage. Reprinted with permission from [165], J. Klein, in “Molecular
Conformation and Dynamics in Condensed Systems” (M. Nagasawa,
Ed.). Elsevier Science, Amsterdam, 1988. © 1988, Elsevier Science.

lower D values due to reduced available configurations for
the adsorbed polymer chains in the gap because of excluded
volume effects. At the theta temperature, T� , the attrac-
tive forces disappear [curve (b) of Fig. 19], reflecting the
absence of the segment–segment interactions at the theta
point. The onset distance for interactions reduces from 3Rg

for the poor solvent case to around 2Rg . In a good sol-
vent, the interaction becomes monotonically repulsive with a
longer ranged onset distance of 6–8Rg [region (c) of Fig. 19],
attributable to the repulsive monomer–monomer interac-
tions (i.e., the osmotic repulsion) associated with the positive
second virial coefficient in the good solvent.

Using a symmetric polystyrene–polyvinylpyridine (PS–
PVP) diblock copolymer, Hadziioannou and co-workers
[170] demonstrated that the nonadsorbing PS chains can
be held onto the mica surface by the covalently linked
adsorbing PVP blocks, with the PS chains being stretched
out to form a polymer brush at the mica/toluene inter-
face. To mimic a layer of end-grafted polymer chains more
closely, Taunton et al. [155] used end-functionalized PS–X
homopolymers and highly asymmetric PSm–PEOn diblock
copolymers for the surface force measurements, where PS–
X denotes linear polystyrene chains with one end terminated
by the zwitterionic group [-(CH2)3N+(CH2)2-(CH2)3SO−

3 ]
and PSm–PEOn denotes polystyrene–poly(ethylene oxide)
diblock copolymers [m and n are weight-averaged degrees
of polymerization for polystyrene and poly(ethylene oxide)
blocks, respectively, and n is small]. These authors demon-
strated that the strong interaction between the zwitterionic
or ethylene oxide groups and the mica surface can also
terminally anchor the nonadsorbing PS block, as a dan-
gling chain, at the mica/solvent (e.g., toluene) interface. At
a higher surface coverage the PS chains are shown to be
strongly stretched, to give a monotonic repulsive interaction
between two such polymer “brushes,” consistent with theo-
retical predictions [155, 171, 172].

We have explored the conformational transitions of the
end-adsorbed PS–PEO diblock copolymer chains by directly
measuring the interactions of a single layer of the end-
adsorbed PS–PEO diblock copolymer chains against a bare
mica surface in pure toluene (good solvent) and pure cyclo-
hexane (poor solvent, T� = 34 �C) [159]. The results are
given in Figure 20 on a log-linear scale, in which no attrac-
tion is observed and strong repulsive forces are seen.

The effective layer thickness of ca. 1000 Å deduced from
Figure 20a indicates that the PS1420–PEO51 chains are ter-
minally attached to the mica surface via the short PEO seg-
ments with the PS chains extending into the solution to
form a polymer brush. Figure 20b gives the force–distance
curve that was measured on the same end-adsorbed PS layer
after the toluene was thoroughly replaced by pure cyclohex-
ane. In comparison with Figure 20a, Figure 20b shows a
steeper repulsive wall commencing at a much shorter sepa-
ration distance, which demonstrates unambiguously that the
end-adsorbed PS brush has collapsed in the poor solvent to
form a more compact polymer layer at the cyclohexane/mica
interface. Furthermore, the transitions between Figure 20a
and Figure 20b with changing solvent quality are character-
ized by fast dynamics, suggesting potential applications, for
example in polymeric valves, sensors, and liquid chromatog-
raphy [173, 174].
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Figure 20. Force–distance profiles on a log-linear scale for an end-
adsorbed PS1420–PEO51 diblock copolymer single layer against a bare
mica surface during the first few compression–decompression cycles:
(a) in toluene before and after having been immersed in cyclohexane;
(b) in cyclohexane. The open double-arrow indicates that the transi-
tion between (a) and (b) is practically reversible. The inset shows the
corresponding force profiles as (a) and (b), respectively, on a linear–
linear scale. Reprinted with permission from [159], L. Dai et al., Macro-
molecules 28, 5512 (1995). © 1995, American Chemical Society.

Although the surface force apparatus serves as a good
experimental technique for probing conformations and con-
formational transitions of macromolecular chains within the
adsorbed polymer thin film at the liquid/solid interface [159,
175], the force measurements cannot determine the distri-
bution of segment density normal to the surface. Neutron
reflection experiments provide information on the density
profile normal to the interface [164, 176]. In this regard,
we investigated the segment density profiles of the surface-
bound polymers normal to the interface by reflectometry,
choosing neutrons as the radiation because of important
contrast effects which can operate at the molecular level
[164]. For terminally anchored polymer chains in a good
solvent, two regimes are anticipated. If the grafting density
is low, the tethered chains do not interact with each other
and exist as separate “mushrooms.” If the grafting density
is high, with a distance between anchor points less than
the Flory radius of the chains (i.e., s < RF ), the polymers
take up a more extended configuration to form a semidilute
“brush” [162, 163].

In the mushroom regime, each chain may be thought of
as occupying roughly a hemisphere, with a radius compara-
ble to the Flory radius for a polymer coil in a good solvent
[162, 163, 177]. In the brush regime, however, the reflectiv-
ity profile of an end-adsorbed PS1700–PEO167 from toluene
onto quartz can be fitted by a parabolic function, consis-
tent with the theoretical prediction for semidilute polymer
brushes [178–180]. Our recent neutron reflectivity measure-
ments on telechelic triblock copolymer chains [181] have
demonstrated, to a very good approximation, that ABA-
type end-tethered chains behave in a manner equivalent to
their AB-type counterparts of half their molecular weight
and they adsorb predominantly in a loop conformation for

copolymers with sufficiently strong sticking A blocks, consis-
tent with the SFA measurements [159, 175].

5. NANOSTRUCTURED POLYMERS
WITH SPECIAL ARCHITECTURES

Just as microchips have revolutionized computers and elec-
tronics, nanotechnology has the potential to revolutionize
many industrial sectors. As discussed, various polymer nano-
structures (e.g., polymer nanoparticles, nanofibers, nano-
films; see Table 1) have been prepared to possess useful
physicochemical properties for device applications. How-
ever, considerable efforts are required to design, construct,
and operate new devices at the nanometer scale, as the tech-
nology for making proper connections from nanoscale enti-
ties to the macroscale world still remains a big challenge. In
particular, electrically conducting nanofibers with diameters
at the nanometer scale and lengths in kilometers are both
useful “building blocks” for nanodevice construction and
ideal connections between the nanoscale entities and the
macroscale world. Effective fabrication of ordered nanos-
tructured polymers is a pre-requisite for the intergration
of nanostructured materials into useful “building blocks”
and various functional units/nanodevices of practical signifi-
cance. As we shall see later, techniques, including colloidal
self-assembling, phase separation, and nanopatterning, have
been devised to construct polymer materials and functional
systems of multidimensional ordered nanostructures.

5.1. Self-Assembly of Ordered
Nanoporous Polymers

Polymers with periodically modulated mechanical, opti-
cal, electronic, or magnetic properties have potential
applications in many areas, including sensors, displays,
microelectronics, data storage devices, and nonlinear optics
[182, 183]. For instance, polymers with periodic dielectric
media, like photonic crystals, could be used to manipulate
and control light [184, 185]. Therefore, the fabrication of
thin films with three-dimensional (3D) periodic arrays by
incorporation of large quantities of monodisperse domains
in an organized fashion within appropriate matrices or
using self-organization (i.e., self-assembling) of colloid nano-
particles has rapidly become the forefront of development in
materials science. Consequently, many novel nanostructured
polymers of multidimensional periodic structures have been
reported. To mention but a few examples, Kumacheva and
co-workers [186] have used the self-assembling approach
to producing nanostructured polymers with a 3D periodic
structure (Fig. 21).

As can be seen in Figure 21a, Kumacheva et al. [186]
first synthesized a core–shell latex consisting of a hard core-
forming polymer and a soft shell-forming polymer. They
then packed these core–shell latex particles into thin lay-
ers of 3D structures by, for example, precipitation, centrifu-
gation, or electrodeposition followed by latex drying. The
resulting materials were finally annealed at high temper-
ature to melt the soft shells, leading to the formation of
nanostructured polymer thin films consisting of 3D nanopar-
ticle assemblies. The laser confocal fluorescent microscopy
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Table 1. Examples of polymer nanostructures.

Polymer (name and structure) Nanostrucutre Size (nm) Ref.

Polystyrene

-(CH-CH2)n-

nanospheres
nanowires
nanotubes
nanofibers
polymer brushes

15–200

∼300
∼40

[9–11]
[75]
[79]
[96]
[155–159]

Poly(alkylcyanoacrylate)

HO-(CH2-C)n-H

CN

CO2R

nanospheres ∼200 [16]

Poly(lactide)

CH3

=O

(O-CH-C)n

nanospheres 200–250 [25–27]

Polyaniline

H

N

H

N N N
1-x nx

nanosparticles
nanowires
nanotubes
nanofilms
LB films

10–60

100–200
∼350

[51]
[68]
[80, 81]
[116]
[131]

PNIPAM-g-PEO

=O

-C
-N

H
-C

H
-C

H
3

-CH3

=O
-(CH2-CH-)m-(CH2-CH)n--C

-O
-(C

H
2 -C

H
2 -O

)x -C
H

3

core–shell
nanospheres 15–250 [40–45, 51, 52]

PMS-b-PVSO

-(CH-CH2-)m

CH3
O

S-Ph S-Ph
n

O

core–shell
nanopspheres

30–60 [58, 49]

PCL/MAF mixtures

-[O(CH2)5CO]n-/
CH3 CH3

COOH COOCH2CH2(OCOCH2CH2CH2CH2CH2)3OH

-(CH2C)n-(CH2-CH)m-

core–shell
nanopspheres

100–300 [53]

Polypyrrole

H

N
n

nanowires
LB films

50 �m [61]
[130]

Polythiophene

S

n

nanowires 20 �m [64]

continued
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Table 1. Continued.

Polymer (name and structure) Nanostrucutre Size (nm) Ref.

PPV

n

nanowires
nanofilms
LB films

4
∼100

[72]
[106–111]
[135, 136]

PVDF

(CF2CH2)n

nanowires >30 [75]

Poly(phenylene oxide)

O n

nanowires >30 [75]

PMMA

CH3

COOCH3

(CH2-C)n

nanowires
nanotubes

∼300 [75]
[79]

PTFE

(CF2CF2)n

nanotubes ∼300 [79]

Polyethylene

(CH2CH2)n

nanofibers ∼3 [83]

Poly(4-vinylpyridine)

(CH2-CH)n

N

micro/nanospheres 0.2–3 �m [24]

Polyacrylonitrile

H

CN

(CH2-C)n

nanotubes
nanofibers >30

[83, 84]
[97]

Polyaniline/PEO mixtures

/ (CH2CH2O)n

H

N

H

N N N
x nl-x

nanofibers 1–2 �m [98]

Poly(3-alkythiophene)

R

S
n

LB films 1–5 [132]

Poly(meta-phenylene isophthalamide)/aluminum

NHOC(HN CO)n

/ Al

coaxial nanowires 100–200 197
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Figure 21. (a) Schematic representation of the approach for produc-
ing nanostructured polymers with 3D ordered structure. (A) Synthesis
of the core–shell polymer nanoparticles with hard functional cores and
soft inert shells; (B) self-assembling of the polymer nanoparticles into a
3D compact; and (C) heat treatment of the compact to induce melting
of the soft shells to form polymer nanocomposite with nanostructured
spheres. (b) Laser confocal fluorescent microscopy images of the sur-
face and the bulk morphology of the 3D nanostructured polymer films.
Top: Composite morphorlogy at the surface of the sample; inset shows
the same structure with the width of the area being 3.3 �m. Bottom:
Polymer structure in the layer located 30 mm below the surface. Scale
bar is 10 �m. Reprinted with permission from [186], E. Kumacheva,
et al., Adv. Mater. 11, 231 (1999). © 1999, Wiley–VCH.

images of the surface and the bulk morphology of the 3D
nanostructured polymer films thus prepared are given in
Figure 21b, which shows a highly ordered structure in the
z-direction as well as in the lateral domains. These highly
ordered nanostructured polymers with 3D periodic struc-
tures have been demonstrated to be promising media for
data storage.

On the other hand, Jenekhe and Chen [187] have pre-
pared multidimensional ordered mesoporous polymer mate-
rials by self-assembling hollow spherical micelles made by
self-organized rod–coil diblock copolymers in a selective sol-
vent. Figure 22a schematically shows the approach used
with the morphology of the resulting materials given in
Figure 22b. Although micropores were observed in this par-
ticular case (Figure 22b), the diameter, periodicity, and
wall thickness of the ordered arrays of spherical holes
were demonstrated to depend on the copolymer molecular
weight and composition, indicating the possibilities of form-
ing porous polymer films with nanostructured holes for a
variety of applications ranging from size/shape-selective sep-
aration to photonic modulation.

5.2. Coaxial Polymer Nanowires
and Nanofibers

5.2 The formation of ordered structures from metal nano-
wires and carbon nanotubes has been an active research area
for some years. Various nano- and microfabrication tech-
niques have been developed. Examples include the use of
electric and magnetic fields for aligning suspended metal-
lic nanowires [188–190], the combination of fluidic align-
ment with patterned surface structures (e.g., microchannels)
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Figure 22. (a) Schematic illustration of its hierarchical self-assembly
into ordered microporous materials. (b) Polarized optical and (B and C)
scanning electron micrographs of microporous micellar films obtained
from a diblock solution by solution casting on a glass slide (A) and an
aluminum substrate (B and C). (D) The molecular weight dependence
of geometric parameters of the pores: the diameter, D; minimum wall
thickness, h; center-to-center hole periodicity, p�h = p−D�. Reprinted
with permission from [187], S. A. Jenekhe and X. L. Chen, Science
283, 372 (1999). © 1999, American Association for the Advancement
of Science.

for nanowire patterning, [191, 192] and the lithiographic
patterning of aligned carbon nanotubes [193]. The effec-
tive fabrication of ordered polymer nanowires or nanofibers
is a more recent development. While a few aligned poly-
mer nanowires prepared by synthesizing them at a scan-
ning microscope tip or by using a template were described
(Section 3), the possibility of forming aligned electrospun
nanofibers by using a rotating cathode collector has recently
been reported [194, 195]. Nonconducting electrospun poly-
mer fibers have also been used as “templates” for coating
with appropriate conducting polymers and for deposition of
a metal layer from solution or vapor [196]. MacDiarmid
and co-workers [96] reported the uniform coating of an
electrospun polyacrylonitrile nanofiber with a layer of con-
ducting polypyrrole (20 to 25 nm thick) by immersing the
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electrospun fibers in an aqueous solution of polymerizing
polypyrrole. These authors also prepared gold coated poly-
acrylonitrile nanofibers through treatment of the electro-
spun fibers with a solution of AuS2O3 and ascorbic acid.

Reneker and co-workers [197] coated electrospun
poly(meta-phenylene isophthalamide) nanofibers with sub-
nanometer thick coatings of various other materials (e.g.,
carbon, Cu, and Al) by chemical and physical vapor depo-
sition. They also prepared nanotubes consisting of pure
aluminum or mixtures of aluminum and aluminum oxide
by coating the electrospun poly(meta-phenylene isophtha-
lamide) nanofiber with an aluminum layer, followed by
selectively removing the polymer nanofiber core via sol-
vent dissolution or thermal degradation [197]. During ther-
mal degradation of the poly(meta-phenylene isophthala-
mide) nanofiber cores, the aluminum coated layer was sub-
jected to a limited degree of oxidation, which produced
nanotubes of mixed aluminum and aluminum oxide. The
aluminum coated layers did not oxidize when the tem-
plate fiber core was removed by dissolution. Figure 23A(a–
c) shows TEM images of aluminum-coated poly(meta-
phenylene isophthalamide) fibers with the coating thickness
increasing from ca. 10 to 100 nm. As seen in Figure 23B(a–
c), aluminum nanotubes remained after dissolution of the
fiber cores of poly(meta-phenylene isophthalamide) with
N ,N -dimethylacetamide solvent. The electron diffraction
pattern associated with the aluminum nanotubes shown

(A)
(a) (b) (c)

(B)
(a) (b) (c)

Figure 23. (A) (a–c) TEM images of aluminum-coated poly(meta-
phenylene isophthalamide) electrospun nanofibers with the coating
thickness increasing from about 10 nm in (a) to nearly 100 nm in (c).
(B) (a–c) TEM images of Al nanotubes prepared by solvent disso-
lution of the poly(meta-phenylene isophthalamide) core. (d) Electron
diffraction pattern of nanotubes associated with the aluminum nano-
tubes shown in Figure 24B(a). Reprinted with permission from [197],
W. Liu et al., J. Mater. Res. 17, 3206 (2002). © 2002, Materials Research
Society.

in Figure 23B(a) is given in Figure 23B(d), in which all
the d-spacings are characteristic of the aluminum crystal
unit cell.

Another interesting area closely related to the fabrica-
tion of polymer nanowires and nanofibers is the synthesis
of coaxial nanowires of polymers and carbon nanotubes. We
have recently prepared large-scale aligned carbon nanotubes
perpendicular to the substrate surface by pyrolysis of iron
(II) phthalocyanine (FeC32N8H16, designated as FePc) under
Ar/H2 at 800–1100 �C and developed a novel approach for
chemical modification of aligned carbon nanotubes [198].
Radio-frequency glow-discharge plasma treatment activated
the surface of the nanotubes for subsequent reactions char-
acteristic of the plasma-induced surface groups. We then
successfully grafted polysaccharide chains onto the plasma-
activated aligned carbon nanotubes through Schiff-base for-
mation, followed by reductive stabilization of the Schiff-base
linkage with sodium cyanoborohydride (Fig. 24).

The resulting amino-dextran grafted nanotube film
showed zero air/water contact angles. The (acetaldehyde)
plasma treated carbon nanotube film gave relatively low
advancing (90�), sessile (78�), and receding (45�) air/water
contact angles compared to the advancing (155�), sessile
(146�), and receding (122�) angles for an untreated sheet
of aligned carbon nanotubes. The glucose units within
the surface-grafted amino-dextran chains (Fig. 24) can be
further converted into dialdehyde moieties by periodate
oxidation [199], thereby providing a method for creating
multilayer coaxial structures.
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Figure 24. Scheme showing the grafted polysaccharide chains onto
plasma activated aligned carbon nanotubes through Schiff-base for-
mation, followed by reductive stabilization of the Schiff-base linkage
with sodium cyanoborohydride. Reprinted with permission from [198],
Q. Chen et al., J. Phys. Chem. B 105, 618 (2001). © 2001, American
Physical Society.
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In addition to the chemical grafting of polymer chains onto
the carbon nanotube surface, we recently used the aligned
carbon nanotubes as nanoelectrodes for making novel con-
ducting coaxial nanowires by electrochemically depositing
a concentric layer of an appropriate conducting polymer
uniformly onto each of the aligned nanotubes to form
the aligned conducting polymer coated carbon nanotube
coaxial nanowires (CP-CNT) [200]. The SEM image for
these CP-CNT coaxial nanowires given in Figure 25b
shows the same features as the aligned nanotube array of
Figure 25a, but the tubes had a larger diameter due to
the presence of the newly electropolymerized polypyrrole
coating. The presence of the conducting polymer layer was
also clearly evident in TEM images [200] (Fig. 25c). The
aligned CP-CNT coaxial nanowires were demonstrated to
show much stronger redox responses than the conventional
conducting polymer electrode [200]. The coaxial structure
allows the nanotube framework to provide mechanical sta-
bility [201, 202] and efficient thermal and electrical con-
tact with the conducting polymer layer [203, 204]. The
large interfacial surface area per unit mass obtained for the
nanotube-supported conducting polymer layer is potentially
useful in many optoelectronic applications, for example in
sensors, organic light-emitting diodes, and photovoltaic cells
where the charge injection and separation are strongly lim-
ited by the interfacial area available in more conventional
devices [49].

To demonstrate the potential sensing applications for the
CP-CNT coaxial nanowires, we have also immobilized glu-
cose oxidase (GOx� onto the aligned carbon nanotube sub-
strate by electropolymerization of pyrrole in the presence
of glucose oxidase [205]. The glucose oxidase-containing
polypyrrole-carbon nanotube coaxial nanowires were used
to monitor the concentration change of hydrogen perox-
ide (H2O2) generated from the glucose oxidation reaction
by measuring the increase in the electro-oxidation current
at the oxidative potential of H2O2 (i.e., the amperometric

(a) (b)

(c)

100 nm 200 nm

Figure 25. (a) Aligned nanotubes, (b) CP-CNT coaxial nanowires, and
(c) TEM images of the CP-CNT coaxial nanowires. Reprinted with per-
mission from [200], M. Gao et al., Angew. Chem. Int. Ed. 39, 3664
(2000). © 2000, Wiley–VCH.

method) [205]. The amperiometric response was found to
be much higher than that of more conventional flat elec-
trodes coated with glucose oxidase-containing polypyrrole
films under the same conditions. The CP-CNT nanowire
sensors were also demonstrated to be highly selective for
glucose with their amperiometric responses being almost
unchanged even in the presence of some interference species
including ascorbic acid, urea, and d-fructose. Therefore, the
CP-CNT nanowires could be used for making new glucose
sensors with a high sensitivity, selectivity, and reliability,
which is clearly an area in which future work would be of
value.

5.3. Multilayered Polymer Nanofilms

Polymer-based multilayer thin films have recently received
significant attention due to their potential use as pho-
tonic crystals for manipulation and control of light. Indeed,
certain multilayer polymer nanostructures with the phase-
separated lamellar domains of different refactive indices
have been used as 1D optical reflectors for reflecting a
band of frequencies for both TE and TM polarized light
regardless of angle of incidence [206, 207]. Apart from
the multilayer film formation by polymer phase separa-
tion to be discussed, the construction of multilayer poly-
mer nanofilms has also been achieved by the LB technique
(Section 4.3) and a layer-by-layer self-assembly process
developed by Ferreira and Rubner [208]. The principle
of the layer-by-layer process lies in the alternate spon-
taneous adsorption of oppositely charged polymers from
dilute solutions. This technique has been successfully used
to generate multilayer thin films comprised of sequen-
tially adsorbed layers of partially doped polyaniline and a
polyanion (e.g., sulphonated polystyrene), leading to con-
ductivities comparable to those obtained with spin-cast films
(0.5–1.0 S/cm) after having been doped with strong acids
such as HCl and methanesulfonic acid [209]. Based on
the layer-by-layer adsorption process, Rubner et al. [210–
212] have also constructed multilayer LEDs from PPV and
poly(styrene sulfonic acid), (SPS), or poly(methacrylic acid)
(PMA) and found that the type of polyanion used has a
significant effect on the performance of the LED devices
fabricated with Al and ITO as electrodes. In particular,
LEDs fabricated from PMA/PPV multilayers were found
to exhibit luminance levels in the range of 20–60 cd/m2

with a thickness dependent turn-on voltage and rectification
ratios greater than 105, whereas the SPS/PPV counterparts
showed nearly symmetric I–V curves with a thickness inde-
pendent turn-on voltage and much lower luminance lev-
els. The observed difference in the device performance
can be attributed to a doping effect associated with the
sulfonic acid groups in SPS. Furthermore, these authors
have recently extended the layer-by-layer adsorption pro-
cess to include the hydrogen-bonding interactions between
the polyaniline and poly(vinylpyrrolidone), poly(vinyl alco-
hol), poly(acrylamide), or poly(ethylene oxide) [213]. By
using preordered/prepatterned substrates, the layer-by-layer
absorption process should, in principle, lead to the construc-
tion of oriented/patterned conjugated polymers.

Another interesting area closely related to the polymer–
polymer multilayer structure is the intercalation of poly-
mer chains into the layered structures of clay nanoparticles,
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leading to the formation of organic–inorganic hybrid mul-
tilayer films [214]. Organic–inorganic hybrid composites
constitute a new class of materials, possessing properties
characteristic of both constituent components with poten-
tial synergetic effects [215–217]. Owing to their unusual
properties, organic–inorganic hybrid nanocomposites have
attracted increased attention in recent years. Consequently,
various polymers including poly(ethylene oxides) [218, 219],
poly(olefins) [220], polyimide [221], polypyrrole [222], and
polyaniline [223, 224] have been incorporated into clay
nanoparticles through either a solution or a melt intercala-
tion process [225, 226]. The most widely used clay is mont-
morillonite, which consists of an alumina octahedral and
two silica tetrahedral sheets stacking into the layered struc-
ture with a gallery gap of ca. 1 nm between the layers.
The galleries are normally occupied by cations (e.g., Na+,
Ca2+, Mg2+), which can be easily replaced through alky-
lammonium ion exchange reaction to form the so-called
organoclay. The alkylammonium ions in the organoclay
layered structure facilitate the intercalation of polymer
chains. At high intercalation levels, the clay may exfoliate
into their nanoscale building blocks to disperse uniformly
in the polymer matrices, forming exfoliated polymer–clay
nanocomposites. The organic–inorganic hybrid nanocom-
posites thus prepared have been demonstrated to show
improved environmental stability, mechanical strength, and
lower permeability for gases with respect to corresponding
pure polymers [227–229].

On the other hand, certain electroluminescent organic–
inorganic hybrid materials have also been prepared by sol–
gel chemistry [230]. In this context, we have recently interca-
lated conjugated conducting and light-emitting polymers into
clay nanoparticles at an intercalation level below the criti-
cal value required for the clay exfolation to explore the con-
formational effects on their optoelectronic properties. As is
well known, the band gap energies of conjugated polymers,
and hence the related optoelectronic properties, depend
strongly on their chain conformations [71]. Therefore,
the conformational changes of light-emitting polymer back-
bones could be exploited as an alternative approach to color
tuning, in addition to chemical modification of the polymer
structure, in polymer light-emitting diodes. On this basis,
we intercalated light-emitting poly[1,4-(2,5-bis(1,4,7,10-
tetraoxaundecyl)phenylenevinylene)] (EO3-PPV), into clay
nanoparticles for light-emitting measurements [231].

The intercalation process is experimentally revealed by
a steady increase in the height of the clay galleries as
determined by X-ray diffraction [231]. The photolumines-
cent (PL) spectra of the composites at several different
intercalation levels are given in Figure 26. As can be seen,
the PL emission shows a redshift with increasing inter-
calation level. Included in the inset of Figure 26 is the
dependence of the PL peak position (!max) on the polymer
content, which shows that the !max continuously increases
with increasing polymer content to a limiting value of
ca. 610 nm, characteristic of EO3-PPV, at ca. 20% (w/w),
then remains unchanged despite further intercalation. These
features could be attributed to an intercalation-induced con-
formational transition from a “compact coil” to “expanded
coil,” which should lead to an increase in the effective con-
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Figure 26. PL emissions from the EO3-PPV intercalated clay nano-
particles at different intercalation levels. Reprinted with permission
from [231], B. Winkler et al., J. Mater. Lett. 18, 1539 (1999), © 1999,
Plenum.

jugation length, and hence a concomitant decrease in the
bandgap energy.

Our results from a single layer LED device based on the
EO3-PPV intercalated nanoparticles showed an EL spec-
trum similar to the PL emission. As expected, the similarity
between the EL and PL emissions suggested that the same
singlet excitons were generated upon both the PL and EL
excitation.

Closely related to the preparation of layered nanocom-
posites consisting of polymer thin films interspersed with
clay sheets, Matsumoto and co-workers [232] have moved a
step further forward by showing novel polymer sandwiches
with different fillings. In so doing, these authors first cre-
ated layered structures consisting of layers of muconate
anions (i.e., reactive dienes with carboxylate group at either
end) sandwiched between layers of alkylammonium cations
(Fig. 27). They then polymerized the layered muconate
anions into molecule-thick polymer sheets by exposure to
ultraviolet light. Upon exposure of the “synthetic clay” to
acid, the alklammonium cations were removed to free the
uncharged polymer sheets. The released polymer sheets can
be “glued” together again by one of the many alkylammo-
nium ions for a large variety of potential applications, rang-
ing from molecular recognition to chemical purification.

5.4. Nanostructured Polymers by Phase
Separation and Nanopatterning

Apart from the discussed isolated polymer nanostructures
(e.g., nanoparticles, nanofibers, and nanofilms) and their
assemblies, nanostructured polymer domains consisting of
an intrinsic part of the polymer morphology (hence cannot
be separated from other features of the polymer material)
have also been prepared through, for example, polymer
phase separation and nanopatterning.

Like the self-assembling technique discussed, polymer
phase separation plays an important role in fabrication
of nanostructured polymers, as it provides the opportu-
nity for nanoscale structuring that otherwise is difficult by
lithographic techniques [233, 234]. The conditions neces-
sary for microphase separation in immiscible polymer mix-
tures depend on their molecular architectures, nature of
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Figure 27. Schematic representation showing how to build molecular
sandwiches with different fillings. Reprinted with permission from [232],
A. Matsumoto et al., Nature 405, 328 (2000). © 2000, Macmillan Mag-
azines Ltd.

monomers, compositions, and molecular weights [235, 236].
By varying polymer structures and phase separation con-
ditions, at least seven well-defined microdomain structures
with sizes typically in the range of a few tens of nanometers
have been observed in polymer materials (Fig. 28).

Among these well-defined microdomain structures
observed in phase separated polymer systems, cylindrical
microdomains formed by block copolymers are of particular
interest as the selective removal of either the minor or
major component can transform thin polymer films into
an array of nanopores or nanoscopic posts. The resultant
polymer nanostructures could be used as membranes for
molecular separation and/or as templates for preparing
electronic and magnetic nanostructured materials.
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Figure 28. Experimentally observed nanostructure form by phase sep-
aration of diblock copolymers. Reprinted with permission from [236],
T. P. Lodge and M. Muthukumar, J. Phys. Chem. 100, 13275 (1996).
© 1996, American Chemical Society.

The phase separation of block copolymers has been the
subject of intensive study over the past several decades
[233–236]. It has recently been demonstrated that cylindrical
microdomains in certain phase-separated block copolymer
thin films can be oriented normal to the substrate surface
by either controlling interfacial interactions between the
copolymer and substrate with anchored random copolymers
[237, 238] or by applying an external electric field normal
to the surface [239–241]. Figure 29A and B shows atomic
force microscope (AFM) images for a phase-separated
asymmetric polystyrene and poly(methyl methacrylate) (PS-
b-PMMA, ca. 30% volume fraction of PMMA) block
copolymer thin film (40 nm thick) spin-cast onto Si sub-
strates precoated with a random copolymer of PS and
PMMA having a PS fraction of 0.60 [242]. Cylindrical
microdomains oriented in the direction perpendicular to
the substrate are clearly evident, especially in the phase
image of Figure 29B. The corresponding AFM height and
phase images for the same PS-b-PMMA film after selectively
removing the PMMA component by deep UV radiation and
dissolution in a selective solvent (i.e., acetic acid for PMMA)
are given in Figure 29C and D, respectively. Both show an
ordered array of circular nanoholes perpendicularly oriented
in the polymer film.

By adding PMMA homopolymers with appropriate molec-
ular weights into the PS-b-PMMA matrices, Jeong et al. [243]
were able to tune the size of the cylindrical microdomains
(and hence the circular holes) formed in the block copoly-
mer films without perturbing their spatial order and ori-
entation. They found that pore diameters either larger or
smaller than those achievable with the pure copolymer could
be obtained by selective removal of the homopolymer and
corresponding block of the copolymer or the homopolymer
only. By so doing, both 6 and 22 nm diameter pores have
been prepared from the same block copolymer film.
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Figure 29. AFM image for a PS-b-PMMA block copolymer thin film
on a neutral substrate after annealing at 170 �C in tapping mode before
[(A) shows the height image and (B) the phase image] and after [(C)
shows the height image and (D) the phase image] removal of the
PMMA cylinders. Holes at the original locations of the cylinders are
clearly seen. Reprinted with permission from [242], T. Thurn-Albrecht
et al., Adv. Mater. 12, 787 (2000). © 2000, Wiley–VCH.
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More interestingly, these authors have recently used the
phase-separated PS-b-PMMA nanoporous films and nano-
scopic posts as templates for producing metal nanodots and
nanoporous metal films, respectively, by evaporation metal
(e.g., Cr, Au) thin films on these polymer nanostructures,
followed by selective removal of the polymer templates
[244].

Based on polymer phase separation, Berggren et al. [245]
have also demonstrated the formation of submicrometer-
sized domains having a range of compositions and emission
characteristics by self-organization (i.e., phase separation)
in polymer blends consisting substituted polythiophenes
with different bandgaps. As a result, a voltage-controlled
multiple-color emission was achieved, suggesting an attrac-
tive way for making future polymeric electroluminescent
color screens.

Like the soluble substituted polythiophenes, polyacety-
lene can be solubilized by making copolymers with poly-
isoprene, polystyrene, or polybutadiene via the so-called
anionic to Ziegler–Natta route [49]. The polyisoprene–
polyacetylene (PI–PA) diblock copolymers thus prepared
present an unusual situation where the high flexibility and
solubility associated with polyisoprene chains and the stiff-
ness and conductivity characteristic of insoluble conjugated
polyacetylene chains are combined into one macromolecule.
Due to the large difference in physical properties between
these two blocks, the copolymers of PI–PA are expected
to show phase separation in solution and domain struc-
ture in the solid state [246, 247]. Indeed, we have recently
found that I2 doping of the PI–PA copolymer films leads
to the formation of a pseudo interpenetrating polymer net-
work (PIPN) [247]. The aggregated structures (especially
the PIPN network) play an important role in regulating the
electrical properties of the PI–PA copolymers [247], and the
doping-induced phase separation process may have poten-
tial implications for making various multiphase conducting
polymers with different ordered structures ranging from the
nanometer to micrometer scale.

Furthermore, the chain segregation has also been either
experimentally observed or theoretically predicted for block
copolymers confined between two constituent homopolymer
layers [248], two foreign walls [249–252], or end attached at
the liquid/solid interface [253, 254], suggesting a consider-
able scope for patterning of polymer chains through polymer
phase separation. To mention but a few examples, Zhao and
co-workers [255] have experimentally demonstrated nano-
pattern formation by tethered PS-b-PMMA brushes upon
treatment with selective solvents, while a number of other
groups have reported the patterning of polymer brushes by
various lithographic techniques [256].

As is well known, photolithographic processing has been
widely used for the pattern formation in semiconducting
industries (e.g., for delineating the circuit elements in
todays’s large-scale integrated devices) for many years with
an ultimate resolution at the submicrometer scale. Recent
work on photolithographic patterning of conducting poly-
mers and carbon nanotubes [100, 257] has demonstrated
that photolithographic techniques, coupled with appropriate
chemical reactions, could provide effective means for the
micro/nanopattern formation of various organic electronic
materials [100, 257, 258]. For instance, in 1988, Thakur

reported that the conductivity of nonconjugated cis-1,4-
polyisoprene (i.e., natural rubber) could be increased by
about 10 orders of magnitude upon “doping” with iodine
[259]. In view of the ease with which conducting rubber
can be made and the potential challenge of Thakur’s claim
to modern theory of conducting polymers, Thakur’s work
received complimentary comments from several scientific
journals [260–262]. Meanwhile, various other polymers with
isolated (nonconjugated) double bonds, such as trans-1,4-
polyisoprene, 1,4-poly-(2,3-dimethylbutadiene), and trans-
1,4-polybutadiene, have also been found to become dark
in color and conductive when “doped” with iodine in the
solid state. Surprisingly, however, cis-1,4-polybutadiene does
not change color or become conductive upon “I2 doping”
under the same conditions [260–262]. We were the first to
demonstrate that “I2 doping” of 1,4-polyisoprene produces
conjugated sequences of unsaturated double bonds in the
polyisoprene backbone through polar addition of I2 into the
isolated double bonds in the polymer chain, followed by HI
elimination [263].

The reaction mechanism for the I2-induced conjuga-
tion is shown in Figure 30, and the conjugated sequences
thus produced have been shown to be responsible for the
high conductivity of the “I2-doped” polyisoprene. The reac-
tions shown in Figure 30 have been confirmed by optical
and other spectroscopic measurements reported by several
groups, including ours [263–267].

In our further investigation of conducting polydienes
[264], we have found that cis- and trans-1,4-polybutadiene
exhibit different behavior toward the reactions of Figure 30.
For cis-1,4-polybutadiene the reaction sequence given in
Fig. 30 terminated, at room temperature, at product (II),
whereas for the trans-isomer the reaction sequence pro-
ceeded toward product (III) and/or (IV) thus leading to the
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Figure 30. Reactions of polydiene with iodine, leading to the formation
of conjugated sequences. Reprinted with permission from [263], L. Dai
and J. W. White, Polymer 32, 2120 (1991). © 1991, Elsevier Science.
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formation of conjugated sequences which confer electrical
conductivity. Spectroscopic measurements and molecular
orbital calculations demonstrated that it was an unfavor-
able combination of electronic and steric interactions within
the iodinated cis-1,4-polybutadiene backbone (product II)
that inhibited the elimination of hydrogen iodide through
the E-2 elimination mechanism [reaction (2) of Fig. 30] at
room temperature and hence halted the formation of con-
jugated sequences in the case of cis-1,4-polybutadiene [264].
However, cis-1,4-polybutadiene can be photoisomerized into
the trans-isomer [268], and the isomerized material is then
amenable to “I2 doping.” This discovery provides means for
photolithographic generation of conducting patterns from
cis-1,4-polybutadiene films through region-specific photoiso-
merization of the cis-isomer into its trans-counterpart and
subsequent I2-induced conjugation of the photoisomerized
trans-1,4-polybutadiene chains [269]. The conducting pat-
terns thus formed are colored and show strong fluorescence
emission, which enables visualization of the conducting poly-
mer regions.

An example of the conducting patterns thus generated
is shown in Figure 31a. It is a close replication of the
photomask structure, and conducting wires on a microm-
eter scale are clearly evident. A corresponding fluores-
cence microscopic image of the conducting pattern is given
in Figure 31b. It shows the same features as the optical
micrograph (Fig. 31a), but with inverse intensities in the
image. The dark regions characteristic of the “I2-doped”
trans-1,4-polybutadiene in Figure 31a gave rise to bright
fluorescence emission in Figure 31b, consistent with the flu-
orescence emission originating from the conjugated struc-
tures [270, 271]. The dark regions in Figure 31b represent
nonfluorescent components associated with the cis-isomer.
The resolution obtained in this study is limited by the light
wavelength and photomask structure, which can, in princi-
ple, be improved for generation of polymer patterns with a
submicron resolution.

More recently, we have also demonstrated that litho-
graphic techniques could be applied to the pattern for-
mation of carbon nanotubes. Although carbon nanotubes
synthesized by most of the common techniques often exist
in a randomly entangled state, [272, 273] aligned car-
bon nanotubes have been prepared either by postsynthesis

(a) (b)

Figure 31. (a) Optical microscopy image of a pattern obtained by “I2

doping” of the photoisomerized trans-1,4-polybutadiene regions in the
iodinated cis-1,4-polybutadiene matrix. The dark areas are regions of
“I2-doped” polybutadiene, and the width of the white rectangles at the
bottom part of the picture is 18 �m. (b) Fluorescence micrograph of the
conducting pattern. Reprinted with permission from [269], L. Dai et al.,
Macromolecules 29, 282 (1996). © 1996, American Chemical Society.

fabrication or by synthesis-induced alignment [100]. As
briefly mentioned in Section 5.2, we, among others [274–
278], have prepared large-scale aligned carbon nanotube
arrays perpendicular to the substrate surface by pyrolysis of
iron(II) phthalocyanine onto the pristine quartz glass plates
[279]. Subsequently, we have also developed microfabrica-
tion methods for patterning the aligned carbon nanotubes
with a submicrometer resolution [280]. Our method allows
not only the preparation of micropatterns and substrate-free
films of the perpendicularly aligned nanotubes but also their
transfer onto various substrates, including those which would
otherwise not be suitable for nanotube growth at high tem-
peratures (e.g., polymer films) [279]. In one study, we have
developed a novel method for photolithographic generation
of the perpendicularly aligned carbon nanotube arrays with
resolutions down to a micrometer scale [281].

Figure 32a shows the steps of the photolithographic pro-
cess. In practice, we first photolithographically patterned a
positive photoresist film of diazonaphthoquinone (DNQ)-
modified cresol novolak onto a quartz substrate. Upon UV
irradiation through a photomask, the DNQ-novolak pho-
toresist film in the exposed regions was rendered soluble
in an aqueous solution of sodium hydroxide due to photo-
generation of the hydrophilic indenecarboxylic acid groups
from the hydrophobic DNQ via a photochemical Wolff rear-
rangement [282]. We then carried out the pyrolysis of FePc,
leading to region-specific growth of the aligned carbon nano-
tubes in the UV exposed regions (Fig. 32b). In this case,
the photolithographically patterned photoresist film, after an
appropriate carbonization process, acts as a shadow mask
for the patterned growth of the aligned nanotubes. This
method is fully compatible with existing photolithographic
processes [283].

Furthermore, we have also used the micro-contact print-
ing (�CP) and micromolding techniques [284] to prepare
micropatterns of carbon nanotubes aligned in a direction
normal to the substrate surface [285]. While the �CP pro-
cess involves the region-specific transfer of self-assembling
monolayers (SAMs) of alkylsiloxane onto a quartz substrate
and subsequent adsorption of polymer chains in the SAM-
free regions (Fig. 33a), the micromolding method allows the
formation of polymer patterns through solvent evaporation
from a precoated thin layer of polymer solution confined
between a quartz plate and a polydimethylsiloxane (PDMS)
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Figure 32. (a) Schematic representation of the micropattern formation
of aligned carbon nanotubes by photolithographic process. (b) Typical
SEM micrographs of patterned films of aligned nanotubes prepared by
the pyrolysis of FePc onto a photolithographically prepatterned quartz
substrate. Reprinted with permission from [281], Y. Yang et al., J. Am.
Chem. Soc. 121, 10832 (1999). © 1999, American Chemical Society.
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Figure 33. Schematic illustration of the procedure for fabricating pat-
terns of aligned carbon nanotubes by (a) microcontact printing and
(b) solvent assisted micromolding. (c) A typical SEM image of aligned
nanotube pattern prepared by the pyrolysis of FePc onto the photoresist
prepatterned quartz via micromolding technique. Reprinted with per-
mission from [285], S. Huang et al., J. Phys. Chem. B 104, 2193 (2000).
© 2000, American Chemical Society.

elastomer mold (Fig. 33b). The DNQ-novolak photoresist
patterns formed in both cases were then carbonized into
carbon black for region-specific growth of the aligned nano-
tubes in the polymer-free regions by pyrolysis of iron(II)
phthalocyanine under Ar/H2 atmosphere at 800–1100 �C
(Fig. 33c), as is the case for the aforementioned photolitho-
graphic patterning. The spatial resolution is limited by the
resolution of the mask used and submicrometer features
were obtained.

Subsequently, we found that 3D micropatterns of well-
aligned carbon nanotubes can also be prepared by pyrolysis
of FePc onto appropriate photopatterned substrates [286].
In this particular case, the photopatterning was achieved
by photolithographic cross-linking of a chemically amplified
photoresist layer spin-cast on a quartz plate or a Si wafer,
coupled with a solution development to generate a nega-
tive photoresist pattern. Owing to an appropriate surface
characteristic, the patterned photoresist layer was found in
this case to support the aligned carbon nanotube growth by
pyrolysis of FePc, as were the photoresist-free substrate sur-
faces. The difference in chemical nature between the surface
areas covered and uncovered by the photoresist film, how-

ever, caused a region-specific growth of the nanotubes with
different tubular lengths and packing densities (Fig. 34).

As can be seen from this discussion, micropatterns of
aligned nanotubes with resolutions down to a submicrome-
ter scale, suitable for fabrication of various electronic and
photonic devices, have been prepared by lithographic tech-
niques. These lithographic patterning methods, coupled with
the ease with which polymer chains can be chemically and/or
electrochemically attached onto the carbon nanotube wall
(Section 5.2), should allow the formation of the nanostruc-
tured polymer-nanotube coaxial nanowires in a patterned
fashion, attractive for constructing various on-tube optoelec-
tronic devices and sensor arrays.

On the other hand, three-dimensional polymer nanopat-
terns have also been prepared by some nonconventional
lithographic techniques. Notably, a mask-induced self-
assembling (MISA) process has been applied to the nano-
pattern formation in polymer films [287–290]. In this
process, a mask with protruded patterns is placed at a cer-
tain distance above the top surface of a polymer melt (e.g.,
PMMA, PS), in the presence or absence of an external
field (e.g., thermal or electrical field), allowing attraction of
an excess amount of polymer chains to the area below the
mask protrusions. Subsequent solidification of the polymer
melt thus leads to the formation of polymer patterns with
a lateral dimension identical to that of the mask protru-
sions. Using the MISA patterning technique, 3D polymer
patterns with feature size down to nanometer scales can be
prepared [288]. Figure 35A shows schematically a typical
procedure for the MISA patterning. An AFM image of poly-
mer nanopatterns produced by the MISA technique is given
in Figure 35B, which shows well-defined 3D nanopatterned
structures.

As can be seen, the MISA method is a straightforward and
feasible technique for fabricating polymer patterns with sub-
micrometer/nanometer features. Continued research efforts
in this embryonic field could give birth to a flourishing area
of nanopatterning technologies.

Figure 34. Typical SEM micrographs of the 3D aligned carbon nano-
tube micropattern. Reprinted with permission from [286], Q. Chen and
L. Dai, J. Nanosci. Nanotechnol. 1, 43 (2001). © 2001, American Scien-
tific Publishers.



786 Polymer Nanostructures

(A) (B)

SPACER

POLYMER

Si SUBSTRATE

POLYMER

Si SUBSTRATE

Si SUBSTRATE

MASK

5 µm

350 nm

(a)

(b)

(c)

Figure 35. (A) Schematic of MISA: (a) a thin polymer film cast on a
flat silicon substrate, (b) a mask with protruding patterns placed a dis-
tance above the polymer film, and (c) the polymer film self-constructs
into a mesa under a mask protrusion. The mesa has a lateral dimension
identical to that of the mask protrusion, a height equal to the distance
between the mask and the substrate. (B) AFM image of the PMMA
pillars formed by MISA. Each PMMA pillar is formed under each dot
protrusion on the mask. Reprinted with permission from [288], S. Y.
Chou et al., Appl. Phys. Lett. 75, 1004 (1999). © 1999, American Insti-
tute of Physics.

6. CONCLUDING REMARKS
An overview of the recent progress in research and devel-
opment of nanostructured polymers was presented. As
can be seen, nanostructured polymers, including nano-
particles, nanowires, nanotubes, nanofibers, nanofilms, and
their derivatives, possess interesting biomedical, electronic,
optical, and mechanical properties for use in many potential
applications. In order to realize their commercial appli-
cations, nanopatterning of polymer materials and self-
assembling of nanostructured polymers have also been
developed for effective incorporation of polymer nano-
structures into nanodevices, and proper connections of the
nanoscale structures and devices to the macroscale world.
With the promising approaches already reviewed in this
chapter, and more to be developed, practical applications of
nanostructured polymers are imminent.

ABBREVIATIONS
AFM Atomic force microscopy.
CP-CNT Conducting polymer-carbon nanotube.
DNQ Diazonaphthoquinone.
EL Electroluminescence.
EO3-PPV Poly[1,4-(2,5-bis(1,4,7,10-
tetraoxaundecyl)phenylenevinylene)].
ESR Electron spin resonance.
FePc Iron(II) phthalocyanine.
FTIR Fourier transform infrared.
GOX Glucose oxidase.
HCSA Camphorsulfonic acid.
ITO Indium tin oxide.
LB Langmuir–Blodgett.
LED Light-emitting diode.
MAF Graft copolymer of methylacrylic acid and methyl
methacrylate.

MISA Mask-induced self-assembling.
NR Neutron reflectivity.
PAN Polyacrylonitrile.
PANI Polyaniline.
PCL Poly(	-carprolactone).
PEO Poly(ethylene oxide).
PI-PA Polyisoprene–polyacetylene diblock copolymer.
PIPN Pseudo interpenetrating polymer network.
PL Photoluminescence.
PMA Poly(methylacrylic acid).
PMMA Poly(methyl methacrylate).
PMS Poly(4-methylstyrene).
PNIPAM Poly(N -isopropylacrylamide).
PPV Poly(p-phenylene vinylene).
PS Polystyrene.
PTFE Polytetrafluoroethylene.
PVDF Poly(vinylidene fluoride).
PVP Polyvinylpyridine.
PVSO Poly(phenylvinylsulfoxide).
SECM Scanning electrochemical microscope.
SEM Scanning electron microscope.
SFA Surface force apparatus.
SPS Poly(styrene sulfonic acid).
STM Scanning tunneling microscope.
TEM Transmission electron microscope.
�CP Microcontact printing.
UV-vis Ultraviolet-visible.

GLOSSARY
Carbon nanotube An elongated tubular structure consist-
ing of carbon hexagons arranged in a concentric manner
with a diameter at the nanometer scale.
Electroluminescence The emission of light by a substance
upon the excitation by an applied voltage.
Fluorescence The emission of light by a substance imme-
diately after the absorption of energy from light of usually
shorter wavelength.
Nanostructure Structural entities with at least one dimen-
sion down to a nanometer scale.
Polymer A chain-like molecule of large size in which the
atoms are held together by covalent bonds.
Polymer brush An assembly of end-anchored polymer
chains at the liquid-solid interface in which each of the con-
stituent polymer chains adopts an extended linear chain con-
formation.
Self-assembling The spontaneous generation of well-
defined supramolecular architectures through non-covalent
aggregation of macromolecular or low molecular weight
compounds.
Template synthesis The production of materials with con-
trollable structures by synthesizing them within the pores of
a template membrane.
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1. INTRODUCTION
Polymer/clay nanocomposites (PCNs) are a new class of
materials which have attracted much attention from both
scientists and engineers in recent years due to their excel-
lent properties such as high dimensional stability, heat
deflection temperature, gas barrier performance, reduced
gas permeability, optical clarity, flame retardancy, and
enhanced mechanical properties when compared with the
pure polymer or conventional composites (micro- and
macrocomposites) [1–15]. The first successful PCN appeared
about 10 years ago through the pioneering efforts of a
research team from Toyota Central Research & Develop-
ment Co. Inc. (TCRD) in the form of a Nylon 6/clay hybrid
[1� 2].

Earlier attempts to prepare polymer/clay composites are
found in almost half-a-century old patent literatures [16� 17].
In such cases, incorporation of 40 to 50 wt% clay mineral
(bentonite, hectorite, etc.) into a polymer was attempted
but ended with unsatisfactory results: The maximal modu-
lus enhancement was only around 200%, although the clay
loading was as much as 50 wt%. The failure was obvious
because they failed to achieve good dispersion of clay parti-
cles in the matrix, in which clay minerals existed as agglom-
erated tactoids. Such a poor dispersion of the clay particles
could improve the material rigidity but certainly sacrifice the
strength, the elongation at break, and the toughness of the
material [16� 17].

A prime reason for this impossibility of improving the
tactoid dispersion into well-dispersed exfoliated monolayers
of the clay is obviously due to the intrinsic incompatibility
of hydrophilic layered silicates with hydrophobic engineer-
ing plastics. One attempt at circumventing this difficulty was
made by Unitika Ltd. [18] about 30 years ago in prepar-
ing Nylon 6/clay composites (not nanocomposites) via in-situ
polymerization of �-caprolactam with montmorillonite, but
the results were not very good.

The first major breakthrough of the problem was brought
about in 1987, when Fukushima and Inagaki of TCRD, via
their detailed study of polymer/layered silicate composites,
persuasively demonstrated that lipophilization, by replac-
ing inorganic cations in galleries of the native clay with
alkylammonium surfactant, successfully made them compat-
ible with hydrophobic polymer matrices [19]. The modified
clay was thus called lipophilized clay, organo-phillic clay, or
simply organo-clay (organoclay). Furthermore, they found
that the lipophilization enabled one to expand clay galleries
and exfoliate the silicate layers into single layers of a nano-
meter thickness.

Six years later, in 1993, Usuki, Fukushima, and their col-
leagues at TCRD successfully prepared, for the first time,
exfoliated Nylon 6/clay hybrid (NCH) via in-situ polymer-
ization of �-caprolactam, in which alkylammonium-modified
organoclay was thoroughly dispersed in advance [1� 2]. The
resulting composite of the loading of only 4.2 wt% clay pos-
sessed a doubled modulus, a 50% enhanced strength, and
an increase in heat distortion by 80 �C compared to the neat
Nylon 6, as shown in Table 1. This invention opened up a
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Table 1. Mechanical and thermal properties of Nylon 6/clay hybrid.

Nylon 6 Neat
Properties nanocomposite Nylon 6

Clay content (wt%) 4�2 0
Specific gravity 1�15 1�14
Tensile strength (MPa) 107 69
Tensile modulus (GPa) 2�1 1�1
Impact (kJ/m2) 2�8 2�3
HDT (�C at 1.8 MPa) 147 65

new era of engineering materials, which we may call “poly-
mer/clay nanocomposites.”

Thus, along the stream of development in PCN technolo-
gies, many studies have been devoted to PCNs since their
intrinsically excellent properties of polymer should have
attractive potential for continuous expansion of application
versatility.

Apart from this, rheological behavior, especially elonga-
tional and shear flow behavior in the molten state and crys-
tallization behavior under supercooled state of PCNs, has
not well been reported yet, although such knowledge should
be indispensable in relation with their performance in pro-
cessing operations. One objective of this chapter is to focus
on a profound understanding of PCNs for their innovations
in practical material production. For this purpose, it is indis-
pensable to illuminate the nanostructure as well as rheo-
logical properties of PCNs to assess appropriate processing
conditions for designing and controlling their hierarchical
nanostructure, which must be closely related to their mate-
rial performance.

2. STRUCTURE OF CLAY AND ITS
MODIFICATION WITH SURFACTANTS

The commonly used clays for the preparation of PCNs
belong to the same general family of 2:1 layered or phyl-
losilicates. (see Table 2.) Their crystal structure consists of
layers made up of two silica tetrahedral fused to an edge-
shared octahedral sheet of either aluminum or magnesium
hydroxide. The layer thickness is around 1 nm and the lateral
dimensions of these layers may vary from 30 nm to several
micrometers and even larger depending on the particular
layered silicate. Stacking of the layers leads to a regular van
der Waals gap between the layers called the interlayer or

Table 2. Chemical formula and characteristic parameter of commonly
used 2:1 phyllosilicates.

CEC (mequiv Particle
2:1 Phyllosilicates Chemical fourmulaa /100 gm) length (nm)

Montmorillonite Mx(Al4−xMgx�Si8O20 110 100–150
(OH)4

Hectorite Mx(Mg6−xLix�Si8O20 120 200–300
(OH)4

Saponite MxMg6(Si8−xAlx� 86�6 50–60
Si8O20(OH)4

a M = monovalent cation; x = degree of isomorphous substitution (between
0.3 and 1.3).

gallery. Isomorphic substitution within the layers (for exam-
ple, Al+3 replaced by Mg+2 or by Fe+2, or Mg+2 replaced by
Li+1) generates negative charges that are counterbalanced
by alkali and alkaline earth cations situated inside the gal-
leries, as shown in Figure 1.

The most commonly used layered silicates are montmo-
rillonite (MMT) hectorite and saponite having different
chemical formulas, respectively, Mx(Al4−xMgx�Si8O20(OH)4,
Mx(Mg6−xLix�Si8O20(OH)4, and Mx(Si8−xAlx�Si8O20(OH)4
(x = 0�3–1.3). The type of clay is characterized by a
moderate surface charge (cation exchange capacity) (CEC
of 80–120 mequiv/100 gm) and layer morphology. These
clays are only miscible with hydrophilic polymers, such as
poly(ethylene oxide) (PEO) [20] and poly(vinyl alcohol)
(PVA) [21]. To improve miscibility with other polymer matri-
ces, one must convert the normally hydrophilic silicate sur-
face to organophilic, which makes possible intercalation of
many engineering polymers. Generally, this can be done by
ion-exchange reactions with cationic surfactants including
primary, secondary, tertiary, and quaternary alkyl ammo-
nium or alkylphosphonium cations. The role of alkylam-
monium or alkylphosphonium cations in the organosilicates
is to lower the surface energy of the inorganic host and
improve the wetting characteristics with the polymer matrix
and results in a larger interlayer spacing. One can evalu-
ate that about 100 alkylammonium salt molecules are local-
ized near the individual silicate layers (∼8 × 10−15 m2) and
active surface area (∼800 m2/g). Additionally, the alkylam-
monium or alkylphosphonium cations could provide func-
tional groups that can react with the polymer matrix or
in some cases initiate the polymerization of monomers to
improve the strength of the interface between the inorganic
and the polymer matrix [22� 23].

Vaia et al. [24] have shown that alkyl chains can vary from
liquidlike to solidlike, with the liquidlike structure domi-
nating as the interlayer density or chain length decreases
(see Fig. 2), or as the temperature increases by using Fourier
transform infrared spectroscopy (FTIR). This is due to the
relatively small energy differences between the trans and
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Figure 1. Structure of 2:1 phyllosilicates. Adapted with permission from
[32], E. P. Giannelis et al., Adv. Polym. Sci. 138, 107 (1999). © 1999,
Springer-Verlag.
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(a) (b)

(c)

Figure 2. Alkyl chain aggregation models. (a) Short chain lengths: the
molecules are effectively isolated from each other. (b) Medium lengths:
quasi-discrete layers form with various degrees of in-plane disorder and
interdigitation between the layers. (c) Long lengths: interlayer order
increases leading to a liquid–crystalline polymer environment. Open cir-
cles represent the CH2 segments while cationic head groups are repre-
sented by filled circles. Reprinted with permission from [24], R. A. Vaia
et al., Chem Mater. 6, 1017 (1994). © 1994, American Chemical Society.

gauche conformers; the idealized models described earlier
assume all trans conformations. In addition, for the longer
chain length surfactants, the surfactants in the layered sili-
cate can show thermal transition akin to melting or liquid–
crystalline to liquidlike transitions upon heating.

3. PREPARATIVE METHODS AND
STRUCTURE OF POLYMER/CLAY
NANOCOMPOSITES

So far there have been much literature available devoted
to developing PCNs with different combinations of organo-
clays and matrix polymers such as epoxy polymer resin
[5], polyurethanes (PU) [6], PEI [7], polybenzoxazine
[8], polypropylene (PP) [9� 14� 15� 25], polystyrene (PS)
[10� 11], poly(methyl methacrylate) (PMMA) [11� 12], and
poly(�-caprolactone) (PCL) [13] liquid crystalline polymers
(LCP) [26] by employing somewhat different technologies
appropriate to each. The technologies are broadly classified
into three main categories.

3.1. Intercalation of Polymer
or Prepolymer from Solution

This is based on a solvent system in which polymer or pre-
polymer is soluble and the silicate layers are swellable. The
layered silicate is first swollen in a solvent, such as water,
chloroform, toluene, etc. When the polymer and layered
silicate solutions are mixed, the polymer chains intercalate
and displace the solvent within the interlayer of the silicate.
Upon solvent removal, the intercalated structure remains,
resulting in PCNs.

3.2. In-situ Intercalative
Polymerization Method

In this method, the organoclay is swollen within the liq-
uid monomer or a monomer solution so that the polymer
formation can occur in between the intercalated sheets.

Polymerization can be initiated either by heat or radiation,
by the diffusion of a suitable initiator, or by an organic ini-
tiator or catalyst fixed through cation exchange inside the
interlayer before the swelling step by the monomer.

3.3. Melt Intercalation Method

This method involves annealing, statically or under shear,
a mixture of the polymer and organoclay above the soften-
ing point of the polymer. This method has great advantages
over either in-situ intercalative polymerization or polymer
solution intercalation. First, this method is environmentally
benign due to the absence of organic solvents. Second, it
is compatible with current industrial process, such as extru-
sion and injection molding. The melt intercalation method
allows the use of polymers which were previously not suit-
able for in-situ polymerization or the solution intercalation
method.

Other possibilities are exfoliation–adsorpsion [21� 27]
and template synthesis [28� 29]. Nowadays this solvent-free
method is much preferred for practical industrial material
production for its high efficiency and possibility of avoiding
environmental hazards.

3.4. Structure of PCNs

The in-situ polymerization is employed for the first time in
NCH production [1� 2], and the melt intercalation is the
direct blending of organoclay into modified polymer matrix
such as used in PP/clay nanocomposite [9� 14� 15� 25� 30].
Since Vaia et al. [31] found that the melt compounding of
polymers with clay is possible without using organic sol-
vent, nanocomposite preparations via this method have been
widely used in practice, especially for polyolefin-based nano-
composites. This process involves annealing, statically or
under shear, a mixture of the polymer and organoclay above
the softening point of the polymer. During the anneal, the
polymer chains diffuse from the bulk polymer melt into
the galleries between the silicate layers. Depending on the
degree of penetration of the matrix into the organically mod-
ified layered silicate galleries, nanocomposites are obtained
with structures ranging from intercalated to exfoliated. Poly-
mer penetration resulting in finite expansion of the sili-
cate layers produces intercalated nanocomposites consisting
of well-ordered multilayers with alternating polymer/silicate
layers and a repeat distance of few nanometers (interca-
lated; see Fig. 3) [30]. On the other hand, extensive polymer
penetration resulting in disordered and eventual delamina-
tion of the silicate layers produces near to exfoliated nano-
composites consisting of individual silicate layers dispersed
in polymer matrix (exfoliated) [32]. Under some conditions,
the intercalated nanocomposites exhibit flocculation because
of the hydroxylated edge–edge interaction of silicate layers
(intercalated and flocculated). The length of the oriented
collections in the range of 300–800 nm is far larger than
original clay (mean diameter � 150 nm) [33� 34]. Such floc-
culation presumably is governed by an interfacial energy
between polymer matrix and organoclays and is controlled
by ammonium cation–matrix polymer interaction. The polar-
ity of the matrix polymer is of fundamental importance in
controlling the nanoscale structure.
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Figure 3. Schematic illustration of three different types of thermody-
namically achievable polymer/clay nanocomposites. Reprinted with per-
mission from [327], S. Sinha Ray et al., Macromolecules 36, 2355 (2003).
© 2003, American Chemical Society.

4. CHARACTERIZATION OF
POLYMER/CLAY NANOCOMPOSITES

Generally the structure of the PCNs has typically been estab-
lished using a wide-angle X-ray diffraction (WAXD) analysis
and transmission electron microscope (TEM) observation.
Due to its easiness and availability WAXD is most commonly
used to probe the PCN structure and sometimes to study
the kinetics of the polymer melt intercalation. By monitor-
ing the position, shape, and intensity of the basal reflections
from the distributed silicate layers, the PCN structure, either
intercalated or exfoliated, may be identified. For example, in
case of exfoliated nanocomposites, the extensive layer sepa-
ration associated with the delamination of the original sil-
icate layers in the polymer matrix results in the eventual
disappearance of any coherent X-ray diffraction from the
distributed silicate layers. On the other hand, for intercalated
nanocomposites, the finite layer expansion associated with
the polymer intercalation results in the appearance of a new
basal reflection corresponding to the larger gallery height.

Although WAXD offers a convenient method to deter-
mine the interlayer spacing of the silicate layers in the orig-
inal layered silicates and in the intercalated nanocomposites
(within 1–4 nm), little can be said about the spatial dis-
tribution of the silicate layers or any structural inhomo-
geneities in the PCNs. Additionally, some layered silicates
initially do not exhibit well-defined basal reflection. Thus,
peak broadening and intensity decreases are very difficult to
study systematically. Therefore, conclusions concerning the
mechanism of nanocomposite formation and their structure
based solely on WAXD patterns are only tentative.

On the other hand, TEM allows a qualitative understand-
ing of the internal structure, spatial distribution of the vari-
ous phases, and defect structure through direct visualization.
However, special care must be exercised to guarantee a rep-
resentative cross section of the sample. The WAXD patterns
and corresponding TEM images of three different types of
nanocomposites are presented in Figure 4.
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Figure 4. (Left) WAXD patterns and (Right) TEM images of three
different types of nanocomposites.

5. TYPES OF POLYMERS USED FOR
POLYMER/CLAY NANOCOMPOSITE
PREPARATION

5.1. Vinyl Polymers

These include the vinyl addition polymers derived from com-
mon monomers like methyl methacrylate (MMA) [11� 33� 35–
44], methyl methacrylate copolymers [12� 33� 45� 46], other
acrylates [47–49], acrylic acid [50� 51], acrylonitrile [52–55],
styrene (S) [10� 11� 31� 56–80], 4-vinylpyridine [81], acry-
lamide [82� 83], and tetrafluoro ethylene [84]. In addi-
tion, selective polymers like PVA [21� 85–87], poly(N -vinyl
pyrrolidone) [88� 89], poly(vinyl pyrrolidinone) [90–93],
poly(vinyl pyridine) [94], poly(ethylene glycol) (PEG) [95],
poly(ethylene vinyl alcohol) [96], poly(vinylidene fluoride)
[97], poly(p-phenylenevinylene) [98], polybutadiene [99],
poly(styrene-co-acrylonitrile) (SAN) [100], ethyl vinyl alcohol
copolymer [101],polystyrene–polyisoprenediblockcopolymer
[102� 103], and others [104] have also been used.

5.1.1. PMMA/Clay Nanocomposites
Okamoto et al. [11� 33] used organically modified smectite
clays for the preparation of PMMA and PS nanocomposites.
Organically modified smectite clays (SPN and STN) were
prepared by replacing Na+-smectite with QA (quaternary),
oligo (oxypropylene) diethylmethylammonium cation (SPN)
or methyltrioctilammonium cation (STN) by exchange reac-
tion. In a typical synthesis, both lipophilized smectite clays
were (SPN and STN) dispersed in MMA and S via ultra-
sonication at 25 �C for 7 h to obtain suspensions. After that
t-butyl peroxy-2-ethylhexanate and/or 1,1-bis(t-butyl peroxy)
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cyclohexane as an initiator was added to the suspensions and
then free-radical polymerization was carried out in the dark
at 80 �C for 5 h (for MMA) and at 100 �C for 16 h (for S)
in a silicon oil bath. For comparison authors also prepared
PMMA and/or PS including QA as the reference under
the same conditions and procedure. WAXD analyses were
performed directly from the suspensions of MMA/SPN,
MMA/STN, and S/SPN, and corresponding nanocomposites.

From WAXD patterns of MMA/STN suspension (see
Fig. 5a), the higher order peaks of interlayer spacing corre-
sponding to d
002� and d
003� are clearly observed along with
basal spacing d
001� peak, suggesting MMA intercalated into
the STN gallery without the loss of layer structure, while the
corresponding nanocomposite, PMMA/STN, exhibits rather
broad Braggs peaks, indicating the formation of disordered
intercalated structure.

In contrast, for MMA/SPN suspension (see Fig. 5b), the
absence of any Bragg diffraction peaks indicates that the clay
has been completely exfoliated or delaminated in the sus-
pension. A similar pattern was observed in case of cor-
responding PMMA/SPN nanocomposite but with a small
remnant shoulder as shown in Figure 5b.

Further studies by the same group [33] have demonstrated
the effect of the nature of co-monomers on the structure
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Figure 5. WAXD patterns of various monomer/organoclay suspensions
and corresponding polymer/clay nanocomposites. The dashed lines indi-
cate the location of the silicate 
00l� reflection of organoclay from
suspensions and nanocomposites. The asterisk indicates the position
of 
00l� reflections from suspensions and nanocomposites. The arrows
indicate a small shoulder or a weak peak. Reprinted with permission
from [11], M. Okamoto et al., Polymer 41, 3887 (2000). © 2000, Else-
vier Science.

of PMMA nanocomposites prepared via in-situ free-radical
co-polymerization of MMA in presence of lyophilized smec-
tite clays (each containing 10 wt%). They used three
different types of co-monomers (each 1 mol%) such as
N , N -dimethylaminopropyl acrylamide (PAA), N , N -
dimethylaminoethyl acrylate (AEA), and acrylamide (AA)
for the free-radical polymerization of MMA. Figure 6
represents the results of WAXD patterns of various
nanocomposites (each containing 10 wt% of SPN clay). The
same behavior of the stacked is observed but the thick-
ness of the aggregation slightly decreased compared to that
of PMMA/SPN10. In case of PMMA-PAA(1)/SPN10 (see
Fig. 7c), individual silicate layers connected through the
edge are clearly observed in the PMMA-PAA(1) matrix and
large anisotropy of the dispersed clay is observed. In con-
trast, the PMMA-AA(1)/SPN10 nanocomposite (see Fig. 7d)
exhibited less stacking of 4–5 silicate layers with a dis-
tance of about 5 nm as a fine dispersion in the PMMA-
AA(1) matrix. The coherent orders of the silicate layers
in this system are higher than that in other systems and
are consistent with the WAXD patterns (see Fig. 6). They
also prepared PMMA/SPN10 nanocomposite with a high
content (3 mol%) of AA and AEA co-monomers and then
tried to find out the effect of nanocomposite morphology on
co-monomer amount. The length versus thickness schemes
of randomly dispersed silicate layers in the nanocomposites
nicely demonstrate the characteristic effects of the polar
group in each co-monomer on the morphology (see Fig. 8).
Incorporation of 1 mol% of AEA co-monomer possessing
a dimethyl amine group appears to lead to a slight edge–
edge interaction. On the other hand, the introduction of the
AA co-monomer having an amide group appears to play an
important role in delaminating the silicate layers. However,
incorporation of 3 mol% of AEA and AA lead to the stack-
ing of the layers compared to the corresponding 1 mol%
copolymer matrix systems. We believe this behavior may be
due to the formation of strong hydrogen bonding between
the polar groups. For the PAA co-monomer having both
polar groups, a much stronger flocculation takes place.

(b) (d)

200nm

(a) (c)

Figure 6. Bright Field TEM images of: (a) PMMA/SPN, (b) PMMA-
AEA (1 mol%)/SPN, (c) PMMA-PAA (1 mol%)/SPN, and (d) PMMA-
AA (1 mol%)/SPN. Each contains 10 wt% SPN. Reprinted with
permission from [33], M. Okamoto et al., Polymer 42, 1201 (2001).
© 2001, Elsevier Science.
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Figure 7. WAXD patterns of various nanocomposites. Reprinted with
permission from [33], M. Okamoto et al., Polymer 42, 1201 (2001).
© 2001, Elsevier Science.
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5.1.2. PS/Clay Nanocomposites
The same method recently was used by Zeng et al. [77] for
the preparation of PS-based nanocomposites. S-monomer
was first intercalated into the interlayer space of organ-
oclay. Upon the intercalation, the complex was subse-
quently polymerized in the confinement environment of
the interlayer space with a free-radical initiator, 2,2-azobis
isobutyronitrile. Akelah and Moet [57� 60] have used this
in-situ intercalative polymerization technique for the prepa-
ration of PS-based nanocomposites. They modified Na+-
MMT and Ca+2-MMT with vinylbenzyltrimethyl ammonium
cation by the ion exchange reaction and these modified
MMTs were used for the preparation of nanocomposites.
They first disperse and swell modified clays in various sol-
vent and co-solvent mixtures such as acetonitrile, acetoni-
trile/toluene, and acetonitrile/THF by stirring for 1 h under
N2 atmosphere. To the stirred solution S and N -N ′-azobis
(isobutyronitrile) (AIBN) were added, and polymerization
of S was carried at 80 �C for 5 h. The resulting compos-
ites were isolated by precipitation of the colloidal suspension
in methanol, filtered off, and dried. In this way, inter-
calated PS/MMT nanocomposites were produced and the
extent of intercalation completely depends on the nature of
solvent used. Although the PS is well intercalated, a draw-
back of this procedure remains that the macromolecule pro-
duced is not a pure PS but rather a copolymer between S
and vinylbenzyltrimethylammonium cations. For the prepa-
ration of PS based nanocomposites, Doh and Cho [63] have
more commonly used MMT. They compared the ability of
several tetra-alkylammonium cations incorporated in Na+-
MMT through the exchange reaction to promote the inter-
calation of PS through the free-radical polymerization of S
initiated by AIBN at 50 �C. They found that the structural
affinity between S monomer and the surfactant of modi-
fied MMT plays an important role in the final structure
and the properties of nanocomposites. This concept has,
however, been nicely achieved by Weimer et al. [67] for
the preparation of PS/MMT nanocomposites. They modi-
fied Na+-MMT by anchoring an ammonium cation bearing
a nitroxide moiety known for its ability to mediate the con-
trolled/“living” free-radical polymerization of S in bulk. The
absence of WAXD peaks in the low angle area together with
the TEM observations of silicate layers randomly dispersed
within the PS matrix attest to the complete exfoliation of
the layered silicate.

PS was also the first polymer used for the preparation of
nanocomposite using the melt intercalation technique with
alkylammonium cation modified MMT [31]. In a typical
preparative method, PS first was mixed with host organoclay
powder, the mixture was pressed into a pellet, and then the
pellet was heated in a vacuum at 165 �C. This tempera-
ture is well above the bulk glass transition temperature of
PS ensuring the presence of a polymer melt. The WAXD
patterns of the hybrid before heating show peaks character-
istic of the pure organoclay and during heating the organ-
oclay peaks were progressively reduced while a set of new
peaks corresponding to the PS/clay appeared. After 25 h, the
hybrid shows the WAXD patterns corresponding predomi-
nantly to that of intercalated structure. The same authors
also carried out the same experiment under the same experi-
mental conditions using Na+-MMT, but WAXD patterns did
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not show any intercalation of PS into the silicate galleries
emphasizing the importance of polymer/clay interactions.
They also attempt to intercalate PS in the toluene with the
same organoclay as used for melt intercalation resulting in
intercalation of the solvent instead of PS. Therefore, direct
melt intercalation enhances the specificity for the polymer
by eliminating the competing host–solvent and polymer–
solvent interaction. The schematic illustration of polymer
chains intercalated in organoclay is presented in Figure 9.

Syndiotactic polystyrene (s-PS)/organoclay nancomposites
have also been prepared by the solution intercalation tech-
nique by mixing pure s-PS and organoclay with adsorbed
cetyl pyridium chloride [75]. The WAXD analyses and TEM
observations clearly established the near exfoliate structure
of the prepared nanocomposites.

5.1.3. SAN/Clay Nanocomposites
Kim et al. [100] used this method for the preparation of
SAN/clay nanocomposites using PCL as a compatibilizer.
They used a two-step mixing sequence for the prepara-
tion of SAN nanocomposites. PCL/clay master batches with
different degrees of intercalation were first prepared and
then were melt-mixed with SAN, where PCL is miscible
with SAN. The intercalation behavior of PCL in the master
batches was investigated in terms of the type of organ-
oclay and mixing conditions. Longer mixing time and lower
mixing temperature were required for the preparation of
PCL master batches with exfoliated structure. As the degree
of exfoliation of organoclay becomes better, the stiffness
reinforcement effect of the organoclay increases in both
PCL/clay master batches and their blends with SAN.

5.1.4. PVA/Clay Nanocomposites
More recently, Strawhecker and Manias [87] have used
this method in attempts to produce PVA/MMT nano-
composite films. PVA/MMT nanocomposite films were cast
from MMT/water suspension where PVA was dissolved.
Room temperature distilled water was used to form a sus-
pension of Na+-MMT. The suspension was first stirred for
1 h and then sonicated for 30 min. Low viscosity, fully

polymer - silicon hybrid

silicon layer

alkyl-ammonium cations

polymer

Figure 9. Schematic illustration of polymer chains intercalatedin organ-
oclay. Reprinted with permission from [31], R. A. Vaia et al., Chem.
Mater. 5, 1694 (1993). © 1993, American Chemical Society.

hydrolyzed atactic PVA was then added to the stirring sus-
pensions such that the total solid (silicate plus polymer) was
≤5 wt%. The mixtures were then heated to 90 �C to dissolve
the PVA and again sonicated for 30 min, and finally films
were cast in a closed oven at 40 �C for 2 days. The recovered
cast films were then characterized by both WAXD and TEM.
Both the d-spacing and their distribution decrease systemat-
ically with increasing MMT wt% in the nanocomposites. The
TEM photograph of 20 wt% clay containing nanocomposite
reveals the coexistence of silicate layers in the intercalated
and the exfoliated states.

5.1.5. Block Copolymer/Clay
Nanocomposites

Krishnamoorti et al. [102� 103] prepared the block
copolymer-based layered silicate nanocomposites. Disor-
dered polystyrene–polyisoprene block copolymer/layered sil-
icate nanocomposites were prepared by solution mixing
of appropriate quantities of finely ground dimethyldioc-
tadecylammonium cation modified MMT (2C18-MMT) and
an anionically synthesized monodisperse polystyrene-1,4-
polyisoprene (7 mol% 3� 4 and 93 mol% 1,4) diblock
copolymer (PSPI18) in toluene at room temperature. The
homogeneous solution was dried extensively at room tem-
perature and subsequently annealed at 100 �C in a vac-
uum oven for ∼12 h to remove any remaining solvent
and to facilitate complete polymer intercalation between
the silicate layers. The WAXD patterns of PSPI18/2C18-
MMT or PS/2C18-MMT clearly indicate the formation of
intercalated structure, whereas composite prepared with
1,4-polyisoprene showed no change in gallery height. The
intercalation of PS into the silicate layers may be due to
the slight Lewis base character imparted by the phenyl ring
in PS, leading to the favorable interactions with the 2C18-
MMT layers. Further, the interlayer gallery spacing for the
PSPI18/2C18-MMT composites is independent of the sili-
cate loading. All the hybrids exhibit clear regular layered
structure, demonstrated by the presence of the d001 and
higher order diffraction peaks. This independence in gallery
height on the silicate loading is consistent with the results
obtained by Vaia and co-workers on model PS-based nano-
composite systems.

5.2. Condensation Polymers and Rubbers

Several technologically important polycondensates have also
been used in the nanocomposite preparation with layered
silicate. These include Nylon 6 [1� 2� 105–125], several oth-
ers polyamides [126–132], PCL [13� 133–140], poly(ethylene
terephtalate) (PET) [141–147], poly(butylene terephthalate)
(PBT) [148], polycarbonate (PC) [149� 150], PEO [20� 151–
168], ethylene oxide copolymers [169], poly(ethylene imine)
[170], poly(dimethyl siloxane) (PDMS) [171–176], LCP
[26� 177] polybenzoxazole (PBO) [178], butadiene copoly-
mers [179–181], epoxidized natural rubber [182� 183], epoxy
polymer resins (EPR) [184–204], phenolic resins [205],
PU [206–209], polyurethane uera (PUU) [210], polyimides
[211–226], poly(amic acid) [227–229], polysulphone [230],
and polyetherimide [231� 232].
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5.2.1. Nylon/Clay Nanocomposites
TCRD first reported [1] the ability of ��-amino acid
[COOH–(CH2�n−1–NH+

2 , with n = 2� 3� 4� 5� 6� 8� 11� 12� 18]
modified Na+-MMT to be swollen by the �-caprolactam
monomer at 100 �C and subsequently to initiate its ring-
opening polymerization to obtain Nylon 6/MMT nano-
composites. For the intercalation of �-caprolactam, they
chose the ammonium cation of -amino acids because these
acids catalyze ring-opening polymerization of �-caprolactam.
The number of carbon atoms in ��-amino acids has a
strong effect on swelling behavior as reported in Figure 10,
indicating the extent of intercalation of �-caprolactam
monomer is high when the number of carbon atoms in
-amino acid is high. Figure 11 represents the conceptual
view of swelling behavior of �,-amino acid modified Na+-
MMT by �-caprolactam.

In a typical synthesis, 12-aminolauric acid modified MMT
(12-MMT) and �-caprolactam were mixed in a motor. The
content of 12-MMT ranged from 2 to 70 wt%. These
were then heated at 250–270 �C for 48 h to polymerize
�-caprolactam, using 12-MMT as catalyst. A small amount
of 6-aminocaproicacid was added to the mixture to con-
firm the ring-opening polymerization of �-caprolactam, and
12-MMT content in the mixture become less than 8 wt%.
A typical procedure used was as follows: A 3 L three-necked
separable flask, coupled with a mechanical stirrer, was used
as the reaction vessel. In the vessel, 509 g of �-caprolactam,
29.7 g of 12-MMT, and 66 g of 6-aminocaproic acids were
placed under nitrogen. The mixture was heated at 100 �C
in an oil bath while being stirred for 30 min, followed by
heating at 250 �C for 6 h. The products were mechanically
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Figure 10. XRD patterns of -amino acid [NH2(CH2)n−1COOH] mod-
ified Na+-MMT. Reprinted with permission from [1], A. Usuki et al.,
J. Mater. Res. 8, 1174 (1993). © 1993, Materials Research Society.
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Figure 11. Swelling behavior of -amino acid modified MMT by
�-caprolactam. Reprinted with permission from [1], A. Usuki et al.,
J. Mater. Res. 8, 1174 (1993). © 1993, Materials Research Society.

crushed, washed with 2 L of water at 80 �C for 1 h, and
dried at 80 �C overnight. A conceptual scheme for the
synthetic method is presented in Figure 12 [105]. Further
works have demonstrated that intercalative polymerization
of �-caprolactam could be realized without the necessity to
render the MMT surface organophilic. In attempts to carry
out the whole synthesis in one pot [107], the system has
proved to be sensitive to the nature of the acid used to
promote the intercalation of �-caprolactam. Reichert et al.
have also used same method for the preparation of Nylon
12/MMT nanocomposites [127].

For the preparation of Nylon 6/clay nanocomposites peo-
ple generally used an in-situ intercalative polymerization
technique. Liu et al. [114] first used this technique for the
preparation of commercially available Nylon 6 with C18-
MMT nanocomposites by using a twin-screw extruder. They
prepared nanocomposites with MMT content from 1 to
18 wt%. WAXD patterns and TEM observations respectively
indicated that nanocomposites prepared with MMT less
than 10 wt% lead to the exfoliated structure but more than
10 wt% MMT leads to the formation of intercalated struc-
ture. WAXD and differential scanning calorimetry (DSC)
analyses also showed that exfoliated structures strongly influ-
enced the nature of the Nylon 6 crystallization, favoring
the formation of �-crystals in addition to the crystals of
the �-form observed in the native Nylon 6 matrix, and
they also have a strong heterophase nucleation effect. After
that VanderHart et al. [121] prepared Nylon 6/clay nano-
composites using the melt intercalation method.

Recently, Fornes et al. [119] have reported the prepa-
ration of Nylon 6/clay nanocomposites using a twin-screw
extruder under molten state. They used three different
molecular grades of Nylon 6 for the preparation of nano-
composites with bis(hydroxyethyl)(methyl)-rapeseed quater-
nary ammonium [(HE)2M1R1] modified MMT and tried to

caprolactam clay mineral
a layer of clay nylon6

polymerization

Figure 12. Schematic illustration for synthesis of Nylon 6/clay nano-
composite. Reprinted with permission from [1], A. Usuki et al., J. Mater.
Res. 8, 1179 (1993). © 1993, Materials Research Society.
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find effects of matrix molecular weights on structure, prop-
erties, rheology, etc. Nanocomposites were prepared using a
Haake, co-rotating, intermeshing twin-screw extruder, which
was operated at 240 �C with a screw speed of 280 rpm and
a feed rate of 980 g/h.

They reported the WAXD patterns of (HE)2M1R1 based
MMT and the nanocomposites based on the three Nylon 6
matrixes of low molecular weight (LMW), medium molec-
ular weight (MMW), and high molecular weight (HMW),
having an approximate MMT concentration of 1.5 wt%.
TEM images of various nanocomposites corresponding to
the WAXD patterns are presented in Figure 13. WAXD pat-
terns and TEM observations collectively revealed a mixed
structure for the LMW based nanocomposites, while the
MMW and HMW based nanocomposites revealed well-
exfoliated structures. The average number of platelets per
stack is shown to decrease with increasing matrix molecular
weight. The mechanical properties of the nanocomposites
were consistent with the morphological structure found via
WAXD and TEM analyses.

In further study [123], they examined the effect of organ-
oclay structure on Nylon 6 nanocomposite morphology and
properties. In order to understand this, a series of organic

(a)

100 nm

(b)

100 nm

(c)

100 nm

Figure 13. Bright field TEM images of melt compounded nano-
composites containing ∼3 wt% MMT based on (a) HMW, (b) MMW,
and (c) LMW Nylon 6. Reprinted with permission from [119], T. D.
Fornes et al., Polymer 42, 9929 (2001). © 2001, Elsevier Science.

amine salts were ion exchanged with Na+-MMT to form
organoclays varying in amine structure or exchange level rel-
ative to the MMT. Each organoclay was melt-mixed with a
HMW Nylon 6 using a twin-screw extruder operated under
the same conditions as described previously; some organ-
oclays were also mixed with LMW Nylon 6. The structure
and corresponding nomenclature of various amine com-
pounds that were used for the modification of Na+-MMT
using an ion exchanged method are presented in Figure 14.
They conclude that three distinct surfactant effects were
identified that lead to greater extents of exfoliation, higher
stiffness, and increased yield strengths for nanocomposites
based on the HMW Nylon 6: (a) one long alkyl tail on the
ammonium ion rather than two, (b) methyl groups on the
amine rather than 2-hydroxy-ethyl groups, and (c) an equiv-
alent amount of amine surfactant on the clay opposed to an
excess amount.

Very recently, Gilman et al. [79] reported the prepara-
tion of Nylon 6- and PS-based nanocomposites of MMT
modified with trialkylimidazolium cation in order to expect
high stability of OMLS at high processing temperature.
Figure 15 represents various kinds of imidazolium salts
used for the modification of MMT. For the preparation
of nanocomposites they used a miniextruder, which was
operated at 10 �C above the melting point of the poly-
mer with a residence time of 3–5 min and screw speed
of 200–300 rpm. WAXD analyses and TEM observations
respectively established the formation of exfoliated structure
in case of Nylon 6-based nanocomposite whereas there was
intercalated structure with the PS/MMT system.

5.2.2. PCL/Clay Nanocomposites
For the preparation of PCL-based nanocomposites, Messer-
smith and Giannelis [133] modified MMT with protonated
aminolauric acid and dispersed the modified MMT in liq-
uid �-caprolactone before polymerizing at high tempera-
ture. The nanocomposites were prepared by mixing up to
30 wt% of the modified MMT with dried and freshly dis-
tilled �-caprolactone for a couple of hours followed by
ring-opening polymerization under stirring at 170 �C for
48 h. The same authors [13] have also reported on the
�-caprolactone polymerization inside a Cr+3-exchanged flu-
orohectorite at 100 �C for 48 h.

Pantoustier et al. [137� 138] used this in-situ intercala-
tive polymerization method. They used both pristine MMT
and -amino dodecanoic acid modified MMT for the com-
parison of prepared nanocomposite properties. For nano-
composite synthesis, in a polymerization tube, the desired
amount of pristine MMT was first dried under vacuum
at 70 �C for 3 h. A given amount of �-caprolactone was
then added under nitrogen and the reaction medium was
stirred at room temperature for 1 h. A solution of initia-
tor [Sn(Oct)2 or Bu2Sn(Ome)2] in dry toluene was added
to the mixture in order to reach a [monomer]/[Sn] molar
ratio equal to 300. The polymerization was then allowed
to proceed for 24 h at room temperature. After polymer-
ization, a reverse ion-exchange reaction was used to isolate
the PCL chains from the inorganic fraction of the nano-
composite. A colloidal suspension was obtained by stirring
2 g of the nanocomposite in 30 mL of THF for 2 h at room
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Figure 14. (a) Molecular structure and nomenclature of amine salts
used to organically modify Na+-MMT by ion exchange. The symbols M
(methyl), T (tallow), HT (hydrogenated tallow), HE:2 (hydroxy-ethyl),
R (rapeseed), C (coco), and H (hydrogen) designate the substitutents
on the nitrogen. (b) Organoclays used to evaluate the effect of struc-
tural variations of the amine cations on nanocomposite morphology and
properties. Reprinted with permission from [123], T. D. Fornes et al.,
Polymer 43, 5915 (2002). © 2002, Elsevier Science.
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Figure 15. Structures of various imidazolium salts used to treat
Na+-MMT. Reprinted with permission from [79], J. W. Gilman et al.,
Chem. Mater. 14, 3776 (2002). © 2002, American Chemical Society.

temperature. Separately, a solution of 1 wt% of LiCl in THF
was prepared. The nanocomposite suspension was added to
50 mL of the LiCl solution and left to stir at room tem-
perature for 48 h. The resulting solution was centrifuged at
3000 rpm for 30 min. The supernatant was then decanted
and the remaining solid washed by dispersing in 30 mL of
THF followed by centrifugation. The combined supernatant
was concentrated and precipitated from petroleum ether.

The polymerization of CL with pristine MMT gives PCL
with a molar mass of 4800 g/mol and a narrow distribution.
For comparison, authors also conducted the same experi-
ment without MMT, but there is no polymerization of CL.
These results demonstrate the ability of MMT to catalyze
and to control CL polymerization at least in terms of molec-
ular weight distribution which remains remarkably narrow.
For the mechanism of polymerization, authors assume that
the CL is activated through the interaction with acidic site
on the clay surface and the polymerization is likely to pro-
ceed via the activated monomer mechanism by the coop-
erative function of Lewis acidic aluminum and Bronstrated
acidic silanol functionalities on the initiator walls. On the
other hand, in the polymerization of CL with the protonated
-amino dodecanoic acid modified MMT, the molar mass is
7800 g/mol with a monomer conversion of 92% and again a
narrow molecular weight distribution. The WAXD patterns
of both nanocomposites indicate the formation of interca-
lated structure. In another recent publication [139� 140], the
same group prepared PCL/MMT nanocomposites by using
in-situ ring-opening polymerization of CL using dibutyl tin
dimethoxide as an initiator/catalyst.

5.2.3. PET/Clay Nanocomposites
There are many reports on the preparation and charac-
terization of PET/clay nanocomposites [141–147] using this
method. Unfortunately no reports give a detailed description
of the preparative method. There is one report concerning
the preparation of a PET nanocomposite by in-situ poly-
merization of a dispersion of organoclay in water; how-
ever, characterization of the resulting composite was not
reported [141]. This report claims that water serves as a
dispersing aid for the intercalation of monomers into the
galleries of the organoclay and discloses that a wide vari-
ety of small molecules can serve as dispersing aids in place



Polymer/Clay Nanocomposites 801

of, or in combination with, water. There is another route
developed by Nanocor, Inc. [167] that was based on novel
exfoliation of clays into ethylene glycol, one of the basic
monomers for PET. The key to this approach includes
finding a suitable surfactant that gives exfoliation of clay
into ethylene glycol and also finding polymerization condi-
tions that permit polymerization while retaining the exfo-
liation of the clay. Recently Imai et al. [147] reported
the preparation of higher modulus PET/expandable fluo-
rine mica nanocomposites with a novel reactive compat-
ibilizer. Details regarding synthetic route are presented
in [147].

Davis et al. [146] first reported the preparation of PET-
based nanocomposites using the melt intercalation method.
They used 1,2-dimethyl-3-N -alkyl imidazolium salt modified
MMT (hexadecyl–MMT) for nanocomposite preparation
with PET. PET/MMT nanocomposites were compounded via
melt blending in a corotating mini twin-screw extruder oper-
ated at 285 �C. WAXD analyses and TEM (see Fig. 16)
observations respectively established that the formation of
mixed delaminated/intercalated structure is achieved in the
nanocomposites.

5.2.4. PBT/Clay Nanocomposites
Like PET nanocomposites, this method was successfully
applied by Chisholm et al. [148] for the preparation
PBT/clay nanocomposites. They used sulfonated PBT for
the preparation of nanocomposites. Because of the ionic
nature of the −SO3Na groups and the expected insolubil-
ity of the −SO3Na groups in the polyester matrix, it was
thought that the presence of the −SO3Na groups may pro-
vide a thermodynamic driving force for the production of
nanocomposites derived from MMT. But after preparation
and characterizations of nanocomposites it was found that
degree of intercalation was not strongly dependent on the
amont of −SO3Na groups; however, the mechanical proper-
ties increased significantly with increasing −SO3Na content.

500 nm

500 nm

50 nm

50 nm

(a)

(b)

Figure 16. TEM images of: (a) CD12 showing high levels of dispersion
and exfoliation, average tactoids of four sheets per stack and (b) CD13
showing similar levels of dispersion and delamination as compared
to CD12. Reprinted with permission from [146], C. H. Davis et al.,
J. Polym. Sci. B 40, 2661 (2002). © 2002, Wiley-VCH.

This behavior indicates that with high −SO3Na content the
number of interactions increases between the clay particles
and the matrix via strong specific interactions involving the
−SO3Na groups.

5.2.5. PC/Clay Nanocomposites
Recently, Huang et al. [149] reported the synthesis of a
partially exfoliated bisphenol A PC nanocomposite using
carbonate cyclic oligomers and ditallowdimethyl-exchanged
MMT. WAXD patterns indicate that exfoliation of this
organoclay occurs after mixing with the cyclic oligomers in a
brabender mixer for 1 h at 180 �C. Subsequent ring-opening
polymerization of the cyclic oligomers converts the matrix
into the liner polymer without the disruption of the nano-
composite structure. The TEM image revealed that a little
exfoliation is obtained, although no indication of layer cor-
relation is observed in WAXD.

Mitsunaga et al. [150] also reported intercalated PC/clay
nanocomposites prepared through the melt intercalation
method in the presence of compatibilizer. The morphology
of these nanocomposites and degradation of the PC matrix
after nanocomposites preparation could be controlled by
varying surfactants used for the modification of clay and
compatibilizers. The intercalated PC/clay nanocomposites
exhibited remarkable improvements of mechanical proper-
ties when compared with PC without clay.

5.2.6. PEO/Clay Nanocomposites
In 1992, Aranda and Ruiz-Hitzky [20] first reported the
preparation of PEO/MMT nanocomposites by using this
method. They have carried out a series of experiments to
intercalate PEO (Mw = 105 g/mol) into Na+-MMT using
different polar solvents [e.g., water, methanol, acetonitrile,
mixtures (1:1) of water/methanol and methanol/acetonitrile].
In this method the nature of solvents is very crucial to
facilitate the insertion of polymers between the silicate
layers, polarity of the medium being a determining fac-
tor for intercalations. The high polarity of water causes
swelling of Na+-MMT provoking the cracking of the films.
Methanol is not suitable as a solvent for high molecu-
lar weight PEO, whereas water/methanol mixtures appear
to be useful for intercalations, although cracking of the
resulting materials is frequently observed. PEO interca-
lated compounds derived from the homoionic M+n-MMT
and M+n-hectorite can satisfactorily be obtained using
anhydrous acetonitrile or methanol/acetonitrile mixture as
solvents.

The resulting PEO/clay nanocomposites show good sta-
bility toward treatment with different solvents (e.g., acetoni-
trile, methanol, ethanol, water, etc.) in experiments carried
out at room temperature for long time periods (>24 h).
In addition, the lack of PEO replacement by organic com-
pounds having high affinity toward the parent silicate, such
as dimethyl sulfoxide and crown ethers, indicates again
the high stability of PEO-intercalated nanocomposites. On
the other hand, treatment with salt solutions provokes the
replacement of the interlayer cations without disruption of
PEO. For example, Na+ ions in PEO/Na+-MMT are easily
replaced by NH+

4 or CH3(CH2�2NH+
3 ions, after treatment

(2 h) at room temperature with aqueous solution of their
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chloride, perchlorate, and thiocyanate salts (1 N solutions),
in a reversible process.

After that, Wu and Lerner [151] reported the interca-
lation of PEO in Na+-MMT and Na+-hectorite by using
this method in acetonitrile, allowing stoichiometric incorpo-
ration of one or two polymer chains in between the sili-
cate layers and increasing the intersheet spacing from 0.98
to 1.36 and 1.71 nm respectively. Study of the chain con-
formation using two-dimensional double-quantum nuclear
magnetic resonance on 13C enriched PEO intercalated in
Na+-hectorite reveals that the conformation of the “-OC–
CO-” bonds of PEO is 90± 5% gauche, inducing constraints
on the chain conformation in the interlayer [157].

Recently, Choi et al. [162] prepared PEO/MMT nano-
composites by a solvent casting method using chloroform
as a co-solvent. WAXD analyses and TEM observations
respectively established the intercalated structure of these
nanocomposites. Various other authors [163� 168] have also
used same method and solvent for the preparation PEO/clay
nanocomposites.

Vaia et al. [152] also applied the same method to inter-
calate PEO in Na+-MMT layers. Intercalation of PEO in
layered silicate was accomplished by heating the PEO with
the Na+-MMT at 80 �C. The WAXD patterns before any
heating contain peaks characteristic of both Na+-MMT and
crystalline PEO. After heating to 80 �C, the intensity of the
peaks corresponding to the unintercalated silicate and crys-
talline PEO is progressively reduced while a set of new peaks
corresponding to the PEO-intercalated MMT are observed
signifying the completion of intercalation. Very recently
Shen et al. [167] reported the preparation of PEO/OMLS
nanocomposites using melt intercalation technique.

In order to discover the effect of thermal treatment on the
amount of PEO and PE–PEG diblock copolymer interca-
lated into the layers of Na+-MMT and on ionic conductivity
of PEO/Na+-MMT, Liao et al. [164] prepared PEO/Na+-
MMT and PE–PEG diblock copolymer/Na+-MMT
nanocomposites using a melt intercalation technique. It
was found that PEO can be intercalated into the layers of
Na+-MMT by simple mechanical blending and part of PE
in PE–PEG diblock copolymers was also intercalated into
the layers of Na+-MMT. The interclated amount increases
with thermal treatment time, which ultimately improves the
ionic conductivity of the PEO/Na+-MMT nanocomposites.
Recently, this method was successfully applied by Artzi
et al. [101] for the preparation of ethylene-vinyl alcohol
copolymer/clay nanocomposites.

5.2.7. PDMS/Clay Nanocomposites
PDMS/clay nanocomposites were synthesized by sonicat-
ing a mixture of silanol-terminated PDMS and a com-
mercial organoclay at room temperature for 2 min [171].
Delamination of the silicate particles in the PDMS matrix
was accomplished by suspending the organosilicate in PDMS
at room temperature and sonicating. WAXD analyses of
various nanocomposites revealed no distinct features in
the low 2� ranges indicating the formation of exfoliated
nanocomposites.

5.2.8. LCP/Clay Nanocomposites
Vaia and Giannelis [26] reported the reversible intercala-
tion between organoclay and LCP in the nematic state.
Melt intercalation of a model main chain liquid crystalline
co-polymer based on 4,4′-dihydroxy-a-methylstilbene and a
50:50 mole ratio mixture of heptyl/nonyl alkyl dibromide was
accomplished by annealing a powder mixture of the polymer
and organoclay within the nematic region of the polymer.

In another report, Chang et al. [177] have prepared
nanocomposites of thermotropic liquid crystalline polyester
(TLCP) and Cloisite 25A using a melt intercalation method
above the melt transition temperature of the TLCP. Liq-
uid crystallinity of the nanocomposites was observed when
organoclay content was up to 6 wt%.

5.2.9. PBO/Clay Nanocomposites
Zhu et al. [76] used phosphonium salt for the first time
for the modification of clay and then tried to find the dif-
ferences between organo ammonium and phosphonium salt
treatments of clay fillers in nanocomposites toward thermal
stability.

This technique was successfully applied by Hsu and Chang
[178] in order to prepare PBO/clay nanocomposite from a
PBO precursor, polyhydroxyamide (PHA), and an organ-
oclay. The PBO precursor was made by the low tem-
perature polycondensation reaction between isophthaloyl
chloride and 2,2-bis(3-amino-4-hydroxyphenyl) hexafluoro-
propane with an inherent viscosity of 0.5 dl/g. For the
preparation of PBO/clay nanocomposite, the organoclay was
first dispersed in dimethyacetamide in which PHA was dis-
solved. The PHA/clay film was obtained from solution cast-
ing and dried at 80 �C under vacuum. Finally PBO/clay
nanocomposite was obtained by curing the film at 350 �C
to form a benzoxazole ring. The WAXD pattern and TEM
observation respectively established that silicate layers were
delaminated in PBO/clay nanocomposite film.

5.2.10. Thermoset Epoxy/Clay
Nanocomposites

The studies of thermoset epoxy (EPR) systems were con-
cerned with the ring-opening polymerization of epoxides
to form polyether nanocomposites. This chemistry was fol-
lowed by studies of both rubbery and glassy thermoset
EPR/clay nanocomposites using different types of amine
curing agents. The mechanisms leading to the monolayer
exfoliation of clay layers in thermoset epoxy systems have
been greatly elucidated. In addition, the polymer/clay inter-
facial properties have been shown to play a dominant
role in determining the performance benefits derived from
nanolayer exfoliation.

Messersmith and Giannelis [184] first reported the prepa-
ration of epoxy resin based nanocomposites of organoclay.
They have analyzed the effect of different curing agents and
curing conditions in the formation of nanocomposites based
on the diglycidyl ether of bisphenol A (DGEBA) and a
MMT modified by bis(2-hydroxyethyl) methyl hydrogenated
toallow alkylammonium cation. They found that this mod-
ified clay dispersed readily in DGEBA when sonicated for
a short time period as determined by the increase in vis-
cosity at relatively low shear rates and the transition of the
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suspension from opaque to semitransparent. The increase
in viscosity was attributed to the formation of a so-called
“house-of-cards” structure in which edge-to-edge and edge-
to-face interactions between dispersed layers form a perco-
lation structure. WAXD patterns of uncured clay DGEBA
also indicate that intercalation occurred during and that
this intercalation improves going from room temperature
to 90 �C.

After that Wang and Pinnavaia [186] reported the prepa-
ration of PCNs of epoxy resin in the DGEBA, and the
concomitant delamination of acidic forms of MMT at ele-
vated temperature using the self-polymerization technique.
They used a series of acidic cation such as H+, NH+

4 ,
and acidic onium ions of the type [H3N(CH2�n−1COOH]+,
[H3N(CH2�nNH2]+, [H3N(CH2�nNH3]+2 (n = 6 and 12) for
the modification of MMT, carried out the polymerization–
delamination process over the temperature range of
198–287 �C, and found that the EPR-clay delamination
temperature (PDT) was dependent on the heating rate and
nature of the cation used for the modification of clay. In
general, the PDT increased with decreasing cation acidity
and basal spacing of the clay.

The delamination of MMT in the polymerized epoxy
resin was confirmed by X-ray powder diffraction (XRD)
as shown by the powder patterns in Figure 17a and b
where [H3N(CH2�11COOH]+-MMT remains crystalline over
the temperature range 25–229 �C. However, no diffrac-
tion peaks were observed for a 5:95 (w/w) clay/polyether
nanocomposite formed from [H3N(CH2�11COOH]+-MMT
at 229 �C (see Fig. 17c). Only a very diffuse scattering char-
acteristic of the amorphous polyether appears in the XRD
pattern of the composite. The absence of a 17-Å peak for
[H3N(CH2�11COOH]+-MMT suggests that the clay particles
have been exfoliated and the 9.6-Å-thick clay layers dis-
persed at the molecular level. TEM provides unambiguous
evidence for the delamination of the MMT in the polyether
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Figure 17. XRD powder patterns for a freeze-dried [H3N(CH2)11

COOH]+-MMT, (b) [H3N(CH2)11COOH]+-MMT freeze-dried and
then heated at 229 �C, and (c) clay-polyether nanocomposite containing
5 wt% [H3N(CH2)11COOH]+-MMT. Reprinted with permission from
[186], M. S. Wang and T. J. Pinnavaia, Chem. Mater. 7, 468 (1995).
© 1995, American Chemical Society.

matrix. PDT values and thermodynamic data for MMT-
polyether nanocomposites formed from bifunctional onium
ion MMT, onium ion NH+

4 , and H+ MMT are respectively
presented in Tables 3 and 4.

In another study, Lan and Pinnavaia [185] have reported
the preparation of PCNs with a rubber-epoxy matrix
obtained from DGEBA derivatives cured with a diamine
so as to reach subambient glass transition temperatures. It
has been shown that depending on the alkyl chain length of
modified MMT, an intercalated and partially exfoliated or a
totally exfoliated nanocomposite can be obtained. Lan et al.
[187] have also studied other parameters such as the nature
of alkyl ammonium cations present in the gallery and the
effect of the cation exchange capacity of the MMT when
DGEBA was cured with m-phenylene diamine. The same
kind of study was also conducted by Zilg et al. [194] who
cured DGEBA with hexahydrophthalic acid anhydride in the
presence of different types of clays and also modified them
with a wide variety of surfactants.

Recently, Kornmann et al. [201] reported the synthesis
of epoxy-based nanocomposites using two different types of
MMT clays with different CECs in order to investigate the
influence of the CEC of the MMT clay on the synthesis and
structure of nanocomposites. The CEC of any clay is a very
important factor during nanocomposite synthesis because it
determines the amount of surfactants which can be inter-
calated between the silicate layers. In this context, the
swelling behavior is of critical importance to the final nano-
composite structure. For the preparation of nanocomposites
both MMT clays were modified with octadecylammonium
cation, and a nanocomposite synthesis procedure was the
same as that used by previous authors. From WAXD pat-
terns, it has been found that an MMT with a low CEC is
exfoliated already during swelling in the epoxy resin prior to
curing. A possible mechanism explaining this phenomenon is
homopolymerization of the EPR during the swelling phase,
causing diffusion of new epoxy molecules into the clay gal-
leries. The large amount of space available between the
layers favors the diffusion. The swelling duration of the
clay with high CEC is shown to be critical for the synthe-
sis of an exfoliated nanocomposite. Regarding the struc-
ture, TEM observations reveal interlamellar spacing of 90 Å
(low CEC) and 110 Å (high CEC). However, multiplatelets
of nonexfoliated layers were also observed. In summary,
these nanocomposites contain clay/polymer composite parti-
cles consisting of inhomogeneously distributed silicate layer
aggregates with polymer between these layers.

A group of researchers [203] from Australia has recently
reported the morphology, thermal relaxation, and mechan-
ical properties of PCNs of high-functionality epoxy resins.
Three different types of resins used were bifunctional
DGEBA, trifunctional triglycidyl p-amino phenol (TGAP),
and tetrafunctional tetraglycidyldiamino diphenylmethane
(TGDDM) and all were cured with diethyltoluene diamine
(DETDA). The structures of all resins and curing agents
are presented in Table 5. MMT modified with octadecy-
lammonium cation was used for the preparation of nano-
composites. The PCNs were prepared using the previously
reported method. In a typical synthesis, organoclay was first
dispersed in the resin at 80 �C using a stirrer at 500 rpm.
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Table 3. PDT values and thermodynamic data for polyether/clay nanocomposites formed from bifunctional onium ion-MMT.

Initial basal Heat of Heat of
Interlayer cation spacing (Å) PDTa (�C) reaction (J/g) polymb (kJ/mol)

[H3N(CH2�11COOH]+ 17�0 ± 0�1 229 ± 1 572 ± 16 228 ± 6
[H3N(CH2�5COOH]+ 13�3 ± 0�0 248 ± 1 565 ± 06 225 ± 2
[H3N(CH2�12NH3]2+ 13�4 ± 0�1 271 ± 1 566 ± 08 225 ± 3
[H3N(CH2�6NH3]2+ 13�1 ± 0�1 273 ± 2 568 ± 07 226 ± 3
[H3N(CH2�12NH2]+ 13�5 ± 0�0 281 ± 2 563 ± 07 224 ± 3
[H3N(CH2�6NH2]+ 13�2 ± 0�1 287 ± 2 557 ± 03 222 ± 2

Note: The clay:polymer composition was 5:95 (w/w).
a PDT is the onset temperature for epoxide polymerization–clay delamination at a heating of 20 �C/min.
b Heat of reaction for two epoxide equivalents.
Source: Reprinted with permission from [186], M. S. Wang and T. J. Pinnavaia, Chem. Mater. 7, 468 (1995). © 1995, American Chemical

Society.

After mixing the resin–organoclay blend for 30 min the cur-
ing agent was added and the system kept under vacuum for
another 60–90 min at around 70 �C. The blends were then
cured for 2 h at 100 �C, 1 h at 130 �C, 12 h at 160 �C fol-
lowed by a postcure for 2 h at 200 �C.

The morphology of the cured samples was investi-
gated using WAXD and different microscopy techniques.
Figure 18a represents the WAXD patterns of the MMT
concentration series showing that the organoclay with an ini-
tial d-spacing of 2.3 nm is mainly exfoliated in the DGEBA-
based system. On the other hand, high content (10 wt%)
organoclay shows intercalated structure, while for DGEBA-
based systems, resins of higher functionality show distinctive
peaks even at low organoclay loading, indicating that these
nanocomposites have a lower degree of exfoliated structure.
WAXD patterns are shown in Figure 18b for TGAP and
Figure 18c for TGADDM based nanocomposites of MMT.
In case of any nanocomposite system, the peak observed
around 2.5 nm correlates to the (002) plane and therefore
represents only half the distance of the d-spacing.

Figure 19a and b represents atomic force microscopy
(AFM) phase contrast images of the DGEBA nano-
composite containing 5 wt% layered silicate. Individual
layers cannot be seen by AFM as they usually are by
the TEM. A striated structure, however, can be seen with
increasing phase intervals at the top of the picture. So from
the AFM images it is established that silicate layers are not
homogeneously distributed in the matrix, and some stacked
layers are present.

Very recently, Chen et al. [204] synthesized epoxy-MMT
nanocomposite using a surface initiated method in order
to understand the interlayer expansion mechanism and

Table 4. PDT values and thermodynamic data for polyether/clay nanocomposites formed from onium ion, NH+
4 , and H+ MMT.

Initial basal Heat of Heat of
Interlayer cation spacing (Å) PDTa (�C) reaction (J/g) polymb (kJ/mol)

[H3N(CH2�11CH3]+ 15�9 ± 0�2 198 ± 1 550 ± 3 219 ± 2
[H3N(CH2�5CH3]+ 14�9 ± 0�1 287 ± 1 554 ± 6 220 ± 3
NH2+

4 12�5 ± 0�1 247 ± 1 554 ± 5 220 ± 2
H+ 13�9 ± 0�1 231 ± 1 555 ± 12 221 ± 5

a The PDT is the onset temperature for epoxide polymerization-clay delamination at a heating rate of 20 �C/min and a composite a clay:polymer
compositiom of 5:95 (w/w).

b Heat of polymerization for two epoxide equivalents.
Source: Reprinted with permission from [186], M. S. Wang and T. J. Pinnavaia, Chem. Mater. 7, 468 (1995). © 1995, American Chemical Society.

thermal–mechanical properties of these nanocomposites.
MMT modified with bis-2-hydroxyethyl methyl tallow
ammonium cation (C30B) was used as OMLS for
nanocomposite synthesis. 3� 4-Epoxycyclohexylmethyl-3,4-
epoxycyclohexane carboxylate was used as epoxy monomer,
and hexahydro-4-methylphthalic anhydride (HHMPA), ethy-
lene glycol (EG), and benzyldimethylamine (BDMA) were
respectively used as curing agent, initiator, and catalyst
during synthesis. In a typical preparative method, the epoxy
monomer HHMPA was mixed in a molar ratio of epox-
ide groups to HHMPA of 1:0.87. The resulting mixture
was denoted as the resin by the authors. To the resin was
added a specific weight percent of the resin weight either
as EG, BDMA, or C30B. All materials were then blended
using an orbital mixture, until the blend become bubble free
and homogeneously mixed. The blended samples were then
immediately cured first isothermally for up to 8 h at temper-
atures ranging from 70 to 140 �C, followed by 8 h at 180 �C,
and finally 12 h at 220 �C under vacuum.

The curing mechanism for an epoxy-anhydride system
with an alcohol initiator is shown in Figure 20. Amine cat-
alysts like BDMA were added to the mixture to acceler-
ate the reaction by facilitating the ring opening of epoxy
groups. Several published papers indicate that intragallery
onium ions can catalyze the epoxy curing reaction and thus
lead to favorable conditions for obtaining exfoliated PCNs.
To understand fully in case of this system, Chen et al. [204]
verify that the cross-linking reactions in the presence of
C30B were due to hydroxy initiation and not due to cat-
alytic reactions. For this reason, the extent of reaction of
a resin containing C30B was compared to the extent of
reaction for a neat resin and resins containing either EG
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Table 5. Epoxy resins and hardener as used for nanocomposite
synthesis.

Substance Formula

DGEBA
O O

CH2 C CH2OCH2CHCHCH2O

CH3

CH3

TGAP
O

O

O

CH2 N
CH2

CHCH2O
CH2CH

CH2CH CH2

TGDDM

O

O

O

O

CH2 CH2

CH2

N N

CH2

CH2

CH2

CH2 CH2

CH2

CH

CH

CH

CH

DETDA
NH2

NH2

NH2
H2N

CH2CH3 CH2CH3CH3CH2

CH3CH2

CH3

CH3

Source: Reprinted with permission from [203], O. Becker et al., Polymer 43,
4365 (2002). © 2002, Elsevier Science.

or BDMA. As seen in Figure 21, the curing kinetics of
the resin-C30B system more closely resembles the curing
kinetics of the resin-EG system than the resin-BDMA sys-
tem. This is a direct indication that the nanocomposites
predominantly cured via initiation by the surfactant hydroxy
groups and not by catalytic means. Figure 21 also shows
that the curing rate of the pristine resin is significantly lower
than the other mixtures. This highlights an important pre-
requisite for interlayer expansion, which is that extragallery
polymerization rates should be slower than intragallery poly-
merization rates.

Time-resolved high-temperature XRD was used to probe
the expansion behavior of the silicate layers during curing
of the PCNs, and Figure 22 represents a plot of the results
of a PCN containing 15 wt% C30B held isothermally at
70 �C. In Figure 23, the changes in d-spacing are plotted
against the isothermal cure time for various clay loadings
and cure temperature. On the basis of various characteri-
zation methods, the authors proposed an exfoliation mech-
anism of surface-initiated epoxy nanocomposites consisting
of three stages. In the first stage, the interlayer expansion
induced by intragallery polymerization must overcome any
polymer chains that bridge the silicate layers. The inter-
layer expansion cannot proceed beyond the first stage if
the number of bridging units becomes too great. The sec-
ond stage was characterized by a steady and linear increase
in interlayer spacing and accounts for the majority of the
total expansion realized. During this stage, the silicate lay-
ers could be monitored via isothermal DSC experiments.
Also, for samples that exhibited a large increase in interlayer
expansion, it was found that the activation energy associated
with the interlayer expansion was less than the activation
energy associated with the curing. The reverse was true for
samples that showed no increase in interlayer spacing. In the
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Figure 18. WAXD patterns of (a) DETDA cured DGEBA nano-
composites, (b) DETDA cured TGAP nanocomposites, and (c)
DETADA cured TGDDM nanocomposites containing 0–10 wt% organ-
oclay. Reprinted with permission from [203], O. Becker et al., Polymer
43, 4365 (2002). © 2002, Elsevier Science.

third stage, the interlayer expansion slowed then stopped,
and in some cases decreased slightly. This was ascribed to
the evolving modulus of the extragallery polymer such that
the interlayer expansion stopped when the modulus of the
extragallery polymer became equal to or exceeded the mod-
ulus of the intragallery polymer.

5.2.11. PU/Clay Nanocomposites
Chen et al. [207] have used a PCL-based nanocomposite
synthesis technique for the preparation of novel segmented
PU/clay nanocomposites articulated on diphenylmethane
diisocyanate, butanediol, and preformed polycaprolactone
diol. Even if the mechanism proposed for the chemical link
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Figure 19. Phase contrast AFM images of DETDA cured DGEBA
containing 5 wt% organoclay. Reprinted with permission from [203],
O. Becker et al., Polymer 43, 4365 (2002). © 2002, Elsevier Science.

between the nanofiller surface and the polymer does not
appear appropriate, they succeeded in producing a mate-
rial where the nanofiller acts as a multifunctional chain
extender inducing the formation of star-shaped segmented
polyurethane. Recently, Wang and Pinnavaia [206] reported
the preparation of polyurethane-MMT nanocomposites
using a direct in-situ intercalative polymerization technique.
More recently, Yao et al. [209] reported the preparation
of a novel kind of PU/MMT nanocomposite using a mix-
ture of modified 4� 4′-di-phenymethylate diisocyanate (M-
MDI), modified polyether polyol (MPP), and Na+-MMT. In
a typical synthetic route a known amount of Na+-MMT was
first mixed with 100 mL of MPP and then stirred at 50 �C
for 72 h. Then the mixture of MPP and Na+-MMT was
blended with a known amount of M-MDI and stirred for
30 s at 20 �C, and finally curing was conducted at 78 �C
for 168 h.

Biomedical PUU/MMT (modified with dimethyl dital-
low ammonium cation) nanocomposites were prepared by
adding organoclay suspension in toluene dropwise to the
solution of PUU in N , N -dimethylacetamide (DMAC)
[210]. The mixture was then stirred overnight at room tem-
perature. The solution was degassed, and then films were
cast on to round glass Petri dishes. The films were air-
dried for 24 h and subsequently dried under vacuum at
50 �C for 24 h. WAXD analyses indicated the formation

Figure 20. Schematic illustration of generalized curing reaction involv-
ing the epoxy monomer, HHMPA, EG, and BDMA. Reprinted with
permission from [204], J. S. Chen et al., Polymer 43, 4895 (2002).
© 2002, Elsevier Science.
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Figure 21. Extent of reaction of a neat resin and resins containing
either C30B, EG, or BDMA. The inset shows the same data but for
longer reaction. Reprinted with permission from [204], J. S. Chen et al.,
Polymer 43, 4895 (2002). © 2002, Elsevier Science.

of intercalated nanocomposites but they did not report any
TEM photographs.

5.2.12. Polyimide/Clay Nanocomposites
Yano et al. [209] have conducted the preparation of poly-
imide/MMT nanocomposites from a DMAC solution of
poly(amic acid) and a DMAC dispersion of MMT modified
with dodecylammonium cation. Table 6 shows the dis-
persibility of various kinds organically modified MMTs in
DMAC and the average diameter of organophilic MMTs
obtained from the dynamic light scattering experiment. In
case of 12CH3-MMT, MMT appeared to disperse in DMAC
homogeneously and the average diameter of the dispersed
MMT particles was the smallest of all. Another interest-
ing aspect is that as the carbon number of the surfac-
tant increases, the hydrophilicity of the ogranophilic MMT
decreases. Table 6 also indicates that 10–12 carbon atoms
are appropriate for organophilic MMT to be dispersed in
DMAC.

In another report [226] polyimide/MMT nanocomposites
were prepared using a solvent cast method from solution
of poly(amic acid) precursors and the dodecyl-MMT using
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Figure 22. TT-XRD of a resin containing 15 wt% C30B held isother-
mally at 70 �C. Reprinted with permission from [204], J. S. Chen et al.,
Polymer 43, 4895 (2002). © 2002, Elsevier Science.
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© 2002, Elsevier Science.

N -methyl-2-pyrrolidone as a solvent. The cured films of the
rigid-rod polyimide/MMT nanocomposites as characterized
by FTIR, TEM, and WAXD were exfoliated nanocomposites
at low MMT content and partially exfoliated structure at
high MMT content.

5.2.13. Polyetherimide/Clay
Nanocomposites

PEI/MMT nanocomposites were prepared by melt blend-
ing of hexadecylamine modified MMT and PEI at 350 �C
[231� 232]. WAXD patterns of various nanocomposites show
no peaks but TEM observations show relatively stacked sil-
icate layers not homogeneously dispersed in the polymer
matrix. According to the authors, due to the strong inter-
action between PEI and organoclay, the nanocomposites
exhibited a substantial increase at glass transition tem-

Table 6. Dispersibility and average diameter of organically modified
MMT in DMAC.

Dispersibility Average
of organophilic diametera

Intercalated salts MMT in DMAC (�m)

n-Octyltrimethylammonium chloride not dispersible —
Ammonium salt of dodecylammine

(12CH3-MMT)
dispersible 0.44

Ammonium salt of 12-aminododecanoic
acid (12COOH-MMT)

partly dispersible 3.75

n-Decyltrimethylammonium chloride
(C10A-MMT)

,, 0.61

n-Dodecyltrimethylammonium chloride not dispersible —
n-Hexadecyltrimethylammonium

chloride
,, —

n-Dioctadecyldimethylammonium
chloride

,, —

n-Trioctylmethylammonium chloride ,, —
n-Benzyltrimethylammonium chloride ,, —

a Values of average diameter are much bigger than 200 nm, because an average
diameter from light scattering measurement includes solvent around a substance.

perature Tg , thermal decomposition temperature, a drastic
decrease in solvent uptake, etc., compared to the virgin PEI
but they did not check the stability of intercalated salt in
organoclay at this high temperature of mixing.

5.3. Polyolefins

PP [9� 14� 15� 25� 30� 233–266], PE [267–273], polyethylene
oligomers [274], copolymers like poly(ethylene-co-vinyl
acetate) (EVA) [275], and ethylene propylene diene methy-
lene linkage rubber (EPDM) [276, 277] have also been used.

5.3.1. PP/Clay Nanocomposites
Tudor et al. [235] first used this in-situ intercalative
polymerization method for the preparation of PP/clay
nanocomposites. They have demonstrated the ability of sol-
uble metallocene catalyst to intercalate inside silicate layers
and to promote the coordination polymerization of propy-
lene. Accordingly, a synthetic hectorite (Laponite RD) was
first treated with methylaluminoxane (MAO) in order to
remove all the acidic protons and to prepare the inter-
layer spacing to receive the transition metal catalyst. It
has to be noted that MAO is commonly used in associ-
ation with metallocenes to produce coordination catalysts
active in olefin polymerizations. During this first treatment
step, WAXD analysis showed no noticeable increase of
the layer spacing, although the diffraction peak broadened
slightly, but the increase in Al content and complete dis-
appearance of Si–OH signals from infrared spectra agree
with the MAO reaction/adsorption inside the layered sili-
cate galleries. Upon the addition of the metallocene cata-
lyst ([Zr(�-C5H5�Me(THF)]+), a cation exchange reaction
occurs between Na+ in MAO treated hectorite and the met-
allocene catalyst as demonstrated by an increase in the inter-
layer spacing of 0.47 nm, consistent with the size of the
species. Details can be seen in Figure 24. Using a syn-
thetic fluorinated mica-type layered silicate that is deprived
from any protons in the galleries, the catalyst was even
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Figure 24. Schematic illustration of the modification and ion exchange
of Laponite with [Zr(�-C5H5)2Me(thf)]BPh4 and propene polymeriza-
tion. Details regarding the reagent and conditions are shown in relevant
reference. Reprinted with permission from [235], J. Tudor et al., Chem.
Commun. 2031 (1996). © 1996, Royal Chemical Society.

intercalated Directly within the silicate layers without the
need for MAO treatment. These two modified layered sili-
cates catalyzed with reasonably high activity with the poly-
merization of propylene when contacted with an excess of
MAO, producing PP oligomers. Unfortunately, the authors
did not report any characterization of these composites, so
one cannot make claims about the morphology. In another
recent publication, Sun and Garces [259] have reported the
preparation of PP/clay nanocomposites by in-situ intercala-
tive polymerization with metallocene/clay catalysts.

Usuki et al. [239] first reported a novel approach to pre-
pare PP/clay nanocomposites using functional oligomer with
polar telechelic OH groups (PP-OH) as compatibilizer.

In this approach, first PP-OH intercalates between the
layers of 2C18-MMT, the second step was the melt mixing
of PP-OH/2C18-MMT with PP, and the nanocomposite with
intercalated structure was obtained. Further study by the
same group [14] reported the preparation of PP/MMT nano-
composites by melt blending of PP, maleic anhydride grafted
PP oligomer (PP-MA), and clays modified with steary-
lammonium using a twin-screw extruder. In their study,
they used two different types of maleic anhydride modi-
fied PP oligomer with different amounts of maleic anhy-
dride groups and two types of organically modified clays to
understand the miscibility effect of the oligomers on the dis-
persibility of the organoclay in PP matrix, and to study the
effect of hybridization on their mechanical properties when
compared with neat PP and PP/clay nanocomposites without
oligomers.

WAXD analyses and TEM observations respectively
established the intercalated structure for all nanocomposites.
On the basis of WAXD patterns and TEM images, they pro-
posed a possible mechanism for dispersion of intercalated
clay layers in the PP matrix. Figure 25 shows a schematic
presentation of the mixing process of the three components
(i.e., PP, PP-MA, and OMLS) into the nanocomposites.
Authors believe that the driving force of the intercalation
originates from the maleic anhydride group and the oxygen
groups of the silicate through hydrogen bond.

In a recent report, Hasegawa et al. [240] found that
PP-MA was able to intercalate into the intergalleries of
OMLS, as like the functional oligomer, and they described
a facile approach for the preparation of PP/clay nano-
composite using a PP-MA and organically modified clay
by a melt intercalation technique. In a typical preparative

PP-MA
Oligomer

Silicate Layer
of Clay

Stearyl
ammonium

Maleic Anhydride
Group

PP

Figure 25. Schematic representation of the dispersion process of the
organoclay in the PP matrix with the aid of PP-Mas. Reprinted with per-
mission from [239], A. Usuki et al., J. Appl. Polym. Sci. 63, 137 (1997).
© 1997, Wiley-VCH.

method, PP/clay nanocomposite pellets were prepared by
a melt blending of pellets of PP-MA and the powder of
C18-MMT at 200 �C using a twin-screw extruder.

The same authors [245] also prepared polyethylene-
propylene rubber (EPR)/C18-MMT nanocomposites by melt
blending of EPR-g-MA and C18-MMT powder using a twin-
screw extruder, and then tried to compare the morphology
of EPR based nanocomposites with PP/clay nanocomposites.

Recently, Nam et al. [30] prepared PP/MMT nano-
composites using the same method as used by previous
authors. For example a mixture of PP-MA (0.2 wt% MA)
and C18-MMT was melt extruded at 200 �C in a twin-
screw extruder. They prepared PCNs with three differ-
ent amounts of clay content (inorganic part) of 2� 4, and
7.5 wt%, which were correspondingly abbreviated as PPCN2,
PPCN4, and PPCN7.5 respectively. The WAXD patterns
of C18-MMT, PP-MA, and various PPCNs are presented
in Figure 26. WAXD patterns clearly established near
to exfoliate structure is formed with PPCN2, disordered
intercalated nanocomposite is formed in case of PPCN4,
while PPCN7.5 represents an ordered intercalated struc-
ture. These features are clearly observed with bright field
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Figure 26. WAXD patterns for organoclay, PP-MA, and various
PPCNs. The dashed lines indicate the location of the silicate (001)
reflection of organoclay. The asterisks indicate a remanant shoulder for
PPCN2 or a small peak for PPCN4. Reprinted with permission from
[30], P. H. Nam et al., Polymer 42, 9633 (2001). © 2001, Elsevier Science.

TEM images of various PPCNs as shown in Figure 27. In
order to understand the hierarchical structure of PPCNs
they also used polarizing optical microscopy, light scattering,
and small angle X-ray diffraction for the characterization of
PPCNs along with WAXD and TEM. On the basis of these
analyses they demonstrated the dispersed clay and interfibril
structure of PPCNs. The schematic illustration of this struc-
ture is presented in Figure 28.

In another publication [253], Liu and Wu have reported
the preparation of PPCN via grafting-melt compounding
using a new type of co-intercalated organophilic clay
which has a larger interlayer spacing than the ordinarily
orgonophilic clay that is only modified with alkyl ammonium
cation. One of the co-intercalation monomers is unsaturated
so it could tether on the PP backbone by virtue of grafting
reaction. The co-intercalated organophilic clay (EM-MMT)
was prepared as follows: 130 g hexadecylammonium modi-
fied MMT (C16-MMT) and 20 g epoxypropyl methacrylate
were mixed in a Hake Reocorder 40 mixer for 1 h. Before
mixing with clay, the initiator of grafting reaction, diben-
zoyl peroxide, and donor agent were disolved in epoxypropyl
methacrylate. The nanocomposites were prepared using a
twin-screw extruder with a screw speed of 180 rpm and
operated at temperature around 200 �C. WAXD patterns

Figure 27. Bright field TEM images of PPCNs: (a) 2, (b) 4, and
(c) 7.5 wt% MMT. The dark lines are the cross sections of silicate layers
and the bright areas are the PP-MA matrix. Reprinted with permission
from [30], P. H. Nam et al., Polymer 42, 9633 (2001). © 2001, Else-
vier Science.

and TEM observations established that the larger inter-
layer spacing and strong interaction caused by grafting can
improve the dispersion effect of silicate layers in the PP
matrix.

Recently, Manias et al. [254] reported the prepara-
tion of PP/organically modified MMT, having a coexisting
intercalated and exfoliated structure by the melt intercala-
tion technique. They prepared nanocomposites two differ-
ent ways: (a) by introducing functional groups in PP and
using common alkylammounium MMT and (b) by using
neat/unmodified PP and a semifluorinated surfactant modi-
fication for the MMT.

Kaempfer et al. [264] reported the preparation of new
PCNs via melt compounding of syndiotactic polypropylene
(sPP) containing organoclay and in-situ formed core/shell
nanoparticles. Melt compounding of sPP with organohec-
torite, obtained via cation exchange of fluohectorite with
octadecylammonium cation, in a co-rotating twin-screw
extruder represents an attractive new route to reinforced
sPP with considerably higher stiffness. The matrix rein-
forcement is achieved by in-situ formation of silicate nano-
particles via exfoliation combined with simultaneous in-situ
encapsulation of the resulting nanosilicates in a thin shell
of iPP-graft-MA. The resulting anisotropic core/shell type
nanoparticles, containing stacks of organohectorite layer as
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Figure 28. The schematic illustration for dispersed clay structure and
the interfibriller structure for PPCNs with: (a) 2 and (b) 7.5 wt% MMT.
Reprinted with permission from [30], P. H. Nam et al., Polymer 42, 9633
(2001). © 2001, Elsevier Science.

core and iPP-graft-MA as shell, represent a very effective
new class of nucleating agents for sPP crystallization.

5.3.2. PE/Clay Nanocomposites
PE/clay nanocomposites have also been prepared by
the in-situ intercalative polymerization of ethylene using
so-called polymerization filling technique [272]. Pristine
MMT and hectorite were first treated with trimethyl-
aluminum-depleted methylaluminoxane before being con-
tacted by a Ti-based constrained geometry catalyst. The
nanocomposite was formed by addition and polymeriza-
tion of ethylene. In the absence of a chain transfer agent,
ultrahigh molecular weight polyethylene was produced. The
tensile properties of these nanocomposites were poor and
essentially independent of the nature and content of the
silicate. Upon hydrogen addition, the molecular weight of
the polyethylene was decreased with parallel improvement
of mechanical properties. The formation of exfoliated PCNs
was established using WAXD and TEM analyses. In another
report, Heinemann et al. [268] prepared (co)polyolefin/clay
nanocomposites using this method.

MA grafted polyethylene (PE-MA)/clay nanocomposites
were also prepared by a melt intercalation technique [271].

The extent of exfoliation and intercalation completely
depends on the hydrophilicity of polyethylene grafted with
MA and the chain length of the organic modifier in the
clay. When the number of methylene groups in alkylamine
(organic modifier) was larger than 16, the exfoliated nano-
composite was obtained, and the maleic anhydride grafting
level was higher than about 0.1 wt% for the exfoliated nano-
composite with the clay modified with dimethyl dehydro-
genated tallow ammonium cation or octadecylammonium
cation.

Very recently, EPDM/clay nanocomposites have been pre-
pared by mixing EPDM with OMLS via a vulcanization pro-
cess [276]. They used thiuram and dithiocarbamate for the
vulcanization accelerator.

5.4. Specialty Polymers

In addition to the aforementioned conventional poly-
mers, several interesting developments have also taken
place in the preparation of nanocomposites of layered
silicates with some speciality polymers including the N -
hetrocyclic polymers like polypyrrole (PPY) [278–283],
poly(N -vinylcarbazole) (PNVC) [284� 285], and polyaromat-
ics such as polyaniline (PANI) [286–300], poly(p-phenylene
vinylene) [301], and related polymers [302]. PPY and PANI
are known to display electric conductivity [303], and PNVC
is well known for its high thermal stability and charac-
teristic optoelectronic properties [304–307]. Some research
has also been initiated with liquid crystalline polymer
based nanocomposites [308–312] and hyperbranch polymers
(HBP) [313].

5.4.1. PNVC/Clay Nanocomposites
Biswas and Sinha Ray [284] first reported the preparation
of PNVC/MMT nanocomposites by direct polymerization
of N -vinylcarbazole (NVC) (solid or in solution) in the
presence of MMT without the use of any free-radical ini-
tiator. Melt polymerization of NVC in MMT (at 70 �C)
as well as solution (in benzene) polymerization of NVC
in the presence of MMT at 50 �C resulted in the for-
mation of PNVC/MMT nanocomposite with intercalated
structure. After repeated benzene extraction of prepared
nanocomposites, intercalated PNVC could not be removed,
while all the surface-adsorbed PNVC was extracted with
benzene. WAXD analyses confirmed intercalation of PNVC
in MMT interlayer galleries.

According to the authors, the initiation in the NVC/MMT
system was suggested to be cationic involving Brønstrated
acid sites in MMT arising from the dissociation of interlayer
water molecules coordinated to the exchangeable cations
[284]. Yet another possibility, especially with NVC, was
that the transition metal oxides (Fe2O3/TiO2) present in
MMT could also lead to cationic initiation of NVC. The
same authors subsequently reported that direct interaction
of MMT with pyrrole led only to ca. 5% yield of PPY in
3 h while ANI could not be polymerized by MMT [281].
According to them, such a trend is possibly not surprising
since NVC is relatively more susceptible to cationic poly-
merization compared to the latter monomers.

Further work by Sinha Ray and Biswas, in the study
of a NVC/MMT polymerization/nanocomposite formation
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system, the addition of FeCl3 was considered to be inter-
esting. Results of a recent study [285] indicated that in
a NVC-MMT polymerization/nanocomposite formation sys-
tem addition of FeCl3 increased the percentage loading of
PNVC in the composite.

5.4.2. PANI/Clay and
PPY/Clay Nanocomposites

Polymerization vis-a-vis nanocomposite formation in
PY/MMT-water and ANI/MMT-water systems was possible
after using FeCl3 and (NH4�2S2O8 [281� 287] as oxidant
respectively in the two systems.

Kim et al. [286] first used this method for the prepara-
tion of PANI/MMT nanocomposite using docecylbenzene-
sulfhonic acid (DBSA) and camphorsulphonic acid (CSA)
as dopant. In a typical synthetic method, Na+-MMT was
first dispersed in an aqueous medium and then sonicated by
using an ultrasonic generator. The DBSA or CSA dopants
were dissolved in distilled water and mixed with ANI
monomer solution at a 1:1 molar ratio; then the emulsion
solutions were mixed in a four-neck reactor by stirring while
the temperature was kept at 25 �C. The oxidant initiator,
(NH4�2S2O8 solution, was dropped into the reactor. The
WAXD analysis clearly indicates the formation of interca-
lated nanocomposites.

In another recent publication, Kim et al. [283] reported
the preparation of intercalated PPY/Na+-MMT nano-
composite via an inverted emulsion pathway method.

5.4.3. HBP/Clay Nanocomposites
Very recently, Plummer et al. [313] have used this method
for the preparation of HBP/MMT nanocomposites. The
chemical structure of the HBP is presented in Figure 29. The

Figure 29. Chemical structure of the dendrimer analog of the second
pseudo-generation HBP. Reprinted with permission from [313], C. J. G.
Plummer et al., Chem. Mater. 14, 486 (2002). © 2002, American Chem-
ical Society.

PCNs were prepared by introducing the required amount
of Na+-MMT to 10 g of HBP dispersed in 75 mL of boil-
ing deionized water. The mixture was stirred in air at 50 �C
with a magnetic stir bar. After evaporation of half the water,
the resulting gel was transferred to an open silicone rubber
mold and dried in air for 2 days at 50 �C. The remaining
solid was then dried for another 2 days at 120 �C under
vacuum, ground, and pressed into 25-mm diameter, 1-mm
thick disks at 60 �C for WAXD analyses. At high Na+-
MMT contents, WAXD analyses indicated 2.5–2.8, 2.8–3,
and 3.6–3.9 nm silicate layer basal spacing for the second,
third, and fourth pseudo-generation HBPs, respectively, as
opposed to 1.06 nm for the as-received Na+-MMT. The cor-
responding WAXD peaks disappeared as the clay content
was reduced to below 20 wt% for all the HBPs, consistent
with the previous study by Strawhecker and Manias [87].
TEM images of nanocomposite containing 20 wt% Na+-
MMT revealed stacks of 5–10 silicate layers with a relatively
well-defined spacing, interspersed with exfoliated silicate
layers. At 10 wt% MMT, however, exfoliation was confirmed
to dominate.

5.5. Biodegradable Polymers

Recently, some groups have started the preparation, char-
acterization, and materials properties of various kinds
of biodegradable polymers/nanocomposites having prop-
erties suitable for a widerange of applications. So far
reported biodegradable polymers for the preparation
of nanocomposites are polylactide (PLA) [34� 314–324],
poly(butylene succinate) (PBS) [325–328], PCL [13� 133–
140], unsaturated polyester [329], polyhydroxy butyrate
[330], and aliphatic polyester [331–334].

5.5.1. PLA/Clay Nanocomposites
Sinha Ray et al. [34� 315] first reported the preparation of
intercalated PLA/layered silicate nanocomposites. For nano-
composite (PLACNs) preparation C18-MMT and PLA were
first dry mixed by shaking them in a bag. The mixture was
then melt-extruded by using a twin-screw extruder oper-
ated at 190 �C to yield very light gray color strands of
PLACNs. Nanocomposites loaded with a very small amount
of oligo-PCL as a compatibilizer were also prepared in
order to understand the effect of oligo-PCL on the mor-
phology and properties of PLACNs [34]. The compositions
of various nanocomposites of PLA with C18-MMT are sum-
marized in Table 7. WAXD patterns of a series of nano-
composites are shown in Figure 30. Figure 31 represents
the TEM photographs of nanocomposites corresponding
to the WAXD patterns. On the basis of WAXD analyses
and TEM observation, they calculated form factors (see
Table 8), that is, average length (Lclay), thickness (dclay) of
the stacked intercalated silicate layers, and the correlation
length (�lay� between them (see Fig. 3). These data clearly
established that silicate layers of the clay were intercalated
and randomly distributed in PLA matrix. Incorporation of
very small amount of oligo-PCL as a compatibilizer in the
nanocomposites lead to a better parallel stacking of the
silicate layers and also much stronger flocculation due to
the hydroxylated edge–edge interaction of the silicate lay-
ers. Owing to the interaction between clay platelets and
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Table 7. Composition and characteristic parameters of various PLACNs based on PLA, oligo-PCL, and C18-MMT.

Composition (wt%)
Mw × 10−3

Sample PLA Oligo-PCL C18-MMTb (g/mol) Mw/Mn Tg (�C) Tm (�C) �c
c (%)

PLACN1 97 3 �2�0� 178 1.81 60.0 169 50�65
PLACN2 95 5 �3�0� 185 1.86 60.0 170 39�01
PLACN3 93 7 �4�8� 177 1.69 59.8 170 43�66
PLACN4 94�8 0�2 5 �3�3� 181 1.76 58.6 170 41�47
PLACN5 94�5 0�5 5 �3�3� 181 1.76 57.6 169 32�91
PLACN6 93 2�0 5 �2�8� 180 1.76 54.0 168 —
PLACN7 92 3�0 5 �2�4� 181 1.77 51.0 168 —
PLAa 100 187 1.76 60.0 168 36�24
PLA1 99�8 0�2 180 1.76 58.0 168�5 46�21
PLA2 99�5 0�5 180 1.76 57.0 168�8 52�51
PLA3 98 2�0 180 1.76 54.7 169 —

a Mw and PDI of extruded PLA (at 190 �C) are 180 × 103 (g/mol) and 1.6 respectively.
b Values in brackets indicate the amount of clay (inorganic part) content after burning.
c The degree of crystallinity.

the PLA matrix in the presence of a very small amount
of oligo-PCL, the disk–disk interaction plays an important
role in determining the stability of the clay particles and
hence the enhancement of mechanical properties of such
nanocomposites.

In their further research [316–318� 324], they prepared a
series of PLACNs with various types of organoclay in order
to investigate the effect of organoclay on the morphology,
properties, and biodegradability of PLACNs. Four different
types of pristine layered silicates were used and each of
them was modified with a different type of surfactant.
Detailed specifications of various types of organoclay was
used by them are presented in Table 9. On the basis of
WAXD analyses and TEM observations, the authors con-
cluded the formation of four different types of PLACNs.
Ordered intercalated-and-flocculated nanocomposites were
obtained when ODA was used as organoclay, disordered
intercalated structure was found in case of PLA/SBE4
nanocomposite, PLA/SAP4 nanocomposite shows near to
exfoliate nanocomposite, while the coexistence of stacked
intercalated and exfoliated nanocomposite structure is found
with PLA/MEE4 nanocomposite. So the nature of OMLS
has a strong effect on the final morphology of PLA-based
nanocomposites.

In a very recent work, Maiti et al. [319] have prepared
a series of PLACNs with three different types of pristine
layered silicate such as saponite, MMT, and mica, and each
of them was modified with alkylphosphonium salts having
various chain lengths. In their work they first try to find
the effect of alkylphosphonium modifier of different chain
lengths on the properties of organoclay and how the differ-
ent clays behave differently having same organic modifier.
Second, they study the effects of dispersion, intercalation,
and aspect ratio of clay on materials properties. From the
WAXD patterns it is clearly observed that the d-spacing
(001) increases with increasing modifier chain length and for
a fixed modifier it increases with increasing lateral dimen-
sion of the clay particle. We believe there are two reasons
to observe this type of behavior: one is the CEC value and
the other is the lateral size of various pristine layered sil-
icates, and in both cases layered silicates follow the order

mica > MMT > saponite. According to the authors, out
of two factors, the former factor is more important in
controlling the d-spacing/stacking of silicate layers than that
of the latter. Since mica has a high lateral size and also
a high amount of surfactant molecules due to its high
CEC value, surfactant chains inside the intergallery have
restricted conformation due to physical jamming. According
to them this physical jamming is smaller in case of saponite
due to its lower CEC and smaller in lateral size. Therefore,
the situation for OMLS, based on TEM and WAXD analy-
ses, is schematically illustrated in Figure 32.

Figure 33 compares the WAXD patterns of nano-
composites with different clay dimensions having the same
clay [n-hexadecyl tri-n-butyl phosphonium bromide (C16�-
modified] content (3 wt%). For MMT-based nanocomposite,
the peaks are sharp and crystallite sizes are slightly less than
those of the corresponding organoclay, indicating an almost
ordered structure of MMT in nanocomposite. The peaks of
the nanocomposites prepared with mica clay are very sharp,
similar to those of corresponding organoclay, and slightly
larger crystallite sizes indicate that the number of stacked
silicate layers is the same to that of original organoclay but
some amount of PLA is intercalated between the galleries,
giving rise to a larger crystallite size. On the basis of WAXD
patterns and crystallite size, stacking of silicate layers in
the organoclays and in various nanocomposites prepared
with three different organoclays is presented schematically
in Figure 34.

More recently Dubois et al. [320� 322] reported the prepar-
ation of plasticized PLA/MMT nanocomposites. The OMLS
used was MMT modified with bis-(2-hydroxyethyl)methyl
(hydrogenated tallowalkyl) ammonium cations. WAXD
analyses have confirmed the formation of intercalated
nanocomposites.

5.5.2. PBS/Clay Nanocomposites
Like PLA, PBS is also an aliphatic thermoplastic polyester
with many interesting properties, including biodegradabil-
ity, melt processability, and thermal and chemical resistance.
Although these properties show the potential applications
of PBS, some of the other properties such as softness, gas
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Figure 30. WAXD patterns for C18-MMT and various PLACNs:
(a) without oligo-PCL and (b) with oligo-PCL. The dashed line in each
figure indicates the location of the silicate (001) reflection of C18-MMT.
The asterisks indicate the (001) peak for C18-MMT dispersed in PLA
matrices. Reprinted with permission from [34], S. Sinha Ray et al.,
Macromolecules 35, 3104 (2002). © 2002, American Chemical Society.
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Figure 31. TEM bright field images: (a) PLACN2 (×10000),
(b) PLACN4 (×10000), (c) PLACN2 (×400000), and (d) PLACN4
(×40000). The dark entities are the cross section of intercalated organ-
oclay, and the bright areas are the matrices. Reprinted with permission
from [34], S. Sinha Ray et al., Macromolecules 35, 3104 (2002). © 2002,
American Chemical Society.

barrier properties, flexural properties, etc. are frequently
not enough for a wide range of applications. Sinha Ray
et al. [325� 326] first reported the preparation of PBS/MMT
nanocomposites (PBSCNs) by simple melt extrusion of PBS
and OMLS, having properties suitable for a wide range of
applications. MMT modified with octadecylammonium chlo-
ride was used as organoclay for nanocomposite prepara-
tion. In recent publications [327� 328], the same authors also
reported the details of structure–property relationships in
case of PBSCNs.

Recently, Lee et al. [332] have reported the prepara-
tion of biodegradable aliphatic polyester (APES)/organoclay
nanocomposites using a melt intercalation method. Two
kinds of organoclays, Cloisite 30B and Cloisite 10A with
different ammonium cations located in the silicate gal-
leries, were chosen for the nanocompoites preparation. The
WAXD analyses and TEM observations respectively showed
a higher degree of intercalation in case of APES/Cloisite
30B nanocomposites as compared to that of APES/Cloisite
10A nanocomposites. According to the authors, this
behavior may be due the hydrogen-bonded interaction
between APES and hydroxyl group in the galleries of
Cloisite 30B nanocomposites than for the APES/Cloisite
nanocomposites.

Table 8. Comparison of form factors between PLACN2 and PLACN4
obtained from WAXD patterns and TEM observations.

Form factors PLACN2 PLACN4

WAXD
d001 (nm) 3.03 2.98
dclay (nm) 13 10

TEM
dclay (nm) 38 ± 17�25 30 ± 12�5
Lclay (nm) 448 ± 200 659 ± 145
Lclay/dclay 12 22
�clay (nm) 255 ± 137 206 ± 92
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Table 9. Specifications and designation of organoclay used for the preparation of PLACNs.

Clay Pristine Particle CEC Organic salt used for
codes clay length (nm) (mequiv/100 gm) the modification of clay Suppliers

ODA MMT 150–200 110 octadecylammonium cation Nanocor Inc., USA
SBE MMT 100–130 90 trimethyloctadecylammonium cation Hojun Yoko Co., Japan
MEE synthetic F-mica 200–300 120 dipolyoxyethylene alkyl(coco) CO-OP Chemicals, Japan

methylammonium cation
SAP Saponite 50–60 86�6 tributylhexadecylphosphonium cation CO-OP Chemicals, Japan

6. MATERIALS PROPERTIES OF
POLYMER/CLAY NANOCOMPOSITES

PCNs consisting of a polymer and clay (modified or not) fre-
quently exhibit remarkably improved mechanical and mate-
rials properties as compared to those of pristine polymers
containing a small amount of (≤5 wt%) layered silicate.
Improvements can include high moduli, increased strength
and heat resistance, decreased gas permeability and flamma-
bility, and increased biodegradability of biodegradable poly-
mers. The main reason for these improved properties in
PCNs is interfacial interaction between matrix and layered
silicate as opposed to conventional filler reinforced systems.

6.1. Mechanical Properties

6.1.1. Dynamic Mechanical Analysis
Dynamic mechanical analysis (DMA) measures the response
of a given material to a cyclic deformation (here in tension–
torsion mode) as a function of temperature. DMA results
are expressed by three main parameters: (a) the storage
modulus (G′) corresponding to the elastic response to the
deformation; (b) the loss modulus (G′′) corresponding to
the plastic response to the deformation, and (c) tan  , that
is, the (G′′/G′) ratio, useful for determining the occurrence
of molecular mobility transitions such as the glass transition
temperature (Tg).

In the temperature dependence of storage modulus G′

and loss factor tan  of the relevant PCNs, below the glass
transition region, both samples exhibit high G′ and restric-
tion of a substantial drop in G′ with increasing temper-
ature. G′ in the glassy region below Tg is approximately
50–100% higher in the nanocomposite compared with the
blend systems without clays. The shift of tan  reaches to
higher temperatures and a decrease of the value indicates
an increase in nanocomposite Tg. In some cases, the magni-
tude of the shift estimated by tan  is about 10 �C or more
[12]. These indicate that the interaction between polymer
and silicate layers at the interface of layers and polymer

Smectite Montmorillonite Mica
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Figure 32. Schematic representation of organoclays with C16 ion.
Reprinted with permission from [319], P. Maiti et al., Chem. Mater. 14,
4654 (2002). © 2002, American Chemical Society.

matrix could suppress the mobility in the polymer segments
near the interface. That is, in both systems the intercalated
nanocomposites are formed. The large aspect ratio of the
structural hierarchy in the nanoscale level might lead to
such a large enhancement in G′ throughout the glassy and
rubbery region. The temperature dependence of G′ of the
PPCNs is reported (Fig. 35) [30]. For all PPCNs, there is
a strong enhancement of moduli in the investigated tem-
perature range, which indicates that the plastic and as well
as elastic response of PP toward deformation is strongly
influenced in the presence of organoclay. Below, Tg, the
enhancement of G′ is clear in the intercalated PPCNs. The
clay content dependence of G′ is also reported (Fig. 36) [30].
G′

PPCN and G′
PP-MA are the moduli of the intercalated PPCNs

and the PP-MA, respectively. The large reinforcement in G′

is observed in the figure. The essential factor governing the
enhancement of mechanical properties is the aspect ratio
of the dispersed clay particles. According to the Halpin–Tai
theoretical expression on the enhancement of G′ [335], the
Einstein coefficient kE was estimated by selecting an appro-
priate value for the best fit to the experimentally obtained
G′

PPCN/G
′
PP-MA versus volume fraction of the clay plots. The

estimated values of kE are about 60 for PPCN4 and about 31
for PPCN2 and PPCN7.5. In the intercalated PPCNs, the
explanation for the enhancement of G′ by only the kE fac-
tor as discussed in the previous case of PMMA/clay nano-
composites [33] is hampered because each PPCN exhibits a
different value of kE, despite the different clay contents. In
the case of intercalated PPCNs, the enhancement of G′ is

Figure 33. WAXD patterns of smectite, MMT, and mica nano-
composites with C16 organoclay and same clay content (3 wt%).
Reprinted with permission from [319], P. Maiti et al., Chem. Mater. 14,
4654 (2002). © 2002, American Chemical Society.
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Figure 34. Schematic presentation of silicate layers in organoclay and
in various nanocomposites. Reprinted with permission from [319],
P. Maiti et al., Chem. Mater. 14, 4654 (2002). © 2002, American Chem-
ical Society.

due to both the degree of the intercalation and the aspect
ratio of the dispersed clay particles.

The two-dimensional aspect ratios of the dispersed clay
particles Lclay/dclay estimated from TEM observation are
reported to be 37 for PPCN2, 20 for PPCN4, and 12 for
PPCN7.5, respectively. In the PPCN4, despite the lower
value of Lclay/dclay compared to PPCN2 and low addi-
tion of the clay compared to PPCN7.5, this nanocomposite
shows the highest value of kE, suggesting that much higher
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show the results calculated by the Halpin–Tai expression with various
kE. Reprinted with permission from [30], P. H. Nam et al., Polymer 42,
9633 (2001). © 2001, Elsevier Science.

efficiency of the intercalation for the reinforcement is
attained. The details were also reported in PBS/clay nano-
composites [325].

The remarkable improvement in G′ related to the
strong interaction between matrix and organoclay is clearly
observed in case of Nylon 6/clay nanocomposites [336].
Table 10 represents the temperature dependence of G′ and
the thermal expansion coefficient (�� of the Nylon 6 matrix
and various nanocomposites (N6CNs). They summarized the
details in a dynamic temperature RAM test for neat Nylon 6
and various N6CNs. All N6CNs show a very high increment
of moduli at all temperature ranges.

Increased G′ related to the dimension of the dispersed
clay particles is further demonstrated in case of PLACNs
[34]. In order to understand the effect of compatibilizer
on morphology and mechanical properties, the authors also
prepared PLACNs with a very small amount of oligo-
PCL. The details of composition and designation of vari-
ous types of nanocomposites are presented in Table 7. The
enhancement in G′ clearly appears in different magnitudes
at investigated temperature ranges for all PLACNs. This
behavior indicates that the elastic properties of PLA are
significantly affected in the presence of C18-MMT. Below
Tg, the enhancement of G′ is also clear in case of various
intercalated PLACNs. On the other hand, all PLACNs show
much higher increments of G′ at high temperature ranges
compared to that of PLA matrices. This is due to both
mechanical reinforcement by the clay particles and extended
intercalation at high temperature [260]. Above Tg, when
materials become soft, the reinforcement effect of the clay
particles becomes prominent, due to restricted movement of
the polymer chains, and hence strong enhancement of G′.

At the other extreme, PLACN4 and PLACN5 exhibit
strong enhancement of G′ as compared to that of the
PLACN2 with comparable clay loading and PLA/o-PCL
matrices containing 0.2 and 0.5 wt% oligo-PCL (see Table 8
and Fig. 31b). The presence of small amounts of oligo-
PCL does not lead to a big shift and broadening of the
tan  curves. However, a large increment in G′ above Tg
became clear, indicating that the large anisotropy of the dis-
persed particles due to the flocculation enhanced the loss
component.
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Table 10. Summary of DMA test for Nylon 6 and various N6CNs under different temperature ranges.

Sample Term 0 �C 25 �C 50 �C 100 �C 150 �C 200 �C

Nylon 6 �× 105 /cm/cm. �C 9�5 12 14 22 31 48
G′ (GPa) 1�04 0�94 0�52 0�16 0�11 0�065

N6CN1.6 �× 105 /cm/cm. �C 8�9 9�7 11 16 22 60
G′ (GPa) 1�2 1�1 0�8 0�41 0�27 0�01

N6CN3.7 �× 105 /cm/cm. �C 6�4 6�6 8�7 8�5 14 67
G′ (GPa) 1�9 1�8 1�2 0�74 0�52 0�18

N6CN4.4 �× 105 /cm/cm. �C 7�1 7�7 9�8 11 15 42
G′ (GPa) 1�4 1�3 0�95 0�56 0�38 0�14

The G′ values of various PLACNs and corresponding
matrices without clay at different temperature ranges are
summarized in Table 11. PLACNs with a very small amount
of oligo-PCL (PLACN4 and PLACN5) exhibit very high
enhancement of mechanical properties as compared to that
of PLACNs with comparable clay loading (PLACN2). The
essential factor governing the enhancement of mechanical
properties of the nanocomposites is the aspect ratio of the
dispersed clay particles [335]. From the TEM figures (see
Fig. 31) it is clearly indicated that, in the presence of a
very small amount of oligo-PCL, flocculation of the dis-
persed clay particles took place again due to the edge–edge
interaction of the clay particles. The two-dimensional aspect
ratios of the dispersed clay particles Lclay/dclay estimated
from TEM observation are 22 for PLACN4 and 12 for
PLACN2 (see Table 8) and there is hence strong enhance-
ment of mechanical properties.

The increment in G′ directly depends upon the aspect
ratio of dispersed clay particles and is also clearly observed
in case of PBSCNs. The temperature dependence of G′

of PBS and various PBSCNs are reported (Fig. 37). The
nature of enhancement of G′ in PBSCNs with tempera-
ture is somewhat different from well-established intercalated
PPCNs [30] and well-known exfoliated N6CN systems [105].
In the latter system, there is a maximum of 40–50% incre-
ment of G′ compared to that of matrix at well below Tg, and
above Tg there is a strong enhancement (>200%) in G′. This
behavior is common for so far reported nanocomposites
and the reason is the strong reinforcement effect of the clay

Table 11. G′ value of various PLACNs and corresponding matrices
without clay at different temperature ranges.

Storage modulus G′ (GPa)

Samples −20 �C 40 �C 100 �C 145 �C

PLACN1 2�32 2�07 0�16 0�09
PLACN2 2�90 2�65 0�25 0�10
PLACN3 4�14 3�82 0�27 0�19
PLACN4 3�71 3�21 0�43 0�16
PLACN5 3�04 2�60 0�32 0�16
PLACN6 2�08 1�97 0�23 0�08
PLACN7 1�86 1�76 0�16 0�07
PLA 1�74 1�60 0�13 0�06
PLA1 1�73 1�60 0�13 0�06
PLA2 1�68 1�55 0�12 0�06
PLA3 1�67 1�62 0�12 0�06

particles above Tg when materials become soft. But in case
of PBSCNs, the order of enhancement of G′ is almost same
below and above Tg, and this behavior may be due to the
extremely low Tg (−29 �C) of PBS matrix. At the temper-
ature range of −50 to −10 �C, the increments in G′ are
18% for PBSCN1, 31% for PBSCN2, 67% for PBSCN3, and
167% for PBSCN4 compared to that of neat PBS. Further-
more at room temperature, PBSCN3 and PBSCN4 respec-
tively show higher increments in G′of 82% and 248% than
that of neat PBS, while those of PBSCN1 and PBSCN2 are
18.5% and 44% higher. At 90 �C, only PBSCN4 exhibits very
strong enhancement of G′ compared to that of the other
three PBSCNs.

In Figure 38, Okamoto summarized the clay content
dependence of G′ of various types of nanocomposites
obtained well below Tg. The Einstein coefficient kE derived
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using Halpin and Tai’s theoretical expression modified by
Nielsen is shown in the figure and represents the aspect ratio
(Lclay/dclay� of dispersed clay particles without intercalation.

From this figure, it is clearly observed that PBSCNs
show very high increment in G′ compared to other
nanocomposites having the same content of clay in the
matrix. PPCNs are well known for intercalated systems,
N6CNs are well-established exfoliated nanocomposites,
PLACNs are going to establish intercalated-and-flocculated
nanocomposites, while PBSCNs are intercalated-and-
extended flocculated nanocomposites systems [327� 328].
Due to the strong interaction between hydroxylated edge–
edge groups, the clay particles are sometimes flocculated
in the polymer matrix. As a result of this flocculation the
length of the clay particles increases enormously and hence
the overall aspect ratio. For the preparation of high molec-
ular weight PBS, di-isocyanate end groups are generally
used as a chain extender [336]. These isocyanate end group
chain extenders make urethane bonds with hydroxy termi-
nated low molecular weight PBS, and each high molecular
weight PBS chain contains two such kinds of bonds (see
schematic illustration in Fig. 39). These urethane type bonds
lead to strong interaction with the silicate surface by forming
hydrogen bonds and hence strong flocculation (see Fig. 40).
For this reason, the aspect ratio of dispersed clay parti-
cles is much higher in case of PBSCNs compared to all
nanocomposites, and hence there is a high enhancement of
modulus.
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Figure 39. Formation of urethane bondings in high molecular
weight PBS.
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Figure 40. Formation of hydrogen bonds between PBS and clay, which
leads to the flocculation of the dispersed silicate layers.

6.1.2. Tensile Properties
The tensile modulus of a polymeric material expressing
the stiffness has shown to be remarkably improved when
nanocomposites are formed with layered silicates. N6CNs
prepared through the intercalative ring opening polymeriza-
tion of �-caprolactam, leading to the formation of exfoli-
ated nanocomposites, exhibit a drastic increase in the tensile
properties at rather low filler content. The main reason for
the drastic improvement of modulus in case of N6CNs is to
the strong interaction between matrix and silicate layers via
formation of hydrogen bonds as shown in Figure 41.

In case of nanocomposites, the extent of improvement of
modulus directly depends upon the average length of the
dispersed clay particles, hence the aspect ratio. Figure 42
represents the dependence of tensile modulus (E) mea-
sured at 120 �C for exfoliated N6CNs with various clay
contents obtained by in-situ intercalative polymerization of
�-caprolactam in the presence of protonated aminodode-
canoic acid-modified MMT and saponite [2� 114]. Moreover,
the difference in the extent of exfoliation, as observed for
Nylon 6-based nanocomposite synthesized by in-situ inter-
calative polymerization of �-caprolactam using Na+-MMT
and various acids, strongly influenced the final modulus of
nanocomposites.

In Table 12 we summarized the tensile modulus of 1pot-
NCH together with neat Nylon 6 and N6CN (=NCH) [107].
The excellent modulus in case of 1pot-NCH can be con-
sidered to have its origin in the uniformly dispersed sil-
icate layers. Furthermore, 1pot-NCH has much improved
mechanical properties compared with NCH. The polymer
matrix in nanocomposites prepared by 1pot synthesis is only
the homopolymer of Nylon 6, whereas NCH prepared via
intercalative ring-opening polymerization is a copolymer of
Nylon 6 and a small amount of Nylon 12. The presence
of Nylon 12 may give the low modulus. Various kinds of
acids have been used to catalyze the polymerization. One
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Figure 41. Schematic illustration of formation of hydrogen bonds in
Nylon 6/MMT nanocomposite.
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Figure 42. Dependence of tensile modulus (E) on clay content mea-
sured at 120 �C. Reprinted with permission from [114], L. M. Liu et al.,
J. Appl. Polym. Sci. 71, 1133 (1999). © 1999, Wiley.

can observe variation of the modulus of the nanocomposites
[107]. On the other hand, the WAXD peak intensity (Im�
that is inversely related to the exfoliation of clay particles
also depends on the nature of the acid used to catalyze the
polymerization process. For an increase in the Im values, a
parallel decrease in the modulus is observed, indicating that
exfoliated layers are the main factor responsible for the stiff-
ness improvement, while intercalated particles, having a less
important aspect ratio, rather play a minor role.

The effect of MMT content and N6 molecular weight
on the tensile modulus of nanocomposites prepared using
MMT modified with (HE)2M1R1 is shown in Figure 43
[119� 123]. The addition of organoclay leads to substantial
improvement in stiffness for the composites based on each
three Nylon 6 (e.g., LMW, MMW, and HMW). Interest-
ingly, the stiffness increases with increasing matrix molecular
weight at any given concentration even though the moduli
of the neat Nylon 6 are all quite similar. In Table 13 we
summarized the moduli and other mechanical properties of
the virgin materials and selected (HE)2M1R1 Nylon 6/clay
nanocomposites. The slightly larger modulus of 2.82 GPa
for LMW may the result of a higher degree of crystallinity
resulting in faster crystallization kinetics during the cooling
of the specimen during injection molding.

Similar trends with respect to the level of organoclay con-
tent and molecular weight are evident in the yield strength
result. The dependence of yield strength on MMT content
and molecular weight is shown in Figure 44. Yield strength
increases with the content of MMT. However, the levels
of strength improvement for the pure Nylon 6 are nearly

Table 12. Mechanical properties of 1pot-NCH synthesized in presence of phosphoric acid.

Mechanical NCHa 1pot-NCH
properties Method used Nylon 6 (MMT = 4�7 wt%) (MMT = 4�1 wt%)

Tensile modulus (GPa)
23 �C ASTM-D 638M 1�11 1�87 2�25
120 �C JIS-K 7113 0�19 0�61 0�67

Tensile strength (MPa)
23 �C ASTM-D 638M 68�6 97�2 102
120 �C JIS-K 7113 26�6 32�3 34�7

HDT ASTM-D 648 65 152 160
(�C at 1.82 MPa)

a Prepared by in-situ intercalative method.
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Figure 43. Effect of MMT content on tensile modulus for LMW-,
MMW-, and HMW-based nanocomposites. Reprinted with permission
from [119], T. D. Fornes et al., Polymer 42, 9929 (2001). © 2001, Elsevier
Science.

identical. The HMW- and MMW-based nanocomposites
show a steady increase in strength with content of clay, while
the LMW-based nanocomposites show a less pronounced
effect. The differences in strength improvement with respect
to molecular weight are very prominent at the highest clay
content. The increase in strength relative to the virgin matrix
for the HMW composite is nearly double that of the LMW
composite.

The relationship between MMT content and elongation
at break for the different matrices is shown in Figure 45
for two different rates of extension. Figure 45a shows
that the virgin polyamides are very ductile at a test rate
of 0.51 cm/min. With increasing clay content the ductility
gradually decreases; however, the HMW and MMW based
composites show reasonable levels of ductility at MMT con-
centration as high as 3.5 wt%. Elongation at breaks for
the LMW based nanocomposites decreases rapidly at low
MMT content at around 1 wt%. The larger reduction in the
LMW-based systems may be due to the presence of stacked
silicate layers. On the other hand, at the higher testing
rate of 5.1 cm/min, shown in Figure 45b, similar trends are
observed, but the absolute levels of elongation at break val-
ues are significantly lower. Interestingly, the strain at break
for LMW composites is relatively independent of rate of
extension, similar to what has been observed in case of glass
fiber reinforced composites. Even at the highest clay con-
tent, the HMW composite exhibits ductile fracture, whereas
the LMW- and MMW-based nanocomposites fracture in a
brittle manner at the highest clay content.
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Table 13. Mechanical properties of some Nylon 6/(HE)2M1R1 nanocomposites.

Elongation at break (%)Yield Izod impact
N6/(HE)2M1R1 Modulus strength Crosshead speed strength
Nanocomposites (GPa) (MPa) Straina (%) 0.51 cm/min 5.1 cm/min (J/m)

LMW
0.0 wt% MMT 2�82 69�2 4�0 232 28 36�0
3.2 wt% MMT 3�65 78�9 3�5 12 11 32�3
6.4 wt% MMT 4�92 83�6 2�2 2�4 4�8 32�0

MMW
0.0 wt% MMT 2�71 70�2 4�0 269 101 39�3
3.1 wt% MMT 3�66 86�6 3�5 81 18 38�3
7.1 wt% MMT 5�61 95�2 2�4 2�5 5 39�3

HMW
0.0 wt% MMT 2�75 69�7 4�0 3�4 129 43�9
3.2 wt% MMT 3�92 84�9 3�3 119 27 44�7
7.2 wt% MMT 5�70 97�6 2�6 4�1 6�1 46�2

a Strain at yield point measured during modulus and yield strength testing using a crosshead speed of 0.51 cm/min.
Source: Reprinted with permission from [119], T. D. Fornes et al., Polymer 42, 9929 (2001). © 2001, Elsevier Science.

In case of PPCNs, most of the studies report tensile
properties as a function of clay content [254]. Figure 46
shows an Instron study of a neat-PP/f-MMT (modified
by alkyltrichlorosilane) composite compared to a PP/2C18-
MMT “conventional” composite. In case of PPVNs, there
is a sharp increase of tensile modulus for very small clay
loading (≤3 wt%) followed by a much slower increase
beyond clay loading of 4 wt%, and this is the character-
istic behavior of PCNs. With increase clay content, the
strength does not change markedly compared to the neat-
PP value and there is only a small decrease in the max-
imum strain at break. PP systems—conventionally filled,
with no nanometer-level dispersion by similar fillers—do
not exhibit as strong improvement in their tensile modulus.
On the other hand, as the PP/layered silicate interaction
is improved, for example when MA functional groups are
incorporated in the polymer, the stresses are much more
effectively transferred from the polymer matrix to the inor-
ganic filler, and thus a higher increase in tensile properties
is expected. Figure 47a and b respectively represents MMT
content dependence of tensile modulus and strength of var-
ious PPCNs prepared by melt extrusion of PP-MA and C18-
MMT. The modulus of PPCNs systematically increases with
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Figure 44. Effect of MMT content on yield strength for LMW-, MMW-,
and HMW-Nylon 6 based nanocomposites. Reprinted with permission
from [119], T. D. Fornes et al., Polymer 42, 9929 (2001). © 2001, Elsevier
Science.

increasing clay content. The tensile strength also increases
with increasing clay content up to 4 wt% and then levels off.

In case of nanocomposites if the systems are not ther-
modynamically favorable, these properties will be changed
during processing because the nanocomposite structure will
be changed during processing. A recent work by Reichert
et al. [337] showing a systematic study of the dependencies
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Figure 45. Effect of MMT content on elongation at break for LMW-,
MMW-, and HMW-Nylon 6 based nanocomposites at a crosshead speed
of (a) 0.51 and (b) 5.1 cm/min. Reprinted with permission from [119],
T. D. Fornes et al., Polymer 42, 9929 (2001). © 2001, Elsevier Science.
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Figure 46. Tensile characetization of the PP/f-MMT nanocomposites
(�) by Instron. For comparison, conventionally filled PP/2C18-MMT
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American Chemical Society.
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Figure 47. Relative moduli of various PP-based nanocomposites, each
normalized by modulus of the respective neat PP. (a) PP-based nano-
composites with: f-MMT (�), C18-MMT (%), and 2C18-MMT (©).
(b) PP-MA/2C18-MMT nanocomposite (�) and PP hybrids with vari-
ous PP-g-MA pretreated organically modified MMT: C18-MMT (right
triangle open), C18-MMT (©��), and C8-MMT (%��). Reprinted with
permission from [254], E. Manias et al., Chem. Mater. 13, 3516 (2001).
© 2001, American Chemical Society.

on compatibilizer functionality and organic modification
revealed that considerable enhancement of tensile proper-
ties could be achieved only when appropriate PP-MA com-
patibilizers are used to pretreat the OMLS in conjugation
with specific organic modification of the MMT. Similar mate-
rials under different processing conditions showed much
smaller improvements in the practical materials properties
[337].

The evolution of the tensile modulus for the epoxy matrix
with three different types of layered silicates loading is pre-
sented in Figure 48 [191]. A C18-MMT, a C18A-magadiite,
and magadiite modified with methyl-octadecylammonium
cation (C18A1M-magadiite) were used for nanocomposite
preparation. This figure shows much significant increase of
the modulus for the MMT-based nanocomposites with the
filler content of 4 wt%. According to the present authors,
this behavior is due the difference in layer charge in magadi-
ite and MMT. Organomagadiites have a higher layer charge
density and subsequently higher alkylammonium content
than organo-MMT. As the alkylammonium ions interact
with the epoxy resin while polymerizing, dangling chains
are formed, and more of this chain is thus formed in the
presence of organomagadiites. These dangling chains are
known to weaken the polymer matrix by reducing the degree
of network cross-linking, then compromising the reinforce-
ment effect of the silicate layer exfoliation.
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For thermoset matrices, a significant enhancement in the
tensile modulus is observed for an exfoliated structure when
alkylammonium cations with different chain length modified
MMTs were used for nanocomposites preparations, with the
exception that MMT modified with butylammonium only
gives an intercalated structure with a low tensile modulus.

Zilg et al. [194] have reported the correlations between
polymer morphology, silicate structures, stiffness, and tough-
ness of thermoset nanocomposites as a function of layered
silicate type and content. According to them, the main factor
for the matrix stiffness improvement resides in the forma-
tion of supramolecular assemblies obtained by the presence
of dispersed anisotropic laminated nanoparticles. They also
described a stiffening effect when the MMT is modified by
a functionalized organic cation (carboxylic acid or hydroxyl
groups) that can strongly interact with the matrix during
curing.

The tensile properties of APES/Cloisite 30B and APES/
Cloisite 10A nanocomposites at various clay contents are
presented in Table 14 [338]. In comparison to the APES,
the tensile strength and modulus have been improved
with little decrease of elongation at break. APES/Cloisite
30B nanocomposites exhibit much higher tensile strength
and modulus compared to the APES/Cloisite 10A nano-
composites. This is also attributed to the strong interaction
between APES matrix and Cloisite 30B. These results fur-
ther confirm the importance of strong interaction between
matrix and clay, which ultimately leads to the better overall
dispersion as already observed by TEM observations.

6.1.3. Flexural Properties
Nanocomposite researchers are generally interested on ten-
sile properties of final materials and there are very few
reports concerning the flexural properties of neat polymer
and its nanocomposite with OMLS. Very recently, Sinha
Ray et al. [324] reported detailed measurements of flex-
ural properties of neat PLA and various PLACNs. They
conducted flexural properties measurements with injection-
molded samples and according to the ASTM D-790 method.
Table 15 shows the flexural modulus, flexural strength, and
distortion at break of neat PLA and various PLACNs mea-
sured at 25 �C. There is a significant increase in flexural
modulus for PLACN4 compared to that of neat PLA fol-
lowed by a much slower increase with increasing OMLS con-
tent, and a maximum of 21% in case of PLACN7. On the
other hand, flexural strength and distortion at break remark-
ably increase with PLACN4 then gradually decrease with
organoclay loading. According to the authors this behavior

Table 14. Tensile properties of APES/Closite 30B nanocomposites.

Closite 30B Modulus Strength Elongation
content (wt%) (kgf/cm2) (kgf/cm2) at break (%)

0 106�7 131�7 12�45
1 112�3 139�0 12�25
3 114�4 144�1 11�95
5 118�2 149�8 11�40
10 129�5 157�7 10�90
20 144�4 190�8 11�30
30 173�8 213�5 12�25

Table 15. Comparison of materials properties between neat PLA and
various PLACNs prepared with trimethyl octadecylammonium modified
MMT.

Materials properties PLA PLACN4 PLACN5 PLACN7

Bending modulus (GPa) 4�8 5�5 5�6 5�8
Bending strength (MPa) 86 134 122 105
Distortion at break (%) 1�9 3�1 2�6 2

may be due to high organoclay content leading to a brittle-
ness of materials.

6.1.4. Heat Distortion Temperature
Heat distortion temperature (HDT) of a polymeric material
is an index of heat resistance toward applied load. Most of
the PCNs studies report HDT as a function of clay content,
characterized by ASTM D-648. Kojima et al. [2] first show
that HDT of pure N6 increases up to 80 �C after PCN prepa-
ration with MMT. In their further work [106] they report
clay content dependence of HDT of NCH. In case of NCH
there is a marked increase in HDT, from 65 �C for the neat
N6 to 150 �C for 4.7 wt% nanocomposite; beyond that wt%
of MMT, the HDT of nanocomposite levels off. They also
conducted HDT tests of various NCHs prepared with clays
having different lengths and found that HDT also depends
upon the aspect ratio of dispersed clay particles [2]. Like
all other mechanical properties, 1potNCH also shows higher
HDT than that of NCH prepared by in-situ intercalative
polymerization.

Since the degree of crystallinity of Nylon 6/clay nano-
composite is independent of the amount and nature of clay,
the HDT of Nylon 6/clay nanocomposite is due to the pres-
ence of a strong interaction between matrix and silicate sur-
face by forming hydrogen bonds (see Fig. 41). Although
Nylon 6 in nanocomposite stabilizes in a different crystal
phase (�-phase) than that found in pure Nylon 6, this dif-
ferent crystal phase is not responsible for higher mechanical
properties of Nylon 6/clay nanocomposites because �-phase
is a very soft crystal phase. On the other hand, increased
mechanical properties of NCH with increasing clay content
is due to the mechanical reinforcement effect.

The nanodispersion of MMT in the PP matrix also pro-
motes a higher HDT [254]. In Table 16 we summarized the
HDT of PP and its PCNs based on f-MMT and alkylam-
monium modified MMT. Like previous systems, there is a
significant increase in HDT, from 109 �C for the neat PP to
152 �C for a 6 wt% of clay; after that the HDT of nano-
composite levels off. This improvement in HDT of neat PP
after nanocomposite preparation originates from the better
mechanical stability of the nanocomposite compared to the
neat PP since there is no increment of melting point of neat
PP after PCN preparation.

Sinha Ray et al. examined the HDT of neat PLA and
various PLACNs with different load conditions. As seen
in Figure 49a [324], in case of PLACN7 (inorganic clay
content = 5 wt%), there is marked increase of HDT with
intermediate load of 0.98 MPa, from 76 �C for the neat PLA
to 98 �C for PLACN4 (inorganic clay content = 3 wt%). The
value of HDT gradually increases with increasing organoclay
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Table 16. HDT of PP/clay nanocomposites and the respective
unfilled PP.

HDT (�C)Organically modified
MMT (wt%) PP/f-MMT PP/alkyl-MMT

0 109 ± 3 109 ± 3
3 144 ± 5 130 ± 7a

6 152 ± 5 141 ± 7b

9 153 ± 5

a C18-MMT filler, extruder processed.
b 2C18-MMT filler, twin-head mixer.
Source: Reprinted with permission from [254], E. Manias et al., Chem. Mater.

13, 3516 (2001). © 2001, American Chemical Society.

content, and in case of PLACN7, the value increases up to
111 �C.

On the other hand, imposed load dependence on HDT is
clearly observed in case of PLACNs. Figure 49b shows the
typical load dependence in case of PLACN7. The increase
of HDT of neat PLA due to nanocomposite preparation
is a very important property improvement, not only from
the industrial point of view but also molecular control on
the silicate layers, that is, crystallization through interac-
tion between PLA molecules and SiO4 tetrahedral layers
in the MMT. In case of high load (1.81 MPa), it is very
difficult to achieve high HDT enhancement without strong
interaction between polymer matrix and organo-MMT [2].
In case of all PLACNs studied here, the values of the melt-
ing temperature Tm do not change significantly as compared
to that of neat PLA. So the improvement of HDT with
intermediate load (0.98 MPa) originates from the better
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Figure 49. (a) Organoclay (wt%) dependence of HDT of neat PLA
and various PLACNs. (b) Load dependence of HDT of neat PLA and
PLACN7. Reprinted with permission from [324], S. Sinha Ray et al.,
Polymer 44, 857 (2003). © 2003, Elsevier Science.

mechanical stability of the PLACNs due to mechanical rein-
forcement by the dispersed clay particles, higher value of the
degree of crystallinity �c, and intercalation. This is qualita-
tively different from the behavior of the NCH system, where
the MMT layers stabilize in a different crystalline phase (�-
phase) [106] than that found in the neat Nylon 6, with the
strong hydrogen bondings between the silicate layers and
Nylon 6 as a result of the discrete lamellar structure on both
sides of the clay (see Fig. 41).

6.2. Thermal Stability

The thermal stability of polymeric materials is usually stud-
ied by thermogravimetric analysis (TGA). The weight loss
due to the formation of volatile degradation products is
monitored as a function of temperature ramp. When the
heating is operated under an inert gas flow, a nonoxida-
tive degradation occurs while the use of air or oxygen is
allowed following the oxidative degradation of the samples.
Generally the incorporation of clay in the polymer matrix
enhanced the thermal stability by acting as a superior insula-
tor and mass transport barrier to the volatile products gen-
erated during decomposition.

Blumstein [35] first reported the improved thermal sta-
bility of a PCN that combined PMMA and MMT. PMMA
intercalated (d-spacing increase of 0.76 nm) between the
galleries of MMT clay resisted the thermal degradation
under conditions that would otherwise completely degrade
pure PMMA. These PMMA nanocomposites were prepared
by free-radical polymerization of MMA intercalated in the
clay. TGA data reveal that both linear PMMA and cross-
linked PMMA intercalated into MMT layers have a 40–
50 �C higher decomposition temperature. Blumstein argues
that the stability of the PMMA nanocomposite is due not
only to its different structure but also restricted thermal
motion of the PMMA in the gallery.

Recently, there have been lots of reports concerned with
the improved thermal stability of nanocomposites prepared
with various types of organoclay and polymer matrices [339–
341]. Recently Zanetti et al. [275] published the details TG
analyses of nanocomposites based on EVA. The inorganic
phase was florohectorite or MMT, both exchanged with
octadecylammonium cation. According to them the deacy-
lation of EVA in nanocomposites is accelerated and may
occur at temperatures lower than those for the pure poly-
mer or corresponding microcomposite due to catalysis by
the strongly acid sites created by thermal decomposition of
the silicate modifier. These sites are active when there is an
intimate contact between the polymer and the silicate. Slow-
ing down of the volatilization of the deacylated polymer in
nitrogen may be due to the labyrinth effect of the silicate
layers in the polymer matrix [342].

In air, the nanocomposite presents a significant delay of
weight loss that may derive from the barrier effect due to
diffusion of both the volatile thermo-oxidation products to
the gas and oxygen from the gas phase to the polymer.
According to Gilman et al. this barrier effect increases dur-
ing volatilization owing to ablative reassembly of the reticu-
lar of the silicate on the surface [343].

The thermal stability of the PCL-based nanocomposites
has also been studied by TGA. Generally, the degradation
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of PCL fits a two-step mechanism [140]: first there is a sta-
tistical rapture of the polyester chains by pyrolysis of ester
groups with the release of CO2, H2O, and hexanoic acid
and in the second step, �-caprolactone (cyclic monomer) is
formed as a result of an unzipping depolymerization pro-
cess. The thermograms of nanocomposites prepared with
organoclay and pure PCL recovered after clay extraction are
presented Figure 50. Both intercalated and exfoliated nano-
composites show higher thermal stability when compared to
the pure PCL or the corresponding microcomposites. The
nanocomposites exhibit a 25 �C rise in decomposition tem-
perature at 50% weight loss. The shift of the degradation
temperature may be ascribed to a decrease in oxygen and
volatile degradation product permeability/diffusivity due to
the homogeneous incorporation of clay sheets, to a barrier
of these high aspect ratio fillers, and to char formation.
The thermal stability of the nanocomposites systematically
increases with increasing clay; however, above a loading of
5 wt%, the thermal stability is not improved anymore.

But completely different behavior is observed in case
of synthetic biodegradable aliphatic polyester (BAP)/clay
nanocomposite systems, in which the thermal degradation
temperature and thermal degradation rate are systemati-
cally increased with an increasing amount of organoclay
up to 15 wt% [344]. Like PS-based nanocomposites, a
small amount of clay also increased the residual weight
of BAP/OMMT because of the restricted thermal motion
of the polymer in the silicate layers. The residual weight of
various materials at 450 �C increased in the order BAP <
BAP03 < BAP06 < BAP09 < BAP15 (here number indi-
cates wt% of clay). This kind of improved thermal property
is also observed in other systems like SAN [345], the interca-
lated nanocomposites prepared by emulsion polymerization.

Many researchers believe the role of clay in the nano-
composite structure might be the main reason for the
difference in TGA results of these systems compared to
the systems reported thus far. The clay acts as a heat bar-
rier, which could enhance the overall thermal stability of the
system, as well as assisting in the formation of char after
thermal decomposition. Thereby, in the beginning stage of
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Figure 50. Temperature dependence of the weight loss under an air
flow for neat PCL and PCL nanocomposites containing 1, 3, 5, and
10 wt% (relative to inorganics) of MMT-Alk (heating rate: 20 K/min).
Reprinted with permission from [140], B. Lepoittevin et al., Polymer 43,
1111 (2002). © 2002, Elsevier Science.

thermal decomposition, the clay could shift the decomposi-
tion temperature higher. However, after that, this heat bar-
rier effect would result in a reverse thermal stability. In
other words, the stacked silicate layers could hold accumu-
lated heat that could be used as a heat source to accelerate
the decomposition process, in conjunction with the heat flow
supplied by the outside heat source.

6.3. Fire Retardant Properties

The cone calorimeter is the most effective bench-scale
method for studying the fire retardant properties of poly-
meric materials. Fire-relevant properties, measured by the
cone calorimeter, such as heat release rate (HRR), peak
HRR, and smoke and CO yield, are vital to the evaluation
of the fire safety of materials.

Gilman et al. reviewed the flame retardant properties of
nanocomposites in detail [346� 347].

Table 17 represents the cone calorimeter data of three
different kinds of polymers and their nanocomposites with
MMT. From Table 17 we can see that all MMT-based nano-
composites reported here show reduced flammability. Peak
HRR is reduced by 50–75% for Nylon 6, PS, and PP-MA
nanocomposites [347]. According to the authors the MMT
must be nanodispersed for it to affect the flammability of the
nanocomposites. However, the clay need not be completely
delaminated for it to affect the flammability of the nano-
composite. In general, the nanocomposite flame retardant
mechanism is that a high-performance carbonaceous-silicate
char builds up on the surface during burning; this insu-
lates the underlying material and slows the mass loss rate of
decomposition products.

For a PPCN with 4 wt% organoclay [347], there is a
75% reduction in flammability compared to the neat matrix
(see Fig. 51).

6.4. Gas Barrier Properties

Nanoclays are believed to increase the barrier properties by
creating a maze or “tortuous path” (see Fig. 52) that retards
the progress of the gas molecules through the matrix resin.
The direct benefit of the formation of this type of path is
clearly observed in polyimide/clay nanocomposite by show-
ing dramatically improved barrier properties with simulta-
neous decrease in thermal expansion coefficient [211� 213].
The polyimide/layered silicate nanocomposites revealed a
several-fold reduction in the permeability of small gases (e.g.
O2, H2O, He, CO2, and the organic vapor ethylacetate) with
the presence of a small fraction of organoclay. For example,
at 2 wt% clay loading, the permeability coefficient of water
vapor was decreased tenfold for the synthetic mica relative
to pristine polyimide. By comparing nanocomposites made
with layered silicates of various aspect ratios the permeabil-
ity was noted to decrease with increasing aspect ratio.

The O2 gas permeability was measured for the exfoliated
PLA/synthetic mica nanocomposites prepared by Sinha Ray
et al. [348]. The relative permeability coefficient value (i.e.,
PPLACN/PPLA where PPLACN and PPLA stand for the nano-
composite and pure PLA permeability coefficient, respec-
tively) has been plotted as a function of the wt% of clay. The
curve fitting has been achieved by using Nielsen theoretical
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Table 17. Cone calorimeter data of various polymers and their nanocomposites with organoclay.

% Residue Peak HRR Mean HRR Mean Hc Mean SEA Mean CO
Sample (structure) yield (±0�5) (kW/m2) ()%) (kW/m2) ()%) (MJ/kg) (m2/kg) yield (kg/kg)

Nylon 6 1 1010 603 27 197 0�01
N6 nanocomposite 2% 3 686 (32) 390 (35) 27 271 0�01

(delaminated)
N6 nanocomposite 5% 6 378 (63) 304 (50) 27 296 0�02

(delaminated)
PS 0 1120 703 29 1460 0�09
PS-silicate mix 3% 3 1080 715 29 1840 0�09

(immiscible)
PS-nanocomposite 3% 4 567 (48) 444 (38) 27 1730 0�08

(intercalated/delaminated)
PSw/DBDPO/Sb2O3� 30% 3 491 (56) 318 (54) 11 2580 0�14
PP-MA 5 1525 536 39 704 0�02
PP-MA nanocomposite 2% 6 450 (70) 322 (40) 44 1028 0�02

(intercalated/delaminated)
PP-MA nanocomposite 4% 12 381 (75) 275 (49) 44 968 0�02

(intercalated/delaminated)

a Heat flux, 35 kW/m2. Hc , specific heat of combustion; SEA, specific extinction area. Peak heat release rate, mass loss rate, and SEA data, measured at 35 kW/m2,
are reproducible to within ±10�5. The carbon monoxide and heat of combustion data are reproducible to within ±15%.

Source: Reprinted with permission from [347], J. W. Gilman et al., Chem. Mater. 12, 1866 (2000). © 2000, American Chemical Society.

expression [349] allowing the prediction of gas permeability
in function of the length and width of the filler particles as
well as their volume fraction with in the PLA matrix (see
Fig. 53).

In the Nielsen model [349], platelets of length (�Lclay)
and width (�Dclay) of the clay are dispersed parallel in
polymer matrix; then the tortuosity factor (+) can be
expressed as

+ = 1 + 
Lclay/2Dclay�,clay (1)

where ,clay is the volume fraction of dispersed clay particles.
Therefore, the relative permeability coefficient (PPCN/PNeat�
is given by

PPCN/PNeat = +−1 = 1/�1 + 
Lclay/2Dclay�,clay� (2)

where PPCN and PNeat are the permeability coefficient of
PCN and neat polymer, respectively.
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Figure 51. Heat release rate during cone-calorimetry combustion of
heat PP-MA and PPCNs. Reprinted with permission from [347], J. W.
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ical Society.

The H2O-vapor permeability for the PUU/clay nano-
composites is presented by Xu et al. in terms of Pc/Po,
that is, the permeability coefficient of the nanocomposite
(Pc) relative to that of the neat PUU (Po� [350]. The nano-
composite formation results in a dramatic decrease in H2O-
vapor transmission through the PUU sheet. The solid lines
are based on the argument of the tortuosity model for the
aspect ratio of 300 and 1000. A comparison between the
experimental values and the theoretical model prediction
suggests a gradual change in the effective aspect ratio of the
filler (Lclay/Dclay�.

6.5. Ionic Conductivity

Solvent-free electrolytes are of much interest because of
their charge-transport mechanism and their possible applica-
tions in electrochemical devices. With this background, Vaia
et al. [152] have considered the preparation of PEO/clay
nanocomposites to fine tune ionic conductivity of PEO.
An intercalated nanocomposite prepared by melt interca-
lation of PEO (40 wt%) into Li+-MMT (60 wt%) has
shown to enhance the stability of the ionic conductivity
at lower temperature when compared to a more conven-
tional PEO/LiBF4 mixture. This improvement in conductiv-
ity is explained by the fact that PEO is not able to crys-
tallize when intercalated, hence eliminating the presence
of crystallites, nonconductive in nature. The higher con-
ductivity at room temperature compared to conventional

Conventional composites
“Tortuous path” in layered silicate

nanocomposites

Figure 52. Formation of tortuous path in polymer/clay nanocomposites.
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PEO/LiBF4 electrolytes with a single ionic conductor charac-
ter makes those nanocomposites new promising electrolyte
materials. The same type of behavior in ionic conductivity
is also observed in case of poly[bis(methoxy-ethoxy) ethoxy
phosphazene]/Na+-MMT nanocomposite as prepared by
Hutchison et al. [351].

In a recent report, Okamoto et al. [12] have reported the
correlation between internal structure and ionic conductivity
behavior of PMMA/clay and PS/clay nanocomposites having
various dispersed morphologies of the clay layers by using an
impedance analyzer in the temperature range of 90–150 �C.
The nanocomposites having finer dispersion of the clay lay-
ers exhibit higher ionic conductivity rather than the other
systems such as PMMA/clay nanocomposite with stacking
layer structure. The activation energy of the conductivity in
finer dispersed morphology systems becomes larger than the
other systems and the corresponding organoclay solids.

6.6. Optical Transparency

Although layered silicates are micrometer in lateral size,
they are just 1 nm thick. Thus, when single layers are dis-
persed in a polymer matrix, the resulting nanocomposite is
optically clear in the visible region. Strawhecker and Manias
have reported the ultraviolet (UV)/visible transmission spec-
tra of pure PVA and PVA/Na+-MMT nanocomposites with
4 and 10 wt% MMT [87]. The spectra show that the visi-
ble region is not affected at all by the presence of the sil-
icate layers and retains the high transparency of the PVA.
For the UV wavelengths, there is strong scattering and/or
absorption, resulting in very low transmission of the UV
light. This behavior is not surprising as the typical MMT
lateral sizes are 50–1000 nm.

Like PVA, various other polymers also show optical
transparency after nanocomposite preparation with organ-
oclay [254].

6.7. Biodegradability of Green
Polymeric Nanocomposites

Another most interesting and exciting aspect of nano-
composite technology is the significant improvement of
biodegradability of biodegradable polymers after nano-
composite preparation with organoclay. There is a need for

the development of green polymeric materials that would not
involve the use of toxic or noxious components in their
manufacture and could be degraded in the natural envi-
ronment or easily recycled. Aliphatic polyesters are among
the most promising materials for the production of envi-
ronmentally friendly biodegradable plastics. Biodegradation
of aliphatic polyester is well known, in that some bacteria
degrade them by producing enzymes, which attack the poly-
mer. Tetto et al. [352] first reported some results about the
biodegradability of nanocomposites based on PCL, where
the authors found that the PCL/clay nanocomposites showed
improved biodegradability compared to pure PCL. Accord-
ing to them, the improved biodegradability of PCL after
nanocomposite formation may be due to the catalytic role
of the organoclay in the biodegradation mechanism. But still
it is unclear how the clay increases the biodegradation rate
of PCL.

Recently, Lee et al. [332] reported the biodegradation
of aliphatic polyester based nanocomposites under com-
post. Figure 54a and b respectively represents the clay
content dependence of biodegradation of APES based nano-
composites prepared with two different types of clays. They
assumed that the retardation of biodegradation is due to the
improvement of the barrier properties of the aliphatic APES
after nanocomposites preparation with clay. However, there
are no data about permeability.
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Very recently, Sinha Ray et al. [318� 324] first reported
the biodegradability of neat PLA and corresponding nano-
composites prepared with trimethyl octadecylammonium
modified MMT (C3C18-MMT) with detailed mechanisms.
The compost used was prepared from food waste and tests
were carried out at temperature of 58 ± 2 �C. Figure 55a
shows the real picture of the recovered samples of neat
PLA and PLACN4 (C3C18-MMT = 4 wt%) from compost
with time. The decreased Mw and residual weight per-
centage Rw of the initial test samples with time are also
reported in Figure 55b. The biodegradability of neat PLA
is significantly enhanced after PCN preparation. Within one
month, both extent of Mw and extent of weight loss are at
almost the same level for both PLA and PLACN4. However,
after one month, a sharp change occurs in weight loss of
PLACN4, and within two months, it is completely degraded
in compost. The degradation of PLA in compost is a com-
plex process involving four main phenomena, namely: water
absorption, ester cleavage and formation of oligomer frag-
ments, solubilization of oligomer fragments, and finally dif-
fusion of soluble oligomers by bacteria [353]. Therefore,
the factor that increases the hydrolysis tendency of PLA
ultimately controls the degradation of PLA. They expect
the presence of terminal hydroxylated edge groups of the
silicate layers may be one of the factors responsible for
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Figure 55. (a) Real picture of biodegradability of neat PLA and
PLACN4 recovered from compost with time. Initial shape of the crys-
tallized samples was 3× 10× 0�1 cm3. (b) Time dependence of residual
weight Rw and of matrix Mw of PLA and PLACN4 under compost at
58 ± 2 �C. Reprinted with permission from [324], S. Sinha Ray et al.,
Polymer 44, 857 (2003). © 2003, Elsevier Science.

this behavior. In case of PLACN4, the stacked (∼4 layers)
and intercalated silicate layers are homogeneously dispersed
in the PLA matrix (from TEM image) and these hydroxy
groups start heterogeneous hydrolysis of the PLA matrix
after absorbing water from compost. This process takes
some time to start. For this reason, the weight loss and
degree of hydrolysis of PLA and PLACN4 are almost same
up to one month (see Fig. 55b). However, after one month
there is a sharp weight loss in case of PLACN4 compared
to that of PLA. That means one month is a critical value
to start heterogeneous hydrolysis, and due to this type of
hydrolysis the matrix becomes very small fragments and dis-
appears with the compost. This assumption was confirmed
by conducting the same type of experiment with PLACN
prepared by using dimethyl dioctdecyl ammonium salt modi-
fied synthetic mica which has no terminal hydroxylated edge
group, and the degradation tendency was almost the same
with neat PLA [354].

They also conducted respirometric testing to study degra-
dation of the PLA matrix in compost environment at
58 ± 2 �C. For this test the compost used was made
from bean-curd refuse, food waste, and cattle feces.
Unlike weight loss, which reflects the structural changes
in the test sample, CO2 evolution provides an indica-
tor of the ultimate biodegradability of PLA in PLACN4
(prepared with N (cocoalkyl)N�N -[bis(2-hydroxyethyl)]-N -
methylammonium modified synthetic mica), that is,
mineralization, of the samples. Figure 56 shows the time
dependence of the degree of biodegradation of neat PLA
and PLACN4, indicating that the biodegradability of PLA in
PLACN4 is enhanced significantly. The presence of organ-
oclay may thus cause a different mode of attack on the PLA
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(2002). © 2002, Wiley–VCH.
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component, which might be due to the presence of hydroxy
groups. Details degrading the mechanism of biodegradability
are presented in relevant literature [317� 354].

6.8. Other Properties

Another property of polymer that is strongly affected by the
incorporation of layered silicates is a sharp increase of the
scratch resistance [254], dimensional stability [355], and sol-
vent resistance [355] via nanocomposite technology.

7. CRYSTALLIZATION OF
POLYMER/CLAY NANOCOMPOSITES

7.1. Spherulitic Texture and Growth

Crystallization of PCNs might be a good tool for controlling
the structure od PCNs and thereby the various properties.
Maiti et al. [260] have reported an example of the time vari-
ation of the diameter of the spherulite D for PP-MA and
PP/clay nanocomposites at 135 �C (see Fig. 57). A linear
growth of D is seen in a range of t scale for PP-MA, PPCN2,
and PPCN7.5. The linear growth rate G �=1/2
dD/dt��,
defined as the initial slope of the plots, slightly increases
with increasing clay content. From the extrapolation of D vs
t plots, we estimated the onset time t0, which corresponds
to the induction time of the crystallization. The t0 of both
PPCNs decreases with clay content compared to the PP-MA
matrix without clay. The reduction of t0 in the PPCNs is
attributed to the nature of the clay as the nucleating agent.
For PPCNs, G shows almost the same value compared to
PP-MA without clay. In spite of the increase in clay con-
tent, the dispersed clay particles have not much effect on
the crystallization and no big acceleration of G in the crys-
tallization of the PPCNs is seen. In the changes in t0 with
crystallization temperture Tc, the PPCNs show remarkably
short time especially at high Tc, suggesting that the dispersed
clay particles have some contribution to enhance the nucle-
ation as mentioned. The primary nucleation density of the
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Figure 57. Spherulitic diameter as a function of crystallization time at
Tc = 130�0 �C. The arrow indicates the induction time of crystalliza-
tion for PP-MA. Reprinted with permission from [260], P. Maiti et al.,
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spherulites (i.e., the number of heterogeneous nuclei N ) was
given by

N = 
3/4.�
Dm/2�
−3 (3)

where Dm is the maximum diameter of the spherulite (i.e.,
the attainable diameter before impingement). The calcu-
lated values of N at 130 �C were 4 × 10−8 for PP-MA,
50 × 10−8 for PPCN2, and 200 × 10−8 �m−3 for PPCN7.5,
respectively. The time variation of the volume fraction of
the spherulites increases in proportion to NG3 (�overall
crystallization rate). This fact suggests that the overall crys-
tallization rate of the PPCNs is about one or two orders of
magnitude higher than that of matrix PP-MA without clay.

7.2. Formation of �-Form in PPCNs

Maiti et al. [261] have reported the temperature dependence
of the fraction of �-form f� . The value of f� was calculated
from the area of the specific peak, compared to the total
area of � and �-forms. At low Tc (<100 �C) PP-MA does not
exhibit �-crystals, but their content increases with increasing
Tc. The fraction of �-form consistently increases with clay
content in PPCNs, compared to PP-MA, at every Tc. Lotz
et al. [356] reported that � crystals are nucleated on the lat-
eral (010) faces of � crystal and appear to be favored by,
or linked to, the absence of chain folding. The mobility of
the PP-MA matrix is significantly reduced in the presence of
maleic anhydride grafting in the main chain, which causes
lowering of chain folding especially at high Tc. In the pres-
ence of clay particles in PPCNs, the movements of polymer
chains inside the clay particles are restricted. The correla-
tion length of the clay particles is roughly the same as that
of radius of gyration of the matrix [30]. Thus, the formation
of �-phase is enhanced in the presence of clay particles.

7.3. Intercalation during Crystallization

In the PPCNs, at high Tc (≥110 �C), where the crystallization
rate is low enough to solidify the system, the intercalation
should be anticipated in the melt state during crystalliza-
tion [31]. The driving force of the intercalation originates
from strong hydrophilic interaction between the MA group
and the polar clay surfaces [30� 245]. With increasing Tc,
the small peak and shoulder shift toward the smaller angle
region in the PPCNs, suggesting that the extent of interca-
lation takes place with crystallization [260].

Figure 58 shows d
001� of the clay gallery quantitatively, as
a function of Tc, obtained from their respective Bragg reflec-
tions. Here, in case of PPCN2, the peak is not prominent.
The dotted line shows the effect of annealing on the d
001�
value of organoclay. The d
001� increases with Tc for both
PPCN4 and PPCN7.5 systems and PPCN4 always exhibits a
significantly higher value than that of PPCN7.5. These imply
that intercalation proceeds at Tc and increases with decreas-
ing clay content. Further decrease of clay content from 4 to
2 wt% in PPCN2 leads to a partially exfoliated system as
discussed in Section 3.1. That is, the PPCN with low clay
content crystallized at high Tc (≥110�0 �C) exhibits a higher
amount of intercalation than that with high clay content
crystallized at any Tc.
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Figure 58. Tc dependence of the interlayer spacing of PPCN4 and
PPCN7.5. The broken line shows the annealing effect on organoclay.
Reprinted with permission from [260], P. Maiti et al., Macromolecules
35, 2042 (2002). © 2002, American Chemical Society.

At high Tc (≥110 �C) (low crystallization rate), the melt
state exists for quite a long time and PP-MA chains have
enough time to intercalate before crystallization can occur in
the bulk. Then the enhanced intercalation is produced. The
extent of intercalation is strongly dependent on the time of
the molten state. In other words, the intercalated PPCNs are
not equilibriated. By decreasing the clay content in the nano-
composites, the virtual gallery space in the silicate layers
decreases and consequently, the PP-MA molecules would try
to accommodate, through interaction, in the minimum space
causing higher intercalated species. For sufficiently low clay
content, a system like PPCN2, having less gallery space, is
partially exfoliated due to the high number density of the
tethering junction.

There are two possible ways to order polymer chains
inside the silicate gallery. Either (1) polymer molecules
escape from gallery and crystallize outside (diffuse out) or
(2) molecules may penetrate into the silicate gallery when
they are in the molten state (diffuse in). When PPCN4 is
directly crystallized from the melt at 70.0 �C for two differ-
ent times of 30 min and 17 h, the interlayer spacing is the
same (2.75 nm). If PPCN4 melt is annealed at 150.0 �C, just
above Tm (=145�0 �C) for sufficiently long time and then
subsequently crystallized at 70.0 �C for 30 min, the interlayer
spacing increases to 2.96 nm. Furthermore, when PPCN4
is crystallized from the melt at 30 �C, where the crystal-
lization rate is slow enough, the interlayer spacing becomes
3.08 nm. All these experiments indicate that the extent
of intercalation is strongly dependent on the time of the
molten state, and ordering of polymer chains occurs through
a diffuse-in mechanism. In other words, a slower crystalliza-
tion rate makes a more intercalated species as molten poly-
mer molecules have sufficient time to diffuse into the silicate
gallery. Based on the WAXD and TEM micrographs, the
nature of intercalation has been represented by Maiti et al.
[260� 261] in Figure 59. Thus, by suitably crystallizing the
PPCNs we can control the fine structure (confined orienta-
tion) of the PCNs.

Silicate layer of clay

Stearyl ammonium
Maleic anhydride group

PP molecule

1) Low T g

1) High Tc

2) Moderate clay content

2) High clay content

Low clay content

Figure 59. The illustration for a diffuse-in mechanism by suitable crys-
tallization. Reprinted with permission from [260], P. Maiti et al., Macro-
molecules 35, 2042 (2002). © 2002, American Chemical Society.

7.4. Effect of Intercalation on Enhancement
of Dynamic Modulus

According to the prediction of Khare et al. [357], the
confinement of polymer chains increases the viscosity and
mechanical properties of the system significantly. One can
expect some difference in mechanical properties with the
change of the degree of intercalation in the PPCNs vis-à-
vis the clay content and Tc (see Table 18). It is clear from
the table that for a particular Tc, G′ increases with increas-
ing clay content. The PP-MA crystallized at 130 �C exhibits
a 9.9% increase in G′ compared to the sample crystallized
at 70.0 �C. PPCN7.5 and PPCN4 show 13.3 and 30.6%
increases, respectively, in the same condition. The effect of
Tc on G′ is in the order of PP-MA < PPCN7.5 < PPCN4.
It may be recalled that the Tc dependence of d
001� showed
the order of intercalation PPCN7.5 < PPCN4 in Figure 58.
This implies that much higher efficiency of the intercala-
tion for the reinforcement is attained in the PPCN4. For
PPCN2, owing to the partial exfoliation, the degree of inter-
calation decreases and hence the modulus decreases com-
pared to the low Tc condition (=70 �C). Here, it should
be mentioned that the crystallinity increases a little bit with
increasing Tc for both PP-MA and PPCNs and the extent is
almost same for all the systems. So it is believed that not
the crystallinity but the degree of intercalation does affect
the storage modulus.

7.5. Crystallization Controlled
by Silicate Surfaces

The formation of �-form in the presence of clay in the NCH
system is well known [117]. The essential difference between
the �-form and the �-form is the molecular packing; in the
�-form hydrogen bondings are formed between antiparal-
lel chains while the molecular chains have to twist away
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Table 18. Dynamic storage modulus of PP-MA and PPCNs at T =
50 �C crystallized at different temperatures.

System Tc
�C G′ × 10−8 (Pa) % Increase

PP-MA 70 2�92 9�9
130 3�21

PPCN2 70 4�79
130 4�50

PPCN4 70 5�16 30�6
130 6�74

PPCN7.5 70 7�49 13�3
130 8�49

Source: Reprinted with permission from [260], P. Maiti et al., Macromolecules
35, 2042 (2002). © 2002, American Chemical Society.

from the zigzag planes to form the hydrogen bonds among
the parallel chains in �-form giving rise to lesser interchain
interaction as compared to the �-form.

The lamellar morphology and distribution of clay parti-
cles in NCH (N6CN3.7) (MMT = 3�7 wt%), crystallized at
170 and 210.0 �C have been reported by Maiti et al. [358] in
Figure 60. The white strips (Fig. 60a) represent the discrete
lamellar pattern, and after a close look, a black clay par-
ticle inside the lamella is clearly observed. In other words,
lamellar growth occurs on both sides of the clay particles
(i.e., the clay particle is sandwiched by the formed lamella).
This is a unique observation of lamellar orientation on the
clay layers. In the semicrystalline polymer generally stacked
lamellar orientation takes place. The lamellar pattern at
high Tc (Fig. 60b) is somehow similar but along with the
sandwiched structure, branched lamellae are formed which
are originated from the parent sandwiched lamella. There
are no clay particles found inside the branch lamella and
the �-phase having irregular chain packing with distortion
(�∗-phase) is formed as revealed by WAXD which one can
observe only in case of high Tc crystallized nanocomposites.
This epitaxial growth (�∗-phase) on the parent lamella forms
the shish-kebab-type of structure, which virtually enhances
the mechanical properties of the nanocomposites. From this
sandwiched structure the accurate determination of long
spacing and lamellar thickness of N6CN3.7 from small angle
X-ray scattering is questionable [116]! It has to be remem-
bered that Nylon 6 has the highest capability of form-
ing hydrogen bonding to form a hydrogen-bonded sheet.
The pseudohexagonal packing is favored with the hydrogen

100 nm Enlarge view of one
particular lamella

(a)

100 nm

(b)

Figure 60. TEM micrographs of N6C3.7 crystallized at (a) 170 and
(b) 210 �C. The black strip inside the white part is clay. (b) The typical
shish-kebab type of structure.

bonding between the silicate layers and Nylon 6. As a result
the induction time of N6CN3.7 becomes very short, as com-
pared to neat Nylon 6. Once one molecular layer is nucle-
ated on the clay surface, other molecules may form the
hydrogen bonding on the already formed hydrogen-bonded
molecule to the silicate surface giving rise to the discrete
lamellar structure on both side of the clay. This unique
mechanism can well explain the higher crystallization rate
of PCNs along with morphology and developed internal
structure. This sandwiched structure (each silicate layer is
strongly covered by polymer crystals) makes the system very
rigid. As a result the HDT increases up to 80 �C but the
surrounding excess amorphous part (lower crystallinity of
N6CN3.7 as compared to neat Nylon 6) can easily retain
the polymeric properties like impact strength and ultimately
makes a improved/perfect system in PCNs.

8. MELT RHEOLOGY OF
POLYMER/CLAY NANOCOMPOSITES

8.1. Linear Viscoelastic Properties

The measurement of rheological properties of the PCNs
under molten state is crucial to gain a fundamental
understanding of the nature of the processability and the
structure–property relationship for these materials. Dynamic
oscillatory shear measurements of polymeric materials are
generally performed by applying a time dependent strain of
�
t� = �o sin
t� and the resultant shear stress is 0
t� =
�o�G

′ sin
t�+G′′ cos
t��, with G′ and G′′ being the stor-
age and loss modulus, respectively.

Generally, the rheology of polymer melts strongly
depends on the temperature at which the measurement is
carried out. It is well known that for the thermorheolog-
ical simplicity, isotherms of storage modulus (G′
�), loss
modulus (G′′
�), and complex viscosity (��∗�
�) can be
superimposed by horizontal shifts along the frequency axis:

bTG
′
aT� Tref� = bTG

′
� T �

bTG
′′
aT� Tref� = bTG

′′
� T �

��∗�
aT� Tref� = ��∗�
� T �
where aT and bT are the frequency and vertical shift fac-
tors, and Tref is the reference temperature. All isotherms
measured for pure polymer and for various PCNs can be
superimposed along the frequency axis.

In case of polymer samples, it is expected, at the tem-
peratures and frequencies at which the rheological measure-
ments were carried out, that the polymer chains should be
fully relaxed and exhibit characteristic homo-polymer-like
terminal flow behavior (i.e., curves can be expressed by a
power law of G′ ∝ 2 and G′′ ∝ ).

The rheological properties of in-situ polymerized nano-
composites with end-tethered polymer chains were first
described by Krisnamoorti and Giannelis [135]. The flow
behavior of PCL- and Nylon 6-based nanocomposites
differed extremely from that of the corresponding neat
matrices, whereas the thermorheological properties of the
nanocomposites were entirely determined by that behavior
of matrices [135]. The slope of G′
� and G′′
� versus aT
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is much smaller than 2 and 1, respectively. Values of 2 and
1 are expected for linear homodispersed polymer melts, and
large deviations especially in the presence of a very small
amount of layered silicate loading may be due to the for-
mation of network structure in the molten state. However,
such nanocomposites based on the in-situ polymerization
technique exhibit fairly broad molar mass distribution of the
polymer matrix, which hides the structure relevant informa-
tion and impedes the interpretations of the results.

To date, the melt state linear dynamic oscillatory shear
properties of various kinds of nanocomposites have been
examined for a wide range of polymer matrices includ-
ing Nylon 6 with various matrix molecular weights [119],
PS [71], PS-PI block copolymers [102� 103], PCL [140], PP
[25� 248� 265], PLA [34� 324], PBS [326–329], and so on
[359–361].

The linear dynamic viscoelastic master curves for the neat
PLA and various PLACNs are shown in Figure 61 [324].
The linear dynamic viscoelastic master curves were gener-
ated by applying a time–temperature superposition principle
and shifted to a common temperature Tref using both fre-
quency shift factor aT and modulus shift factor bT. The mod-
uli of the PCNs increase with increasing clay loading at all
frequencies . At high ’s, the qualitative behavior of G′
�
and G′′
� is essentially the same and unaffected by fre-
quencies. However, at low frequencies G′
� and G′′
�
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Figure 61. Reduced frequency dependence of storage modulus, loss
modulus, and complex viscosity of neat PLA and various PLACNs.
Reprinted with permission from [324], S. Sinha Ray et al., Polymer 44,
857 (2003). © 2003, Elsevier Science.

increase monotonically with increasing clay content. In the
low frequency region, the curves can be expressed by power
law of G′
� ∝ 2 and G′′
� ∝  for neat PLA, suggesting
that this is similar to those of the narrow Mw distribution
homopolymer melts. On the other hand, for aT < 5 rad s−1,
the viscoelastic response [particularly G′
�] for all the
nanocomposites displays significantly diminished frequency
dependence as compared to the matrices. In fact, for all
PLACNs, G′
� becomes nearly independent at the low aT
and exceeds G′′
�, characteristic of materials exhibiting a
pseudo-solid-like behavior [135]. The terminal zone slopes
values of both neat PLA and PLACNs are estimated at
the lower aT region (<10 rad s−1) and are presented in
Table 19. The lower slope values and the higher absolute
values of the dynamic moduli indicate the formation of “spa-
tially linked” structures in the PLACNs under the molten
state [362]. Because of this structure or highly geometric
constraints, the individual stacked silicate layers are inca-
pable of freely rotating and hence by imposing small aT,
the relaxations of the structure are prevented almost com-
pletely. This type of prevented relaxation due to the highly
geometric constraints of the stacked and intercalated sili-
cate layers leads to the presence of the pseudo-solid-like
behavior as observed in PLACNs. This behavior probably
corresponds to the shear-thinning tendency, which strongly
appears in the viscosity curves (aT < 5 rad s−1) (��∗� vs
aT) [57]. Such a feature strongly depends on the shear rate
in the dynamic measurement because of the formation of
the shear-induced alignment of the dispersed clay particles
[363].

The temperature dependence frequency shift factors (aT,
Williams–Landel–Ferry type [364]) used to generate mas-
ter curves shown in Figure 61 are shown in Figure 62. The
dependence of the frequency shift factors on the silicate
loading suggests that the temperature-dependent relaxation
process observed in the viscoelastic measurements is some-
how affected by the presence of the silicate layers [135]. In
case of N6CN3.7, where the hydrogen bonding occurs on
the already formed hydrogen-bonded molecule to the sil-
icate surface, the system exhibits large value of flow acti-
vation energy (estimated from the slope in Fig. 62a) near
one order higher in magnitude compared with that of neat
Nylon 6 [365].

The shift factor bT shows a large deviation from a simple
density effect; it would be expected that the values would
not vary far from unity [364]. One possible explanation is an
internal structure development occurring in PLACNs during
measurement (shear process). The alignment of the silicate
layers probably supports PCN melts to withstand the shear
force, thus leading to the increase in the absolute values of
G′
� and G′′
�.

Table 19. Terminal slopes of G′ and G′′ vs aT for PLA and various
PLACNs.

System G′ G′′

PLA 1�3 0�9
PLACN4 0�2 0�5
PLACN5 0�18 0�4
PLACN7 0�17 0�32
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Figure 62. (a) Frequency shift factors aT and (b) modulus shift factor
bT as a function of temperature.

Galgali et al. [248] have also shown that the typical rhe-
ological response in nanocomposites arises from frictional
interactions between the silicate layers and not due to the
immobilization of confined polymer chains between the sil-
icate layers. They have also shown a dramatic decrease in
the creep compliance for the PPCH6 prepared with PP-MA
and 6 wt% MMT. On the other hand, for PPCH9 prepared
with PP-MA and 9 wt% of MMT, Galgali et al. [248] showed
a dramatic three order of magnitude drop in the zero shear
viscosity beyond the apparent yield stress, suggesting that
the solidlike behavior in the quiescent state is a result of the
percolated structure of the layered silicate.

Ren et al. [102] measured the viscoelastic behavior of a
series of nanocomposites of disordered PS-PI block copoly-
mer and MMT. Dynamic moduli and stress relaxation mea-
surements indicate solidlike behavior for nanocomposites
with more than 6.7 wt% MMT, at least on a time scale in the
order of 100 s. According to them, this solidlike behavior
is due to the physical jamming or percolation of the ran-
domly distributed silicate layers at a surprisingly low volume
fraction due to their anisotropic nature. The fact that align-
ment of the silicate layers by large shear stresses results in a
more liquidlike relaxation behavior supports the percolation
agreement.

A solidlike rheological response is also observed for PCL-
based nanocomposites with organoclay content of 3 wt% or
more [140]. G′
� and G′′
� in the terminal region are sub-
stantially increased for all the studied nanocomposites com-
pared with neat PCL and or PCL-based microcomposites.

Recently, Fornes et al. [119] have conducted dynamic
and steady shear capillary experiments of pure Nylon 6

with different molecular weights and their nanocomposites
with organoclay over a large range of frequencies and
shear rates. Figure 63 shows logarithmic plots of com-
plex viscosity, ��∗� vs  at 240 �C for pure Nylon 6 and
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Figure 63. Complex viscosity vs frequency from a dynamic parallel plate
rheometer (solid points) and steady shear viscosity vs shear rate from
a capillary rheometer (open points) at 240 �C for (a) pure HMW-
Nylon 6 and its nanocomposite with (HE)2M1R1 organoclay, (b) pure
MMW-Nylon 6 and its nanocomposite with (HE)2M1R1 organoclay, and
(c) pure LMW-Nylon 6 and its nanocomposite with (HE)2M1R1 organ-
oclay. The content of MMT in each nanocomposite = 3 wt%. Reprinted
with permission from [119], T. D. Fornes et al., Polymer 42, 9929 (2001).
© 2001, Elsevier Science.
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(HE)2M1R1 nanocomposites based on (a) HMW, (b) MMW,
and (c) LMW obtained using the parallel plate oscillat-
ing rheometer. Figure 63 also shows a plot of steady-state
shear viscosity � versus shear rate � obtained using a cap-
illary rheometer. From the figure we can see a significant
difference between the nanocomposites particularly at low
frequencies. The HMW-based nanocomposites show very
strong non-Newtonian behavior and this is more pronounced
at the low frequency region. On the other hand, this non-
Newtonian behavior gradually decreases with decreasing
molecular weight of the matrix, and with LMW it behaves
like pure polymer. This particular trend is more clearly
observed in plot of G′ vs  due to the extreme sensitivity
of G′ toward dispersed morphology under the molten state
[119]. The difference in terminal zone slopes may be due
to the different extent of exfoliation of the clay particles in
three types of matrices.

At the other extreme, the steady shear capillary shows
a trend with respect to the matrix molecular weight. The
HMW- and MMW-based nanocomposites show lower vis-
cosities compared to that of their corresponding matri-
ces, whereas viscosities of LMW-based nanocomposites are
lower than pure matrix. According to them, this behavior
also due the higher degree of exfoliation in case of HMW-
and MMW-based nanocomposites compared to the LMW-
based nanocomposite.

Finally they considered the differences in the melt viscos-
ity among the three systems. Over the range of frequencies
and shear rates tested, the melt viscosity of the three systems
follow the order HMW > MMW > LMW, and hence the
resulting shear stresses exerted by the pure polymers also
follows same order. Therefore, during melt mixing, the level
of stress exerted on the organoclay by the LMW polyamide
is significantly lower than those developed in presence of
HMW or MMW polyamides. As a result the breakup of clay
particles is much easier in case of HMW polyamide and ulti-
mately improved the clay particle dispersion.

Figure 64 shows schematic suggestions of various roles
that shear stress may play during the melt compounding
of nanocomposites. Therefore, the role of polymer molec-
ular weight is believed to stem from the fact that a melt
viscosity exerts the taller stacks into shorter ones. The
final step in exfoliation involves peeling the platelets of
the stacks one by one, and this takes time and requires a
strong matrix–organoclay interaction to cause spontaneous
wetting.

8.2. Steady Shear Flow

The steady shear rheological behaviors of neat PBS and var-
ious PBSCNs are shown in Figure 65. The steady viscos-
ity of PBSCNs is enhanced considerably at all shear rates
with time and at a fixed shear rate increases monotonically
with increasing silicate loading [327]. On the other hand, all
intercalated PBSCNs exhibit strong rheopexy behavior, and
this becomes prominent at low shear rates, while neat PBS
exhibits a time independent viscosity at all shear rates. With
increasing shear rates, the shear viscosity attains a plateau
after a certain time, and the time required to attain this
plateau decreases with increasing shear rates. The possible
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Shearing of platelet stacks leads to smaller tactoids

Platelets peel apart by combined diffusion/shear process

Stacks of silicate
platelets of tactoids
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Figure 64. Stemwise mechanism of clay platelets exfoliation during
melt compounding: (a) organoclay breakup, (b) intercalated organoclay
tactoid breakup, and (c) platelet exfoliation. Reprinted with permission
from [119], T. D. Fornes et al., Polymer 42, 9929 (2001). © 2001, Elsevier
Science.

reasons for this type of behavior may be the planer align-
ment of the clay particles toward the flow direction under
shear. When the shear rate is very slow (0.001 s−1), clay par-
ticles take longer to attain complete planer alignment along
the flow direction, and this measurement time (1000 s) is
too short to attain such alignment and hence shows strong
rheopexy behavior. On the other hand, under high shear
rates (0.005 or 0.01 s−1) this measurement time is consid-
erable enough to attain such alignment, and hence nano-
composites show time independent shear viscosity after a
certain time.

Figure 66 shows shear rate dependence of viscosity for
neat PBS and corresponding nanocomposites measured at
120 �C. The neat PBS exhibits almost Newtonian behavior
at all shear rates, whereas nanocomposites exhibited non-
Newtonian behavior. At very low shear rates, shear viscos-
ity of nanocomposites initially exhibits some shear-tickening
behavior and this corresponds to the rheopexy behavior as
we observed at very low shear rates (see Fig. 65). After that
all nanocomposites show very strong shear thinning behavior
at all shear rates and this behavior is analogous to the results
obtained in case of dynamic oscillatory shear measurements
[324]. Additionally, at very high shear rates, the viscosities of
nanocomposites are comparable to that of neat PBS. These
observations suggest that the silicate layers are strongly ori-
ented toward the flow direction at high shear rates, and
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Figure 65. Time variation of shear viscosity for PBSCN. Reprinted with
permission from [327], S. Sinha Ray et al., Macromolecules 36, 2355
(2003). © 2003, American Chemical Society.

shear thinning behavior at high shear rates is dominated by
that of neat polymer.

The PCNs always exhibit significant deviation from Cox–
Merz relation [366], while all neat polymers nicely obey
the empirical Cox–Merz relation, which requires that for
�̇ = , the viscoelastic data should obey the relationship
�
�̇� = ��∗�
�. We believe there are two possible rea-
sons for the deviation from the Cox–Merz relation in case
of nanocomposites: first of all this rule is only applicable
for homogenous systems like homopolymer melts but nano-
composites are heterogeneous systems. For this reason this
relation is nicely obeyed in case of neat polymer [327].
Second, the structure formation is different when nano-
composites are subjected to dynamic oscillatory shear and
steady shear measurements.
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Figure 66. Shear viscosity as a function of shear rates for the shear rate
sweep test. Reprinted with permission from [327], S. Sinha Ray et al.,
Macromolecules 36, 2355 (2003). © 2003, American Chemical Society.

8.3. Elongational Flow and
Strain-Induced Hardening

Okamoto et al. [256] first conducted elongation tests of
PP/clay nanocomposites (PPCN4) under molten state at
constant Hencky strain rate �̇0 using an elongation flow
optorheometry [367], and also they attempted to control the
alignment of the dispersed silicate layers with nanometer
dimensions of an intercalated PPCNs under uniaxial elon-
gational flow.

Figure 67 shows double logarithmic plots of transient
elongational viscosity �E
�̇02 t� against time t observed for
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Figure 67. Time variation of elongational viscosity �E
�̇02 t� for
(a) N6CN3.7 melt at 225 �C and for (b) PPCN4 at 150 �C. The solid
line shows three times the shear viscosity, 3�E
�̇2 t�, taken at a low
shear rate �̇ = 0�001 s−1 on a cone-plate rheometer.
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a Nylon 6/clay system (N6CN3.7) and PPCN4 (MMT =
4 wt%) with different Hencky strain rates �̇0 ranging from
0.001 to 1.0 s−1. The solid curve represents time develop-
ment of threefold shear viscosity, 3�0
�̇2 t�, at 225 �C with
a constant shear rate �̇ = 0�001 s−1. In �E
�̇02 t� at any
�̇0, N6CN3.7 melt shows a weak tendency of strain-induced
hardening as compared to that of PPCN4 melt. A strong
behavior of strain-induced hardening for the PPCN4 melt
originated from the perpendicular alignment of the silicate
layers to the stretching direction as reported by Okamoto
et al. [256].

From TEM observations (see Fig. 60), the N6CN3.7 forms
a fine dispersion of the silicate layers of about 100 nm in
Lclay, 3 nm thickness in dclay, and �clay of about 20–30 nm
between them. The �clay value is one order of magnitude
lower than the value of Lclay, suggesting the formation of
spatially linked like structures of the dispersed clay particles
in Nylon 6 matrix. For N6CN3.7 melt, the silicate layers are
densely dispersed into the matrix and hence difficult to align
under elongational flow. Under flow fields, the silicate layers
might translationally move, but not rotationally in such a
way that the loss energy becomes minimum. This tendency
was also observed in PPCN7.5 melt having a higher content
of MMT (=7�5 wt%) [365].

On the other hand, one can observe two features for
the shear viscosity curve. First, the extended Trouton rule,
3�0
�̇2 t� � �E
�̇02 t�, does not hold for both N6CN3.7 and
PPCN4 melts, as opposed to the melt of ordinary homopoly-
mers. The latter, �E
�̇02 t�, is more than 10 times larger
than the former, 3�0
�̇2 t�. Second, again unlike ordinary
polymer melts, 3�0
�̇2 t� of N6CN3.7 melt increases contin-
uously with t, never showing a tendency of reaching a steady
state within the time span (600 s or longer) examined here.
This time-dependent thickening behavior may be called anti-
thixotropy or rheopexy. Via slow shear flow (�̇ = 0�001 s−1�,
3�0
�̇2 t� of N6CN3.7 exhibits a much stronger rheopexy
behavior almost two orders of magnitude higher than that of
PPCN4. This reflects a fact that the shear-induced structural
change involved a process with an extremely long relaxation
time as well as for other PCNs having rheopexy behavior
[325� 327], especially under weak shear field.

8.4. Alignment of Silicate Layers

The orientation of silicate layers and Nylon 6 crystallites in
injection molded N6CN3.7 using WAXD and TEM is exam-
ined [111]. Kojima et al. have found three regions of dif-
ferent orientations in the sample as a function of depth.
Near the middle of the sample, where the shear forces are
minimal, the silicate layers are oriented randomly and the
Nylon 6 crystallites are perpendicular to the silicate lay-
ers. In the surface region, shear stresses are very high, so
both the clay layers and the Nylon 6 crystallites are paral-
lel to the surface. In the intermediate region, the clay lay-
ers, presumably due to their higher aspect ratio, still orient
parallel to the surface and the Nylon 6 crystallites assume
an orientation perpendicular to the silicate. Very recently,
Medellin-Rodriguez et al. [117] reported that the molten
N6CN samples showed planar orientation of silicate lay-
ers along the flow direction, which is strongly dependent

on shear time as well as clay loading, reaching a maxi-
mally orienting level after being sheared for 15 min with
�̇ = 60 s−1.

Okamoto et al. conducted TEM observations for the
sheared N6CN3.7 with �̇ = 0�0006 s−1 for 1000 s [368]. The
edges of the silicate layers laying along the z-axis [marked
with the arrows (a)] or parallel alignment of the silicate
edges to the shear direction (x-axis) [marked with the arrows
(b)] rather than assuming random orientation in the Nylon 6
matrix is observed, but in fact, one cannot see these faces in
this plane (Fig. 68). Here, it should be emphasized that the
planar orientation of the silicate faces along the x–z plane
does not take place prominently. For the case of rapid shear
flow, the commonly applicable conjecture of the planar ori-
entation of the silicate faces along the shear direction was
first demonstrated to be true by Kojima et al. [111].

In uniaxial elongational flow (converging low) for a
PPCN4, the formation of a house-of-cards structure is found
by TEM analysis [256]. The perpendicular (but not paral-
lel) alignment of disklike clay particles with large anisotropy
toward the flow direction might sound unlikely but this could
be the case especially under an elongational flow field, in
which the extensional flow rate is the square of the converg-
ing flow rate along the thickness direction, if the assumption
of affine deformation without volume change is valid. Obvi-
ously under such conditions, the energy dissipation rate due

y (shear gradient)

yx (flow) x

z (neutral) z

100nm

O

(a)

(b)

Figure 68. TEM micrograph in the x–z plane showing N6CN3.7
sheared at 225 �C with �̇ = 0�0006 s−1 for 1000 s. The x-, y-, and z-axes
correspond respectively to flow, shear gradient, and neutral direction.
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to viscous resistance between the disk surface and the matrix
polymer is minimal, when the disks are aligned perpendicu-
lar to the flow direction.

Moreover, Lele et al. [265] recently reported the in-situ
rheo-X-ray investigation of flow-induced orientation in syn-
diotactic PP/layered silicate nanocomposite melt.

Some 20 years ago van Olphen [369] pointed out that
the electrostatic attraction between the layers of natural
clay in aqueous suspension arises from higher polar force
in the medium. The intriguing features such as yield stress
thixotropy and/or rheopexy exhibited in aqueous suspensions
of natural clay minerals may be taken as a reference to the
present PCNs.

8.5. Electrorheology

Electrorheological fluids (ERFs), sometimes referred to as
“smart fluids,” are suspensions consisting of polarizable par-
ticles dispersed in insulating media [370]. A mismatch in
conductivity or dielectric constant between the dispersed
particle and the continuous medium phase induces polar-
ization upon application of an electric field. The induced
particle dipoles under the action of an electric field tend to
attract neighboring particles and cause the particles to form
fibril-like structures, which are aligned to the electric field
direction [371].

Among various materials [372–374], semiconducting poly-
mer is one of the novel intrinsic ER systems since it has the
advantage of a wide range of working temperature, reduced
abrasion of device, low cost, and relatively low current den-
sity. As a result, development of a high-performance ER
fluid followed by conducting polymer optimization and tun-
ing has been the subject of considerable interest for practical
applications as a new electomechanic interface. Neverthe-
less, the yield stress and modulus of ER fluids are lower
than those of magnetorheological fluids. Thus the perfor-
mance of conducting polymer-based ER fluids is still insuf-
ficient for the successful development of specific application
devices.

On this basis of this information, Kim et al. [286] first
introduced nanocomposite as ERFs using PANI/clay nano-
composites with intercalated structure. Though PANI/clay
intercalated nanocomposites are a new material for appli-
cation of ER materials, yield stresses of the system showed
less than 100 Pa at 1.2 kV/mm (20 wt% suspensions). This
value is a little lower than the yield stress of a pure PANI
particle system [374]. In other words, no synergistic effect of
clay on yield stress was shown.

Recently, Park et al. [375] observed remarkable enhance-
ment of yield stress for electrorheological fluids in PANI-
based nanocomposites of clay. In further study [376], they
fabricated three kinds of ERFs containing different con-
tents of PANI/clay nanocomposite and pure PANI particles
in order to investigate the effect of nanocomposite parti-
cles on the enhancement of yield stress more systemati-
cally. They observed that there is an optimum content ratio
between nanocomposite and pure PANI particles to produce
minimum yield stress. Details regarding data collection and
explanations are presented in [376].

9. PROCESSING OPERATIONS OF
POLYMER/CLAY NANOCOMPOSITES

The flow-induced internal structural change occurs in both
shear and elongational flow, but they almost differ from each
other, as judged from the previous results on �E
�̇02 t� and
3�0
�̇2 t� (see Fig. 67). Thus, with these rheological features
of the PCNs and the characteristics of each processing oper-
ation, which process type should be selected for a particu-
lar nanocomposite for the enhancement of its mechanical
properties?

For example, the strong strain-induced hardening in
�E
�̇02 t� is requisite for withstanding the stretching force
during the processing, while the rheopexy in 3�0
�̇2 t� sug-
gests that for such PCN a promising technology is processing
in confined space such injection molding where shear force
is crucial.

9.1. Foam Processing Using
Supercritical CO2

Via batch processing in an autoclave, the foam processing on
PPCNs having different contents of clay by using supercriti-
cal CO2 as foaming agent under 10 MPa at various tempera-
tures is reported [257]. Figure 69 shows the typical results of
scanning electron microscope (SEM) images of the fracture
surfaces of the PPCN4 and PP-MA without clay. Both foams
exhibit the polygon closed-cell structures having pentagonal

(a)

(b)

Figure 69. SEM micrographs for (a) PPCN4 and (b) PP-MA foamed
at 134.7 �C. Reprinted with permission from [257], M. Okamoto et al.,
Nano Lett. 1, 503 (2001). © 2001, American Chemical Society.
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and hexagonal faces, which express the most energetically
stable state of polygon cells. The morphological parameters
of the cells are listed in Table 20. The function for deter-
mining cell density Nc is defined as [377]

Nc �
1 − 5f

5p

10−4d3
(4)

The mean wall thickness  is given by

 = d

(
1√

1 − 5f
5p

− 1

)
(5)

where 5p� 5f , and d are the density of the polymer
(prefoamed materials), the density of the foam (post-
foamed samples) in g/cm3, and the mean cell size in mm,
respectively. The PPCN4 foam shows smaller d and larger
Nc compared to PP-MA foam, suggesting that the dis-
persed clay particles act as nucleating sites for cell for-
mation and lowering of d with increasing clay content
[262]. The final 5f is controlled by the competitive pro-
cess in the cell nucleation, its growth, and coalescence. Cell
nucleation, in a heterogeneous nucleation system such as
PPCN4 (MMT = 4 wt%) foam, took place in the bound-
ary between the matrix PP-MA and the dispersed clay
particles. The cell growth and coalescence are strongly
affected by the modulus and the loss modulus (�viscosity
component) of the materials during processing. As men-
tion in Section 8.3, the strain-induced hardening behav-
ior is probably strong enough to increase the extensional
viscosity under biaxial flow and to protect the cell from
its breakage at high temperature. Therefore, the strain-
induced hardening leads to the high cell wall thickness in the
PPCN4 foam.

The alignment of the dispersed clay particles under biax-
ial flow in the foam processing is also observed (Fig. 70).
Due to the biaxial flow of material during the foam process,
the clay particles either turned their face [marked with the
arrows (A) in Fig. 70] or had fixed face orientation [marked
with the arrows (B) in Fig. 70] and aligned along the flow
direction of materials (i.e., along the cell boundary). The
interesting point here is that such aligning behavior of the
clay particles may help cells to withstand the stretching force
from breaking the thin cell wall, in other words, to improve
the strength of foam in mechanical properties. The clay par-
ticles seem to act as a secondary cloth layer to protect the
cells from being destroyed by external forces. The compres-
sion modulus K ′ of the PPCN foams appears higher than

Table 20. Morphological parameters and compression modulus of
PP-MA and PPCN foams.

Foam 5f d NC × 10−6  K ′a

samples (g/cm−3) (�m) (cell/cm−3) (�m) (MPa)

PP-MA 0�06 155�3 2�49 5�6 0�44
PPCN2 0�06 133�0 3�94 4�6 1�72
PPCN4 0�12 93�4 9�64 11�9 1�95
PPCN7.5 0�13 33�9 220 2�7 2�80

a At 25 �C.
Source: Reprinted with permission from [257], M. Okamoto et al., Nano Lett.

1, 503 (2001). © 2001, American Chemical Society.

cell boundary

cell boundary

200nm

Figure 70. TEM micrographs for PPCN4 foamed at 134.7 �C (monocell
wall). Reprinted with permission from [257], M. Okamoto et al., Nano
Lett. 1, 503 (2001). © 2001, American Chemical Society.

that of PP-MA foam even though its at same 5f level (see
Table 20). This may create the improvement of mechanical
properties for polymeric foams through PCNs.

Recently, some literature has become available [378]
related to the reactive extrusion foaming of various nano-
composites.

9.2. Slow Shear Flow Processing

Very slow shear processing for the Nylon 6/clay system
(N6CN3.7) (MMT = 3�7 wt%) is examined with the expec-
tation that it would result in an excellent material having
enhanced mechanical properties of the PCN [368]. As antic-
ipated, N6CN3.7 subjected to shear processing shows strong
enhancement in relative modulus as compared to the cor-
responding Nylon 6 matrix (Table 21). For example, after
having been sheared with �̇ = 0�0006 s−1 for 1000 s, the
modulus of N6CN3.7 at 30 �C was 2.6 times higher, while
for the presheared N6CN3.7 the modulus was only 1.8 times
higher than that of neat Nylon 6. To improve the modulus,
the silicate layers seem to act as an internal bone layer to
protect the materials from being bent by external forces.

9.3. Electrospinning Processing

Fibers and nanofibers of N6CN (diameter of 100–
500 nm) were electrospun from HFIP solution and col-
lected as nonwoven fabrics or as aligned yarns [379]. The

Table 21. Bending modulus for N6CN3.7 and neat Nylon 6.

Modulus of N6CN3.7 (GPa) Modulus of Nylon 6 (GPa)Sample
T a �C Preshear Postshear Preshear Postshear

30 2�69 4�00 1�51 1�54
150 1�76 2�22 0�46 0�52

a Measuring temperature.
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electrospinning process resulted in highly aligned MMT par-
ticles and Nylon 6 crystallites. The cylindrical shaped fibers,
nanofibers, and ribbon shaped fibers were also found in the
products (Fig. 71). The electrospinning can be expected to
align other nanofillers such as carbon nanotubes.

9.4. Porous Ceramic Materials via PCNs

Very recently, a new route for the preparation of porous
ceramic material from thermosetting epoxy/clay nano-
composite was first demonstrated by Brown et al. [380].
This route offers an attractive potential for diversification
and application of the PCNs. Sinha Ray and co-workers
have reported the results on the novel porous ceramic mate-
rial via burning of the PLA/clay system (PLACN) [315].
The SEM image of the fractured surface of porous ceramic
material prepared from simple burning of the PLACN in
a furnace up to 950 �C is shown in Figure 72. After com-
plete burning, as seen in the figure, the PLACN becomes
a white mass with a porous structure. The bright lines in
the SEM image correspond to the edge of the stacked sil-
icate layers. In the porous ceramic material, the silicate
layers form a house-of-cards structure, which consists of
large plates having lengths of ∼1000 nm and thicknesses of
∼30–60 nm. This implies that the further stacked platelet
structure is formed during burning. The material exhibits
the open-cell-type structure having 100–1000 nm diameter
voids, BET surface area of 31 m2 g−1, and low density of
porous material of 0.187 g ml−1 estimated by the buoyancy
method. The BET surface area value of MMT is 780 m2/g
and that of the porous ceramic material is 31 m2/g, suggest-
ing about 25 MMT plates stacked together. When MMT
is heated above 700 �C (but below 960 �C) first all OH
groups are eliminated from the structure and thus MMT is
decomposed into that of a nonhydrated aluminosilicate. This
transformation radically disturbs the crystalline network of
the MMT, and the resulting diffraction pattern is indeed
often typical of an amorphous (or noncrystalline) phase.

Figure 71. TEM micrograph of a ribbon shaped nanofiber. Reprinted
with permission from [379], P. H. Fong et al., Polymer 43, 775 (2002).
© 2002, Elsevier Science.

Figure 72. SEM image of porous ceramic material after coated with
platinum layer (∼10 nm thickness). Reprinted with permission from
[315], S. Sinha Ray et al., Nano Lett. 2, 423 (2002). © 2002, American
Chemical Society.

The estimated rough value of compression modulus K is in
the order of ∼1�2 MPa, which is five orders of magnitude
lower than the bulk modulus of MMT (∼102 GPa) [33]. In
the stress–strain curve, the linear deformation behavior is
nicely described in the early stage of the deformation (i.e.,
the deformation of the material closely resembles that of
ordinary polymeric foams) [381]. This open-cell-type porous
ceramic material consisting of the house-of-cards structure
is expected to provide strain recovery and excellent energy
dissipation mechanism after unloading in the elastic region
up to 8% strain; probably each plate bends like a leaf
spring. This porous ceramic material is an elastic and very
lightweight new material. This new route for the preparation
of porous ceramic material via burning of nanocomposites
can be expected to pave the way for a much broader range
of applications of the PCNs.

10. CONCLUSIONS
Development of the PCNs is one of the latest evolution-
ary steps of polymer technology. PCNs offer attractive
potential for diversification and application of conventional
polymeric materials. Since the possibility of direct melt inter-
calation first demonstrated by Vaia et al. [31], the melt
intercalation method has become the mainstream prepara-
tion for intercalated polymer nanocomposites without in-situ
intercalative polymerization. It is a quite effective tech-
nology for the case of the PCN industry. Some of PCNs
are already commercially available and applied in indus-
trial products. Biodegradable polymer based PCNs seem to
have a very bright future for a wide range of applications
such as high performance biodegradable materials. Undoubt-
edly, the unique properties originating from the controlled
nanostructure pave the way for a much broader range of
applications.

Although a significant amount of work has already been
done on various aspects of PCNs, a lot of research still
remains to be carried out in order to understand the
structure–property relationship in various PCNs. On the
other hand, we have to conduct rheological measurements
of various PCNs under molten states in detail, in order to
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discover the processing conditions of these materials, and
this is the final goal of any polymeric material.

Finally, PCNs show concurrent improvement in vari-
ous materials properties at very low clay content together
with the ease of preparation through simple processes such
as melt intercalation, directly by melt extrusion, or injec-
tion molding, opening a new dimension for plastics and
composites.

GLOSSARY
Clay General family of 2:1 layered- or phyllosilicates.
Their crystal structure consists of layers made up of two sil-
ica tetrahedral fused to an edge-shared octahedral sheet of
either aluminium or magnesium hydroxide. The layer thick-
ness is around 1 nm and the lateral dimensions of these
layers may vary from 30 nm to several microns and even
larger depending on the particular layered silicate.
Exfoliation Extensive polymer penetration resulting in dis-
ordered and eventual delamination of the silicate layers
produces near to exfoliated nanocomposites consisting of
individual silicate layers dispersed in polymer matrix.
Flocculation Conceptually this is same with intercalated
nanocomposites, however, silicate layers are sometimes floc-
culated due to hydroxylated edge–edge interaction of the
silicate layers (intercalated and flocculated).
Green polymeric materials These would not involve the
use of toxic or noxious components in their manufacture,
and could be degraded in natural environment or easily
recycled. Aliphatic polyesters are among the most promis-
ing materials for the production of environmentally friendly
biodegradable plastics.
Intercalation Polymer penetration resulting in finite
expansion of the silicate layers produces intercalated nano-
composites consisting of well-ordered multilayers with alter-
nating polymer/silicate layers and a repeat distance of few
nanometers.
Montmorillonite One of the most commonly used layered
silicates (M1/3(Al5/3Mg1/3)Si4O10(OH)2). This clay is only
miscible with hydrophilic polymers, such as poly (ethylene
oxide) and poly (vinyl alcohol).
Nanocomposite Phase mixing of at least two dissimilar
materials (e.g., polymer and inorganic filler) occurs on a
nanometer scale. The nanocomposite exhibits remarkable
improvement of materials properties.
Organo-clay To improve miscibility with other polymer
matrices, one must convert the normally hydrophilic silicate
surface to organophilic, which makes possible intercalation
of many engineering polymers. Generally, this can be done
by ion-exchange reactions with cationic surfactants includ-
ing primary, secondary, tertiary, and quaternary alkyl ammo-
nium or alkylphosphonium cations.
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1. INTRODUCTION
Soft nanomaterials—polymeric nanogels and microgels—
have had a fast and brilliant career from an unwanted by-
product of polymerization processes to an important and
fashionable topic of interdisciplinary research in the fields
of polymer chemistry and physics, materials science, phar-
macy, and medicine. Together with their larger analogs—
macroscopic gels, most known in the form of water-swellable
hydrogels—they have a broad field of actual and potential
applications ranging from filler materials in coating industry
to modern biomaterials.
There are at least two ways of defining polymeric nanogels

and microgels. One of them originates from the definition of
polymer gels. A polymer gel is a two-component system con-
sisting of a permanent three-dimensional network of linked
polymer chains, and molecules of a solvent filing the pores
of this network. Nanogels and microgels are particles of poly-
mer gels having the dimensions in the order of nano- and
micrometers, respectively. The other definition says that a
nanogel or a microgel is an internally cross-linked macro-
molecule. This approach is based on the fact that, in prin-
ciple, all the chain segments of a nanogel or microgel are
linked together, thus being a part of one macromolecule. It
also reflects the fact that such entities can be synthesized
either by intramolecular cross-linking of single linear macro-
molecules or in a single polymerization event (e.g., initiated
by one radical) that in the absence of cross-linking would
lead to the formation of a single linear polymer chain.
The latter definition allows us to consider nano- and

microgels as a specific form of macromolecules, along with
linear, branched, comblike, circular, star-shaped, dendrimer,

and other forms (Fig. 1). Since usually the shape of a nano-
or microgel resembles a linear macromolecule in a coiled
conformation, these structures are often seen as perma-
nently “frozen” polymer coils.
In fact, molecular weights and dimensions of swollen

nanogels are often similar to these of typical single macro-
molecules in solution, but the presence of internal bonds
results in different physicochemical properties, including
fixed shape, different rheological behavior, higher resistance
to degradation, and the ability to trap other molecules within
their structure.
It seems logical to use the term nanogel to describe gel

particles of submicrometer size and to limit the use of
microgel to particles over micrometer size. This rule has,
however, not established itself in the literature. More often
than not, the more popular term microgels is used to
describe all small gel structures, including those having the
dimensions of several tens or hundreds of nm. Anyway, a
strict differentiation between these two groups is not always
unambiguous (shall we measure the particles in their dry or
swollen forms?), reasonable, and useful, since may proper-
ties, synthetic methods, etc. are common. Therefore, in the
following we will use the word microgel as a general term
denoting all over-micrometer and submicrometer gel parti-
cles, limiting the use of the term nanogel to a subclass of
small microgels formed by internal cross-linking of single
macromolecules (see Section 2.2).
Microgels belong to the large family of cross-linked poly-

meric microparticles. Their distinct property is the ability to
swell in a suitable solvent. Certainly, the choice of such a
solvent is a function of the chemical structure of the poly-
mer network. Therefore a cross-linked microparticle that
remains impermeable and does not swell in contact with a
group of solvents may become a microgel in another group
of solvents.
Very important and perhaps most studied so far are

microgels composed of hydrophilic polymers, thus capa-
ble of swelling in water. Such gels, irrespective of their
dimensions, form a large group of compounds named hydro-
gels. Typical hydrogel-forming polymers are those containing
hydrophilic groups as OH, COOH, NH2, CONH2,
CONH , SO3H, or ether linkages. In principle, nearly

all water-soluble polymers, including those of natural origin,
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Figure 1. Macromolecules of various architectures: (a) linear,
(b) branched, (c) comblike, (d) circular, (e) star-shaped, (f) dendrimer,
(g) microgel.

can be transformed into hydrogels. Macroscopic hydrogels
have been extensively studied since the 1960s [1], and to
date a number of large-scale applications emerged from this
field (contact lenses, drug-delivery systems, wound dressings,
etc.) [2–5]. Hydrogels, due their good biocompatibility and
ability to mimic the properties of some tissues like cartilage
and muscles, are especially suitable for use as biomaterials
(see Section 4.1).
All polymer gels, macro- and microscopic, can be divided

in two classes with respect to the character of the bonds
linking the chains. In a physical gel or pseudogel, the links
may be relatively weak van der Waals forces, hydrophobic
or electrostatic interactions, or hydrogen bonds. Such gels
are usually weak and can be destroyed (reversibly or not)
by, for example, increasing the temperature or changing the
solvent. Gelatin-based gels may serve as an example of such
structures. It should be noted that many polymers in spe-
cific solution conditions tend to aggregate or self-assemble,
thus forming physical microgels [6–13]. These phenomena
will not be discussed here. Chemical gels or permanent gels
are polymer networks where the links between the chains
are covalent bonds. Therefore, such gels cannot be easily
destroyed or dissolved, since their destruction would require
the covalent bonds to be broken. The scope of this chapter
is limited to the permanent gels only.
A further differentiation comes from the fact that,

besides homogeneous microgels composed either of a single
polymer or a copolymer, there is a growing interest in non-
homogeneous, complex structures. These are either single
microgel particles of a special architecture (e.g., core and
shell of different composition and properties), or materials
where microgels serve as building blocks for larger organized
structures.

A distinct class of microgels is stimuli-sensitive (“smart,”
“intelligent”) structures. They are able to react, usually by
a pronounced change in dimensions and swelling ability, to
external stimuli such as temperature, pH, ionic strength,
concentration of a given substance, electric field, light, etc.
Such structures may find applications in controlled or self-
regulating drug delivery, signal transmission, or microma-
chinery (see Sections 4.1 and 4.3).
First reports regarding microgels date from 1930s,

when Staudinger described the formation of a styrene-
divinylbenzene microgel [14, 15]. Since then, hundreds of
reports have been published on this topic. For a full insight,
the reader is directed to the excellent review papers by
Funke et al. [16] and Saunders and Vincent [17], cover-
ing most of the relevant aspects, as well as to a number of
reviews dedicated to more specific issues [18–20].
In this chapter we will first discuss the methods used to

synthesize microgels, then list the techniques used in study-
ing their properties, and finally briefly review their actual
and potential applications.

2. SYNTHESIS
A multitude of techniques have been described for the syn-
thesis of polymeric microgels. Most of them can be classified
in two groups. The first one are techniques based on con-
comitant polymerization and cross-linking (where the sub-
strates are monomers or their mixtures), called by some
authors “cross-linking polymerization.” The second group
is methods based on intramolecular cross-linking of macro-
molecules (where the starting material is not a monomer,
but a polymer).

2.1. Formation of Microgels
by Cross-Linking Polymerization

Cross-linking polymerization is the most common process
used to synthesize polymeric networks. The substrate is usu-
ally a mixture of monomers, where at least one of the
components contains two or more polymerizable functions.
For example, in the case of free-radical cross-linking poly-
merization of vinyl compounds this would require that at
least one of the monomers contains two or more vinyl
groups. When radicals are generated in such a system,
in the process of propagation monomer molecules add
one after another to the free radical at the end of the
growing chain. Since some monomer molecules bear two
or more active groups, upon incorporation in the (ini-
tially) linear chain, some of their functionalities are not
yet used and form pendant active groups along the macro-
molecule. Therefore, the propagating chain may react not
only with monomer molecules but also with these pen-
dant groups. If the pendant group belongs to another
chain, the two chains become linked together (intermolec-
ular cross-linking). If the propagating radical reacts with
a pendant group localized on its own chain, a closed
loop is formed (intramolecular cross-linking). Intermolecu-
lar cross-linking leads to the formation of branched struc-
tures and finally to macroscopic gel filling the whole volume
of the reaction vessel (“wall-to-wall” gel). In an ideal case,
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after all the functionalities reacted, the final product would
be a single molecule occupying the whole reaction ves-
sel, with all chain segments linked together (Fig. 2a). On
the other hand, pure intramolecular cross-linking leads
to separate, highly internally cross-linked single macro-
molecules, that is, nanometer-size microgels (Fig. 2b). In
practice we can speak about prevailing inter- or intramolecu-
lar cross-linking. Most microgels synthesized by cross-linking
polymerization are formed by combination of these two
processes.

2.1.1. Cross-Linking Polymerization
in Solution

Most of the work on the microgel synthesis by cross-linking
polymerization in solution has been done on the systems
reacting according to the free-radical mechanism. An alter-
native is the synthesis by anionic cross-linking polymeriza-
tion in solution (Section 2.1.1).

Free-Radical Polymerization Free-radical cross-linking
polymerization in solution, although less commonly used
than emulsion-based techniques, is a subject of considerable
interest, in the areas of both gelation theories and experi-
mental studies. This seems to result from the fact that it is
probably the simplest available method for the preparation
of microgels, has a broad range of applications, is highly ver-
satile, and does not require the use of surfactants. The latter,
employed in most versions of emulsion polymerization tech-
niques (see Section 2.1.2), may be present in the final prod-
uct and may need to be removed in a separate purification
step, thus making the synthetic procedure more complex. On
the other hand, microgel formation by cross-linking poly-
merization in solution requires a very careful choice of reac-
tion parameters. In general, it provides less precise control
of the size of the products and yields microgels of broader
size distribution than emulsion polymerization.

(a)

(b)

Figure 2. Two modes of polymer cross-linking: (a) intermolecular, lead-
ing to the formation of macroscopic gel in the whole reaction volume
(“wall-to-wall” gel), (b) intramolecular, leading to the formation of
microgels.

In order to obtain microgels by cross-linking copolymer-
ization in solution, it is necessary to control the competi-
tion between propagation of linear chains, intermolecular
cross-linking, and intramolecular cross-linking in such a way
that microgels of desired average molecular weight and/or
dimensions are formed, but no macrogelation occurs. One
of the decisive factors is the concentration of the monomer
mixture. In a dilute solution where the growing chains are
separated, the local concentration of the pendant reactive
groups within the macromolecule is much higher than their
average concentration in the whole reaction volume. There-
fore, reaction of the growing chain end with a pendant group
belonging to its own chain is much more probable than
a reaction with a pendant group of another chain. Thus,
intramolecular cross-linking is promoted and, at a certain
stage, the system contains mainly microgels. On the contrary,
in a concentrated solution where the coils of both grow-
ing and dead chains overlap, the probability of the chain
end reacting with a “foreign” pendant group may be higher
than with its own one. This promotes intermolecular cross-
linking and, in consequence, macrogelation, often not being
preceded by a distinct microgelation stage. For a detailed
description of the phenomena related to microgel forma-
tion in free-radical cross-linking polymerization, consult the
review paper by Funke et al. [16] and a recent theoretical
study by Okay [21].
In the course of a cross-linking polymerization reaction

proceeding through a microgelation stage, two factors tend
to shift the competition between intra- and intermolecular
cross-linking toward the latter process. The first factor is
that the number (and concentration) of microgels increases,
making the interparticle contact and reaction more proba-
ble. The second is that within a microgel particle the number
of pendant groups available for further intramolecular cross-
linking events decreases (probably not only due to their
actual decay in the cross-linking reaction, but also due to
the increasing sterical constraints within the internally cross-
linked structure). Therefore, even in the relatively dilute
systems where intramolecular cross-linking initially prevails,
one can finally expect macrogel formation.
A practical message from this reasoning is that in order to

avoid macrogelation and obtain microgels one has to work in
a dilute solution (typically below 5%) and stop the synthesis
before the formed gel microparticles start to react with each
other. The latter means that usually one has to terminate
the process well before all of the monomer functionalities
have reacted.
The works of Graham and co-workers [22–27] indicates

that the previously described general picture is not always
fully applicable and that some of the formulated precautions
may be too conservative. They postulate that for every sys-
tem where a carefully selected solvent is used with respect
to the solubility of the polymer being formed, a “criti-
cal gelation concentration” (CGC) can be found, below
which no macrogelation takes place, even at a complete
monomer conversion. What is surprising is that this CGC
may be in some cases as high as 90% (w/w), although
values in the order of 20% seem to be more typical. It
has been also shown that by varying the concentration at
which microgels are prepared, their molecular weight may
be controlled. A reason that is evoked for the existence
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of CGCs and for their relatively high values is that in
a good solvent (or solvent combination) the dead chains,
polymerizing chains, and polymer loops extending out of
the microgel particle being formed act as very effective
steric stabilizers that prevent contact between the microgel
particles. As a result of that, particle–particle interactions
and interparticle cross-linking are hampered, thus prevent-
ing macrogelation and shifting the competition to the side
of intramolecular cross-linking. The previously described
hypothesis has been tested for many polymerizing systems
[e.g., for radical polymerization of 2-hydroxyethyl methacry-
late with diethyleneglycol methacrylate and for step-growth
polymerization of poly(ethylene glycol), 1,2,6-hexanetriol,
and biscyclohexylmethane-4,4′-diisocyanate] in various sol-
vent compositions.
These observations emphasize the importance of solvent

selection in the formation of microgels by this technique.
In a recent work, the question of solvent composition
and its influence on the microgel formation has been
addressed by Frank et al. [28]. They have shown that in the
cross-linking copolymerization of divinylbenzene and maleic
anhydride at low monomer concentration in methyl ethyl
ketone/heptane mixtures, products of three distinct mor-
phologies are formed, depending primarily upon solvent
composition. With increasing MEK contents the properties
of the obtained cross-linked structures change from micro-
spheres and microgels to macroscopic networks.
Basic, extensive research on the mechanism of cross-

linking polymerization in solution has been done by Funke
and co-workers [16, 29, 30] and other groups [21, 31–35],
mostly on 1,4-divinylbenzene and its copolymers.
Recent studies on the applications of this method to syn-

thesize microgels include copolymerization of various divinyl
compounds with derivatives of maleic and fumaric acids [36],
synthesis of functionalized microgels based on sulfoethyl-
methacrylate, able to bind metal ions (the bound ions can
be subsequently reduced to form stabilized metal colloids)
[37], and synthesis of reactive microgels as a semiproduct in
the formation of oxazaborolidine-based dispersed catalysts
for enantioselective reduction reactions [38]. Microgelation
of the acrylamide/N ,N ′-methylene bis(acrylamide) system
has been extensively investigated by Kara and Pekcan, using
special techniques enabling real-time observation of the
reaction progress [39–41] and precise monitoring of the
accompanying thermal effects [42].
An interesting example illustrating how versatile this

method may be is the first report on the synthesis of
fullerene-containing microgel structures [43]. Fullerenes,
acting as multifunctional monomers, were co-polymerized,
in a free-radical process in o-dichlorobenzene solutions, with
4-vinylbenzoic acid, as well as with 2- and 4-vinylpyridine to
form submicrometer and micrometer size microgels of inter-
esting rheological and electroactive properties.
A promising modification of cross-linking polymerization

in solution may be the use of chain transfer agents [32, 33,
44, 45]. The aim of this approach is to limit macrogelation
processes and in this way to allow the synthesis of highly
branched chains and possibly also microgels to be carried
out to high degrees of monomer conversion and/or at rela-
tively high monomer concentrations. Catalytic chain transfer
agents such as cobalt porphyrin have been shown to perform

much better in preventing macrogelation than conventional
chain transfer agents exemplified by mercaptans [44, 45].
Another new and elegant way to control the kinetics and

yields of free-radical cross-linking polymerization reactions
is the idea of radical living polymerization [46–52]. In this
technique, a spin-trapping agent (iniferter) is present in the
polymerizing system that can reversibly combine with the
propagating radical at the end of a growing polymer chain.
The free chains, spin trap, and their product—blocked, inac-
tive (“dormant”) radical—are in equilibrium. As a result,
at given polymerization conditions the momentary concen-
tration of active propagating (or cross-linking) radicals can
be kept at a much lower level than in the absence of the
iniferter. This concentration may be controlled by varying
the concentration of the spin trap. The use of living poly-
merization is rapidly expanding in polymer synthesis due
to its many advantages (e.g., precisely controlled average
molecular weight and molecular weight distribution) and has
also found its way to the field of synthesis of microgels.
Abrol and co-workers have demonstrated the application of
nitroxides as trapping agents in the free-radical formation
of t-butylstyrene-co-1,4-divinylbenzene microgels [53, 54].
It has been found that living free-radical polymerization
helps one to avoid the macrogelation problem and provides
much better control over the formation of microgels com-
pared to classical free-radical polymerization. Both random
(homogeneous) and core–shell type microgels (Fig. 3) can
be formed using the living polymerization approach. Ward
et al. described the use of this method for cross-linking
polymerization of multifunctional glycol methacrylates, with
p-xylene bis(N ,N ′-diethyldithiocarbamate) as the iniferter
[55], while Baek et al. carried out detailed studies on the
application of metal-ion-mediated living radical polymeriza-
tion to obtain star polymers with microgel cores [56–60].
A specific case of cross-linking polymerization in solution

is precipitation polymerization, when the microgels being
formed in solution have a tendency toward deswelling and
precipitation. Since the further growth and cyclization reac-
tions are limited mostly to the surface and the inner sphere
of such a phase-separated particle (that can be considered
a deswollen, collapsed microgel), the resulting products are
often nearly monodisperse.
It should be noted that use of the term precipitation

polymerization is not limited to solution polymerization.
There are also special cases of emulsion polymerization

(a) (b)

Figure 3. Microgels of various architectures: (a) random (homoge-
neous), (b) core–shell.
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(especially the surfactant-free emulsion polymerization; see
Section 2.1.2) which are frequently classified as precipitation
polymerization [18].
It seems that precipitation polymerization is especially

suitable for preparing thermosensitive microgels, since one
can control the precipitation/deswelling tendency by chang-
ing temperature. For example, for a polymer that undergoes
a phase transition leading to precipitation above a given
temperature (lower critical solution temperature, LCST), it
is possible to carry out precipitation polymerization above
LCST and subsequently resolubilize the product by lowering
the temperature.
In a broad study on stimuli-sensitive microgels, a range

of microgels composed of N -vinyl caprolactam and its
copolymers with sodium acrylate has been synthesized
in aqueous solution using this method [61–66]. Precipi-
tation polymerization carried out at temperatures above
the LCST is also frequently used to obtain thermorespon-
sive microgels of poly(N -isopropylacrylamide) and poly(N -
isopropylmethacrylamide) [18, 67–70]. Other examples of
utilization for this technique include the synthesis of ionic
microgels based on methacrylic and acrylic acids [71–75].
Fukutomi et al. employed a modification of this tech-

nique to obtain microgels of poly(vinyl alcohol) [76]. In
this case one cannot start from the (nonexistent) monomer.
Instead, vinyl acetate was co-polymerized in solution with
N ,N ′-dimethyl-N�N ′-divinyl-sebacoyldiamide to yield a pre-
cipitate of cross-linked poly(vinyl acetate) microparticles.
Upon alkaline hydrolysis of this material, poly(vinyl alcohol)
microgels were formed.
Recent studies indicate that precipitation polymerization

can be also used to fabricate a sort of imprinted micro-
gel structure [77], per analogy to the molecularly imprinted
nonswellable microspheres of broad biomedical use, synthe-
sized by a similar technique [78].

Anionic Polymerization In ionic polymerization (cf.
[79–82]), the active centers participating in chain growth
are not radicals, but ions. In principle, three groups of
monomers can be used: hydrocarbon (including vinyl), polar
(acrylates, methacrylates), and cyclic (oxiranes, lactones,
etc.).
Although the ring-opening polymerization of the latter

group of compounds is a promising technique used to obtain
microspheres [83], so far only the first two groups have
gained some attention in the field of microgel synthesis. The
carbanions being the active centers in anionic polymeriza-
tion usually do not undergo any spontaneous deactivation;
thus such a process may be considered as a living polymer-
ization. However, since carbanions react rapidly with any
substances bearing reactive H atoms (water, carboxylic acids,
alcohols), a prerequisite of performing a living polymeriza-
tion is high purity of the reactant mixture. Since even traces
of water from air can prevent the polymerization and in
general the concentration of impurities should be kept at
a submicromolar level, this requirement is one of the main
difficulties encountered when using this technique. In the
case of polar monomers, polymerization is often carried out
at a low temperature (e.g., below −75 �C) in order to elim-
inate side reactions. One of the main advantages of anionic
polymerization is the possibility to obtain precisely defined

products of narrow molecular weight distribution. Moreover,
block copolymers or other structures of special architecture
can be synthesized in this way.
In order to obtain a microgel by anionic polymerization,

one has to use a bifunctional monomer compatible with this
technique. Up to now, most studies in this area concentrated
on ethylene glycol dimethacrylate and divinylbenzenes.
Studies on the anionic polymerization of ethylene gly-

col dimethacrylate (EGDMA) revealed interesting features
indicating two distinct phases of the process (cf. [16] and
references cited therein). In the first phase, just after the
formation of growing chains, no strong increase in molecular
weight is observed, while the number of pendant unsatu-
rated groups decreases. In this stage, intramolecular reac-
tions (cyclization) dominate, with only minor participation
of intermolecular cross-linking. It has been estimated that
ca. 50% of the structural units participate in cyclization.
The products are “living” microgels that possess the active
centers and reactive vinyl groups. At a later stage, as
the free volume decreases, these entities come into con-
tact and undergo intermolecular cross-linking, evidenced
by a steep increase in average molecular weight. Other
works on this topic have indicated a strong influence of
the solvent-initiator system on the reaction kinetics as well
as on the general possibility of directing the reaction into
the formation of microgels rather than insoluble macro-
scopic networks and avoiding excessive side reactions [84].
A toluene/n-BuLi system works apparently better than most
of the other tested combinations.
In contrast to the EGDMA system, in the polymeriza-

tion of 1,4-divinylbenzene in THF cyclization reactions are
not very effective, at least at low concentrations of an ini-
tiator (n-BuLi, lithium diisopropylamide) [16, 85]. Instead,
in the first stage mostly linear polymer is formed, with
the pendant vinyl groups left largely unreacted. However,
upon an increase in n-BuLi concentration over 2%, a grad-
ual increase in cyclization yield is observed resulting in the
formation of microgels. At initiator concentration higher
than 15%, insoluble macrogels are formed. The tendency to
form microgels is a function of both initiator and monomer
concentration. The shapes of these complex dependencies
(cf. also [86–88]). and the locations of “microgel formation
regions” can be satisfactorily predicted based on kinetic con-
siderations [89]. The resulting microgels are in the size range
of 3–30 nm.
In comparison with 1,4-divinylbenzene, anionic polymer-

ization of 1,3-divinylbenzene is much faster. Due to the
much higher reactivity of pendant vinyl groups in the latter
isomer, a strong tendency for cyclization is observed; thus
the formation of microgels is favored over reactions leading
to the linear chains and macroscopic gels [16].
Another polymer that has been used to obtain micro-

gels by anionic polymerization is 1,4-diisopropenylbenzene
[85, 90].
The technique of anionic polymerization, due to the for-

mation of (theoretically) infinitely long-lasting active cen-
ters, is particularly useful in the synthesis of structured
microgels, mostly based on block copolymers. A typical
approach is a two-step procedure. In the first step, only one
monomer (A) is polymerized until the monomer is used up
but the active centers at the chain ends are still present.
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Upon addition of a second monomer (B), the polymeriza-
tion continues. In a simplest case, a block copolymer of
the structure (A)n–(B)m is formed. If A is a bifunctional
monomer and B is a monofunctional one, this approach
leads to the formation of core–shell star-shaped structures,
with a microgel as a core and linear chains bound as
branches. This technique (called by some authors “core-
first”) has been applied to the systems where the micro-
gel core is built of 1,4-divinylbenzene [91–95]. A reverse
technique (“arm-first”), where the bifunctional monomer
is added to the living linear chains, was used, for exam-
ple, to synthesize products having EGDMA microgel core
and poly(t-butyl acrylate) arms [96]. Much work has been
done on the microgel formation in another block copolymer
system, t-butylstyrene-divinylbenzene (TBS-DVB) [97–101].
Various versions of the synthetic procedure have been
tested. In one of them the reaction was performed in
n-heptane, which is a good solvent for polyTBS but not for
polystyrene or the resulting copolymer. The reaction was
started by the formation of reactive polyTBS chains. Upon
addition of DVB the block copolymers formed precipitated
from the solution and further reaction proceeded in this
separated phase. This method yields star-shaped microgels
with polyTBS arms having gel nuclei molar fractions up to
35%. One could regulate the properties of these entities by
changing the length of the living polyTBS chains used in
the synthesis. The choice of solvent is an important factor
in these syntheses. By selecting THF as a solvent where no
precipitation occurs, the molecular weight distribution can
be better controlled.
It may be expected that in the future anionic polymeriza-

tion will be one of the methods used to construct even more
complex microgels of well-defined architecture. For exam-
ple, in a recent work a complex triblock poly(2-hydroxy-
ethylmethacrylate-b-styrene-b-2-hydroxyethylmethacrylate)
was synthesized forming a “flower-type” microgel (cf. [102–
106]) with closed-loop arms fixed to a polystyrene shell
and an additional function enabling precise ultraviolet
(UV)-induced cutting of these loops into two equal linear
arms [107].

2.1.2. Emulsion Polymerization
Macroemulsion In the synthesis of microgels by polymer-
ization is solution, the most important difficulty is how to
avoid macrogelation (i.e., how to confine the cross-linking
reactions into small, separated spaces). This problem can
be overcome by using emulsion polymerization, where each
micelle may serve as a separate microreactor, protected
from the contact with other micelles by the stabilizing action
of a surfactant. Thus, in such a confined space the polymer-
ization and cross-linking reactions can be carried out to a
high degree of monomer conversion, resulting in a single
microgel particle, with no or very limited macrogel forma-
tion. Because of this advantage, emulsion polymerization is
a very popular method of microgel fabrication.
In a classical free-radical emulsion polymerization

[108, 109]. (Fig. 4), the system initially consists of monomer
molecules that are dispersed in the liquid phase (usually
water) in the form of micelles (of a size in the order of
a few nm) and monomer droplets, typically of the size

a)

c)

b)

d)

Figure 4. Classical emulsion polymerization, at moderate surfactant
concentration: (a) monomer molecules in solution, (b) inactive
monomer micelles, (c) active monomer micelles with growing polymer
chain(s), (d) monomer droplet. Arrows denote the monomer transport
toward the active micelles.

of 0.1–1 mm. Such a microheterogeneous system is sta-
bilized by the presence of surfactants. The radicals are
generated in the liquid phase. In some systems, initiation
and first propagation steps also take place in the solution.
As the growing chain has the tendency to become phase-
separated, surfactant-protected polymer–monomer particles
are being formed, where the further polymerization and
cross-linking steps take place. In other systems (especially
when monomers are poorly soluble in water), initiation may
occur within a monomer-filled micelle by an initiator radi-
cal that diffuses into the micelle from solution. During the
chain growth, monomer molecules diffuse from the droplets
and any inactive micelles to the active particles containing
growing chain(s). After these outer monomer sources are
used up and only the rest of the monomers inside the active
particles react, these particles do not grow any longer (or
may even contract due to internal cross-linking when mul-
tifunctional monomers are present) and, upon nearly com-
plete consumption of the monomer, the process is finally
terminated.
Emulsion polymerization of monofunctional monomers

leads to the formation of coagulated polymer particles
(latexes), while in the presence of multifunctional monomers
internally cross-linked particles—microgels—are formed,
having the ability to swell in a good solvent.
Extensive comparative studies on both processes, mostly

employing styrene and divinylbenzene, revealed marked dif-
ferences in the kinetics, mechanism, and product properties
[16, 110–114]. Cross-linking polymerization leads to the for-
mation of smaller particles, due to intraparticle cross-linking
and to the hampered diffusion of monomer molecules into
the structure. The number of polymer particles is higher
than in the polymerization of monofunctional monomers,
due to the fact that the particle growth rate decreases upon
cross-linking, the monomer consumption from the inac-
tive micelles is slower, and their lifetime is longer. Thus,
in consequence, their chance of capturing a radical and
being transformed into a new polymer particle is higher.
A stronger tendency to form interparticle aggregates has
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been observed, which is attributed to the possibility of the
reaction of pendant groups with the propagating radical
of the neighboring particle. Moreover, a tendency of poly-
mer formation in the monomer droplets is evidenced, in
contrast to the emulsion polymerization of corresponding
monofunctional monomers. It has been suggested that this
is due to the fact that if some radicals enter a monofunc-
tional monomer droplet, polymerization is rapidly termi-
nated, but in the case of multifunctional monomer, the onset
of gelation slows down termination processes, thus favor-
ing further propagation and cross-linking events. Apart from
these effects, size distribution of microgels is narrower than
for non-cross-linked particles formed of chemically similar
monomers.
Recent research on emulsion polymerization in micro-

gel synthesis includes broad studies by Matsumoto and
co-workers on allyl methacrylate (an interesting monomer
bearing two different vinyl groups), polymerized alone and
in the presence of various comonomers (diallyl tereph-
talate, allyl benzoate, methyl methacrylate) and compar-
ative studies on vinyl methacrylate [115–120]. The same
group also investigated microgel formation by emulsion
polymerization of lauryl methacrylate/trimethylolpropane
trimethacrylate [121]. Ishii synthesized new emulsifiers
which, when applied for emulsion co-polymerization of
mono- and bifunctional monomers, yielded microgel emul-
sions of better shelf stability than in the case of a
conventional emulsifier, sodium dodecylbenzene sulfonate
[122]. Other examples are the synthesis of microgels based
on methyl methacrylate/butanediol dimethacrylate [123],
N -ethylacrylamide/N ,N ′-methylenebisacrylamide [124], N -
vinylcaprolactam [125, 126], as well as ionic microgels
made of methyl methacrylate, 2-ethoxyethyl methacty-
late, ethylene glycol methacrylate, and 2-(tetradecyl-
dimethylammonio)ethyl methacrylate bromide [127].
The emulsion polymerization technique is also employed

as one of the synthetic steps in preparation of complex
microgel-based particles of core–shell morphology [128],
and in fabrication of reactive microgels having film-
forming abilities than can be applied in coating technology
[129]. Last but not least, it is applied for the forma-
tion of polyorganosiloxane microgels by polycondensation of
trimethoxymethylsilane in aqueous emulsions [130–132].
An insight into the kinetics, mechanism, molecular weight

distributions, etc. in emulsion polymerization of multifunc-
tional monomers may be gained by performing simulations
based on the Monte Carlo method, as demonstrated by
Tobita et al. [133, 134] and Jabbari [135]. It is expected
that an approach based on a combination of theoretical con-
siderations, simulations, and experimental data (cf. [134])
will lead to a more detailed understanding of this complex
process.

Microemulsion Some of the disadvantages of the classical
emulsion polymerization can be avoided by using miniemul-
sion of microemulsion polymerization (cf. [16, 20, 136, 137],
Fig. 5).
In a monomer-containing emulsion, with increasing sur-

factant concentration the amount of monomer stored in the
droplets decreases while more monomer molecules form
micelles. When a critical value of emulsifier concentra-
tion is reached, no monomer droplets are left, with all the

a)
b)

c)

Figure 5. Polymerization in microemulsion, at high surfactant concen-
tration: (a) monomer molecules in solution, (b) inactive monomer
micelles, (c) active monomer micelles with growing polymer chain(s).
No monomer droplets present (compare Fig. 4). Arrows denote the
monomer transport toward the active micelles.

monomer being present in micelles (and to some extent
in the solution). Such a transparent micellar solution is a
starting point for the polymerization in microemulsion. In
such a system the polymerization in monomer droplets is
avoided. In the absence of this side effect known from the
macroemulsion technique, nearly monodisperse microgels
can be easily synthesized.
Microemulsion polymerization has been used to prepare

styrene/1,4-divinylbenzene and styrene/1,3-diisopropenyl-
benzene microgels of different sizes and swelling abilities
[16, 138, 139]. The styrene-based structures formed by this
method may be subsequently chemically modified to yield
polyelectrolyte microgels of various, defined sizes [140, 141].

Inverse Emulsion Most of the emulsion polymerization
syntheses are performed in systems where the continuous
liquid phase is water or aqueous solution, and the monomers
and polymers are of relatively hydrophobic character. Cer-
tainly, it is possible to reverse this situation and polymerize
hydrophilic monomers in organic, hydrophobic liquid phase.
The mechanism and kinetics of microgel formation in

inverse emulsion polymerization have been extensively stud-
ied in the case of acrylamide [142]. The influences of
the kind of solvent, kind and concentration of emulsifier,
monomer content, agitation speed, etc. on the rate of pro-
cess and product properties were described.
Besides synthesizing neutral hydrophilic microgels (cf.

[142, 143]), this technique is especially well suited for
producing polyelectrolyte microgels of uniform size. For
example, spherical gel microparticles of acrylic acid co-
polymerized with diethylene glycol diacrylate have been fab-
ricated by inverse miniemulsion polymerization [20]. The
products had various diameters, depending on the surfactant
concentration, and a polydispersity lower than 10%.
Neyret and Vincent co-polymerized in inverse microemul-

sion N ,N ′-methylenebisacrylamide with equimolar or
nonequimolar amounts of cationic [2-(methacryloyloxy)·
ethyl]trimethylammonium chloride (MADQUAT) and
anionic sodium 2-acrylamido-2-methylpropanesulfonate
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and obtained polyampholyte microgels of very interesting
swelling and flocculation properties [144].

Surfactant-Free Emulsion Polymerization Emulsion
polymerization, besides its numerous advantages, has also
some shortcomings, the most important being the presence
of surfactants that usually have to be removed from the
products in a separate step after the synthesis. A com-
plete removal of a surfactant is not always possible, since
its molecules may be in some cases incorporated (bound
or trapped) into the products. This problem is especially
pronounced in the case of microemulsion polymerization,
where relatively large quantities of emulsifiers must be used
in order to force all monomer to be present in micelles.
A way out of this problem, although limited to some par-

ticular systems, is the use of a technique called by some
authors “surfactant-free emulsion polymerization,” where
the stabilization of emulsions is provided by the monomer
and/or polymer itself. This can be realized in at least two
ways: either the initiator of free-radical polymerization is
an ion that, when incorporated into a growing oligomeric
chain, causes this molecule to be surface active, or the sub-
strates for polymerization are unsaturated (i.e., polymeriz-
able) oligomers bearing ionized groups at one or two ends.
The application of the former technique in microgel

synthesis evolved from a method used for preparation
of nonswellable polystyrene latex particles [145, 146]. It
has been first used by Pelton and Chibante to synthesize
temperature-sensitive poly(N -isopropylacrylamide) micro-
gels [147], and since then it has become the method
of choice in the fabrication of these materials [148–152].
Other examples of microgels that can be obtained in this
way are systems based on poly(methyl methacrylate) and
polystyrene, alone or as a copolymer with methacrylic acid
[153–155].
The synthesis is usually carried out with a persulfate salt

as the initiator that decomposes into SO•
4 radicals capa-

ble of adding to monomer molecules and initiating chain
growth [17]. The growing oligomer radicals bear the anionic
sulfate group at the dead end and behave like a sur-
factant. The presence of surface-active compounds com-
bined with the tendency of polymer chains to undergo
a phase separation (cross-linking polymerization of N -iso-
propylacrylamide—NIPAM—is carried out above the LCST)
results in formation of stabilized particles containing the
growing and cross-linking chains. Internally cross-linked par-
ticles obtained in this way form swollen microgels when
transferred into a good solvent. In the case of poly(NIPAM),
the switching from a poor to a good solvent is accomplished
simply by lowering the temperature below the LCST. It is
possible to synthesize NIPAM-based copolymer microgels by
incorporating water-soluble vinyl monomers like acrylamide
[147], acrylic acid [152, 156], N -acryloylglycine [157], or
2-aminoethylmethacrylate hydrochloride [158].
The version of surfactant-free emulsion polymerization

where self-emulsifying reactive oligomers are used has been
extensively studied by Funke and co-workers on unsatu-
rated polyesters [16, 159–161]. In this approach, unsatu-
rated polyester molecules having carboxylic groups at both
chain ends were used. For effective self-emulsification, as
well as for emulsification of their mixture with comonomers,

the average molecular weight of these compounds must
lie within a certain range. Molecules of too low molec-
ular weight do not provide the desired solubilization
efficiency, while for too long chains their own solubility
is insufficient. For example, in one of the systems stud-
ied where the polyesters were made of maleic anhydride
and 1,6-hexanediol, the optimum molecular weight of these
oligomers for solubilization of styrene as a hydrophobic
comonomer was in the range 1.7–2.2 kDa [162].
Also the way the initial emulsion is prepared and the rela-

tion between the comonomer ratios and overall monomer
concentration must be carefully chosen to avoid formation
of insoluble fraction (macrogels or agglomerates) [163].
A common property of the products synthesized by

surfactant-free emulsion polymerization is the presence of
ionic groups at the microgel surface which may be used for
further modification, binding various compounds, or inter-
particle cross-linking.

2.1.3. Cross-Linking Polymerization
in the Bulk

Bulk polymerization is a possible but, in general, not partic-
ularly suitable way of synthesizing microgels, primarily since
the polymerizing and cross-linking system tends to form a
macroscopic “wall-to-wall” gel in the whole reaction vol-
ume. According to classical gelation theory [164] involving
homogeneous growth of linear chain and their subsequent
linking together, formation of distinct microgels as interme-
diate stages should not take place. However, in reality most
polymerizing and cross-linking systems are not strictly homo-
geneous (see a brief general discussion in [16] and refer-
ences cited therein). If, before macrogelation is reached, the
polymerization and cross-linking processes proceed through
stages characterized by inhomogeneous density of cross-links
[i.e., when microgels are formed that are not (yet) linked
together], there is some chance that they could be poten-
tially separated.
A recent example showing that this may in fact be

possible is a study on free-radical bulk polymerization of
tetraethoxylated bisphenol A dimethacrylate with styrene
or divinylbenzene, where various populations of micro-
gels at different stages of cross-linking (single microgels in
the range of 10–40 nm and large microgel clusters) have
been observed by atomic force microscopy and by dynamic
light scattering upon dissolution of the samples [165, 166].
Also recent works on simulation of polymerization in sys-
tems containing multifunctional monomers clearly indicate
the onset of structural heterogeneity and the formation of
microgels ([167], cf. also [168, 169]).

2.1.4. Polymerization with Nonclassical
Initiation

Most of the work on the synthesis of microgels by com-
bined polymerization and cross-linking has been done using
classical initiation methods, that is, with chemical initia-
tors, which, when activated (mostly thermally decomposed)
give rise to reactive intermediates capable of initiating the
chain reactions of polymerization and cross-linking. This
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approach, although most commonly used, has some disad-
vantages. First of all, the initiator or its fragments usu-
ally remain in the products, either chemically bound or
entrapped within the polymer structure. This may pose seri-
ous problems in these applications where purity of the mate-
rial is of high importance (biomaterials, optics, electronics).
Second, in some cases the heating of the reaction mixture in
order to activate the initiator may be undesirable. Therefore
there is a need for alternative techniques where initiation is
provided by other means. One may envisage that the tech-
niques already used in polymerization processes, like pho-
topolymerization, radiation polymerization, initiation by the
action of ultrasound, or microwaves, will find an application
in the microgel synthesis as well.
Photopolymerization and photocuring are very intensely

studied synthetic techniques, widely used in industry (cf.
reviews [170, 171]). Photoinduced polymerization combined
with cross-linking can be used to produce macroscopic poly-
mer gels based, for example, on 2-hydroxyethyl methacry-
late [172], N -isopropylacrylamide [173], acrylic acid, and
N -vinylpyrrolidone [174]. Microgels of poly(ethylene gly-
col) (PEG) were synthesized by photopolymerization,
using a method where a mixture of poly(ethylene glycol)
dimethacrylates and a photoinitiator was sprayed over a
double-layer liquid bath [175]. The droplets formed in the
upper layer were subsequently UV-illuminated in the lower
layer to form internally cross-linked PEG spheres, able to
swell in water. Kazakov et al. proposed an interesting proce-
dure where monomers (acrylamide, N -isopropylacrylamide,
vinylimidazole) were encapsulated into liposomes and subse-
quently polymerized and cross-linked with UV light, result-
ing in microgels of 30–300 nm size [176].
Radiation-induced polymerization is a well-established,

versatile synthetic technique used in polymer science and,
to a limited extent, also in technology (for reviews see
[177–184]). Polymerization initiated by ionizing radiation
(typically gamma rays from isotope sources or fast electrons
generated by accelerators) is quite similar to the classical
one and can be performed in the bulk, in solution, in emul-
sion, etc., the main difference being only the initiation step.
Ionizing radiation can interact with monomers and polymers
by direct or indirect effects. In the former, the energy is
absorbed by a monomer molecule, which may result in a
radical formation, in the latter the energy is absorbed by
the solvent, and reactive products (mostly radicals) result-
ing from this event may in turn attack monomer to initiate
polymerization. In the case of aqueous systems, the species
initiating the polymerization is most often the hydroxyl
radical.
Ionizing radiation can be used in the synthesis of poly-

mer gels (both macro- and microscopic) in two general ways:
either by inducing cross-linking polymerization of monomers
or by inducing cross-linking of polymer chains in the absence
of monomers. The latter technique has some important
advantages and will be discussed separately in Section 2.2.2.
It is important to know that at late stages of radiation-
induced polymerization, when only low quantities of free
monomer molecules are left in the system and the radicals
are still generated randomly along the chains, intermolecu-
lar recombination (cross-linking) reactions may occur with a

considerable yield even in the total absence of any bifunc-
tional monomer. Therefore, by using ionizing radiation it
is possible to obtain a polymer gel starting from mono-
functional monomers. More often than not, multifunctional
monomers are used anyway, usually in order to increase the
yield of cross-linking and thus reduce the radiation dose
necessary to produce a gel of a given cross-link density.
Applications of this technique range from the formation of
gels based on relatively simple compounds (e.g., acrylamide
[185] or N -vinylpyrrolidone [4]) to complex stimuli-sensitive
“smart” gels targeted for advanced biomedical purposes (cf.
[186–190]).
Examples of radiation-induced polymerization employed

to synthesize internally cross-linked polymer microparticles
are the works of Yoshida et al. [191–195] and Naka et al.
[196–198]. Various monomer mixtures, mainly containing
diethylene glycol dimethacrylate, were irradiated without
any auxiliary substances in organic solution to yield prod-
ucts that were suitable for derivatization or immobilization
of biomolecules and intended for biomedical applications.
Microgels can be also synthesized by radiation-induced
cross-linking polymerization in emulsion, as shown on the
example of styrene-based gels co-polymerized with cationic
polymerizable surfactants [199].
Ultrasound is often used in microgel or microparticle syn-

thesis, albeit not for initiating chemical reactions, but rather
as a tool for solubilization, agitation, homogenization, for-
mation of miniemulsions, etc. It seems that the well-known
fact that the same ultrasound can induce polymerization (for
reviews see [200–202]) has so far largely escaped the atten-
tion of researchers working on microgel synthesis.
Ultrasound waves propagating in a liquid may cause the

formation of free radicals. This effect is due to the phe-
nomenon of cavitation (i.e., the formation of small gas
bubbles). Their collapse and their compression phase of
oscillations in the ultrasonic wave are adiabatic processes
leading to local, transient increase in temperature inside the
bubble, lasting for fractions of microseconds. Since these
temperatures may reach over 3000 K, [203, 204] a fraction
of solvent molecules (or other molecules) present in the gas
phase is decomposed into free radicals. These can diffuse
to the liquid phase and initiate chemical reactions, includ-
ing polymerization. In the case of aqueous systems, hydroxyl
radicals are generated [205–212] that are very efficient ini-
tiators of polymerization. The efficiency of cavitation and of
radical formation in particular depends on frequency and
intensity of ultrasound, as well as on temperature, external
pressure, presence of gases in the liquid, etc. [200, 212].
Ultrasound-induced polymerization in solution has been

mostly performed on vinyl polymers, namely styrene
[213–221], methyl methacrylate [213, 215–219, 222, 223],
n-butyl methacrylate [221], vinyl acetate [213], vinyl chlo-
ride [224], acrylamide [222, 223], N -vinylcarbazole [225],
and N -vinylpyrrolidone [200]. Moreover, the suitability of
this technique for synthesis of some special polymers has
been demonstrated (e.g., polysilylenes [226] and phtalocya-
nine polymers [227]).
Although no extensive studies on the possibility of micro-

gel synthesis by ultrasound have been made so far, there
are first reports on the possibility of ultrasound-induced
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polymerization of bifunctional monomers [228] and fabrica-
tion of microspheres [229].
It has been shown that concomitant action of ion-

izing radiation and ultrasound may lead to interesting
results in the synthesis of internally cross-linked micro-
spheres (that would become microgels in a suitable sol-
vent). In a radiation-induced cross-linking polymerization of
diethyleneglycol dimethacrylate in ethyl acetate, the action
of ultrasound affects the size and shape of formed particles,
probably by promoting interparticle interactions [230].

2.2. Intramolecular Cross-Linking of Polymer
Chains: Monomer-Free Techniques

In most research work and applications, microgels are syn-
thesized using procedures based on polymerization pro-
cesses starting from monomers as the basic substrates.
This is, however, not the only possible way. An alter-
native approach to the synthesis of microgels, in partic-
ular the nanogels of small size (typically <0
1 �m), is
intramolecular cross-linking of individual macromolecules.
An obvious and important advantage of this method is
the absence of monomer. This is of great value when the
product is intended for biomedical use, where even small
quantities of residual monomer may be potentially harmful
and thus unacceptable. Furthermore, intramolecular cross-
linking may provide means to obtain cross-linked structures
of various molecular weight and size, including very small
structures, depending on the molecular weight of the par-
ent polymer. Such nanogels obtained from single macro-
molecules are interesting physical forms of polymers as they
are a sort of “frozen” polymer coil of limited segmental
mobility. One can also expect that a combination of intra-
and intermolecular cross-linking (cf. [231–233]) will provide
a tool for synthesizing nanogels and microgels of inde-
pendently chosen molecular weight and dimensions (vari-
ous internal densities). Last but not least, intramolecular
cross-linking of individual macromolecules is an interest-
ing reaction. A number of questions regarding this process,
particularly its kinetics, have not been answered yet (cf.
[234–236]).
Given the commercial availability of a multitude of poly-

mers, including food- and medical-grade products, starting
from a polymer rather than from a monomer can be a rea-
sonable synthetic option. Moreover, in some cases, where
monomers do not exist [like poly(vinyl alcohol)] or polymer-
ization is either impossible or very difficult (carbohydrates),
intramolecular cross-linking of polymers may be the best way
to produce microgels.

2.2.1. Chemical Intramolecular Cross-Linking
Intramolecular cross-linking, similar to polymerization, can
be performed either as a thermally initiated chemical reac-
tion or as a photo- or radiation-induced process. Chemi-
cal intramolecular cross-linking of individual polymer chains
can be achieved in at least two ways. One is to prepare lin-
ear or branched polymer with pendant reactive (e.g., vinyl)
groups and initialize the cross-linking by a suitable initiator.
Batzilla and Funke synthesized linear poly(4-vinyl styrene)
and subsequently carried out a cross-linking of this polymer

in dilute solution using 2,2′-azobis(isobutyronitrile) (AIBN)
as an initiator [237]. Reaction conditions and time could
be chosen where intramolecular cross-linking prevailed. In a
similar way, microgels can be made of preformed polymers
by photo-cross-linking [238].
Another way does not require any special substrate prepa-

ration (no polymerizable pendant groups needed). It has
been shown that intramolecular cross-linking of single chains
of water-soluble polymers can be carried out by reacting
them with a suitable cross-linking agent in dilute solu-
tions. The cross-linker must be capable of reacting with
the functional groups ( OH, COOH, etc.) of the poly-
mer and should be at least bifunctional. Synthesis is carried
out in solution. Polymer concentration must be chosen suf-
ficiently low to avoid intermolecular cross-linking (i.e., it
must be significantly lower than the coil overlap concen-
tration). By varying the concentration of the cross-linker
one can influence the internal cross-link density. Burchard
et al. used this approach to synthesize internally cross-
linked single macromolecules (nanogels) of poly(vinyl alco-
hol) with glutaraldehyde as the crosslinker [239] and of
poly(allylamine) cross-linked with 1,4-dimethoxybutane-1,4-
diimine dihydrochloride [240] (cf. also [241, 242]). A simi-
lar approach is used to obtain microgels of polysaccharides.
For example, hydroxypropylcellulose microgels can be pro-
duced by (presumably mostly intramolecular) cross-linking
of linear chains with divinylsulfone [243]. Analogous pro-
cesses are utilized for the synthesis of commercially pro-
duced preparations of internally cross-linked hyaluronic acid
[244–247].

2.2.2. Radiation-Induced Cross-Linking
Synthesis of nano/microgels by intramolecular cross-linking
of individual polymer chains can be also initiated by ioniz-
ing radiation. The main advantage of this method is that it
can be carried out in a pure polymer/solvent system, free of
any monomers, initiators, cross-linkers, or any other addi-
tives. Therefore it seems to be especially well suited for
the synthesis of high-purity products for biomedical use. In
this approach, to be discussed in more detail, pure aque-
ous solution of a polymer is subjected to a short (a few
microseconds), intense pulse of ionizing radiation. In this
way, many radicals are generated simultaneously along each
polymer chain, and their intramolecular recombination leads
to the formation of nanogels. This approach has been first
tested on neutral water-soluble polymers—poly(vinyl alco-
hol) [235], polyvinylpyrrolidone [248], and poly(vinyl methyl
ether) [249, 250]—and later expanded to poly(acrylic acid)
as an exemplary polyelectrolyte [236, 251].
The main parameter influencing the competition between

inter- and intramolecular recombination of polymer radi-
cals in dilute solutions is the average number of radicals
present at each macromolecule at the same time [234]. If
this number, under the given synthesis conditions, is much
lower than 1, there is only a meager chance that a radical
will find a reaction partner within the same chain. In such
cases, recombination is only possible between radicals local-
ized on two separate macromolecules. On the other hand,
when there are tens of radicals present along each chain,
the probability of intramolecular encounters and reactions
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is higher than that of intermolecular ones. The latter pro-
cesses are relatively slow, since they require that two large
entities—polymer coils—diffuse toward each other.
In the case of the radiation-induced radical formation,

these two opposite conditions (i.e., a very low or very high
number of radicals per chain) can be fulfilled by means of
a proper choice of irradiation conditions. Continuous irra-
diation at a relatively low dose rate, such as typical irra-
diation with gamma rays from isotope sources, leads to a
steady-state concentration of polymer radicals in the order
of 10−7 M. When the concentration of polymer coils is sig-
nificantly higher than this value (this condition is usually
easily fulfilled), the average number of radicals per chain
is much lower than unity and intermolecular cross-linking
is observed (Fig. 6a). In order to promote intramolecu-
lar cross-linking, short, intense pulses of radiation can be
employed, such as pulses of fast electrons from an accelera-
tor, generating radical concentrations in the order of 10−4–
10−3 M. If the concentration of polymer coils is low (that
is to say, 10−6–10−4 M), many radicals are generated on
each macromolecule (typically many tens or even over a
hundred), and the conditions for intramolecular recombi-
nation are fulfilled (Fig. 6b). Certainly, this does not mean
that intermolecular reactions are totally eliminated in such
a case. Some coils may come into contact before all the rad-
icals decay, and if there is an uneven number of radicals on
a chain, at least one of them must finally find a reaction
partner at a neighboring macromolecule.
The data on changes in molecular weight, viscosity, and

radius of gyration following the pulse irradiation of dilute
polymer solutions clearly indicate that strongly internally
cross-linked nanogels are formed which, in comparison
with the starting macromolecules, have somewhat higher
molecular weight but at the same time significantly lower

(a)

(b)

Figure 6. Gel formation by recombinaton of polymer-derived radicals
under two different experimental conditions: (a) intermolecular cross-
linking leading to macrogelation (high polymer concentration, low
steady-state concentration of radicals⇒ momentary average number of
radicals per chain is lower than one), (b) intramolecular cross-linking
leading to microgelation (low polymer concentration, pulse-generated
high concentration of radicals ⇒ momentary average number of radi-
cals per chain is much higher than one).

dimensions [235, 236, 248, 251]. While the main reason for
the increase in molecular weight is the intermolecular cross-
linking occurring in the system with very low yields in paral-
lel to intramolecular recombination, the latter process is the
dominant reason for the reduction in coil dimensions.
A balance between inter- and intramolecular recombi-

nation of polymer radicals may be also maintained when
continuous irradiation is used. Therefore it is possible to
synthesize microgels by cross-linking in a solution using iso-
tope sources, as has been experimentally demonstrated and
supported by simulations for poly(vinyl alcohol) by Wang
et al. [231–233, 252].

2.3. Disruption of Macroscopic Networks

The idea of obtaining microscopic gel particles by disrupting
continuous “wall-to-wall” gels seems to be conceptually the
simplest of all synthetic approaches, since the procedures
used to obtain macroscopic networks are usually simple,
with less parameters to be controlled than in the previ-
ously described typical microgel synthesis methods—there
is no need to control the micelle size or to observe the
precautions necessary to avoid macrogelation. A disadvan-
tage of this “nonelegant” method is that the size distribu-
tion is very broad (however, for microgels in the scale of
many micrometers it can be reduced, e.g., by using mechan-
ical sieves); one cannot usually expect to produce extremely
small gel particles in this way nor obtain products of a reg-
ular, spherical shape. On the other hand, the disruption
method may be of some advantage for synthesizing micro-
gel fractions of various diameters but precisely the same
crosslink density (since they are derived from one speci-
men of a macroscopic gel) [253]. In the authors’ laboratory
this method is used routinely to fabricate large amounts of
coarse polyvinylpyrrolidone microgel of dimensions below
50 �m, following radiation-induced synthesis of macroscopic
gel in the bulk [254]. A gel disruption process has been
reported to yield cross-linked polysaccharide microgels (of
dimensions in the 100 nm range), as one of the steps to
construct polysaccharide/phospholipide biovectors for drug
delivery [255].
It should be noted that important final steps of almost all

synthetic procedures used to obtain microgels are purifica-
tion and drying. It has been clearly demonstrated that drying
methods and conditions may have significant influence on
the final structure and properties of microgels [143, 256].

3. METHODS USED
FOR STUDYING MICROGELS

Since most microgels of micrometer and submicrometer size
are soluble in a suitable solvent, their properties can be
conveniently studied by the methods developed for macro-
molecules in solution. These include various versions of vis-
cometry, static and dynamic light scattering, gel permeation
chromatography (GPC), and, to a lesser extent, ultracen-
trifugation and osmometry.
Relative changes in hydrodynamic dimensions of micro-

gels, related to their average molecular weight, structure,
and size, can be followed by viscosity measurements in dilute
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solutions, using simple equipment such as an Ubbelohde vis-
cometer.
Determination of an intrinsic viscosity of a polymer solu-

tion [�] is one of the simplest and most common ways
to determine average molecular weight of a polymer (pre-
cisely the viscosity-average molecular weight, M�). Correla-
tion between these values is known as the Mark–Houwink
equation, ��� = K

�

M�, where K and � are parameters which
are constant for a given linear polymer/solvent pair at a
defined temperature and can be found in handbooks (e.g.,
[257]). Since a microgel particle is more compact than a coil
of the same linear polymer, viscosity of microgel solution
is lower than that of linear macromolecules of equal con-
centration. As a result of that, viscosity measurements do
not yield proper values of molecular weight for microgels,
at least when K and � values for linear chains are used.
Although the Mark–Houwink parameters for some micro-

gels have been determined, their practical use is very limited,
since the real dependence of viscosity on molecular weight
is influenced by cross-link density, way of synthesis etc., and
therefore it may vary from one to another preparation. Any-
way, it is worth noting that the values of the exponent �
for microgels are low (e.g., 0.16 for microgels of poly(vinyl
alcohol) [241], 0.25 for microgels based on polystyrene
copolymers [258], 0.09 to 0.24 for divinylbenzene-based gels
[16, 29]) when compared with values typical for random coils
of flexible macromolecules in good solvents (0.5–0.8), indi-
cating only a weak dependence of viscosity on molecular
weight.
Despite the previously described disadvantage, viscosity is

a very convenient tool to measure volume changes in gel
structures of constant average molecular weight. Examples
of such experiments are synthesis of microgels from lin-
ear chains by intramolecular cross-linking [231, 232, 235] or
changes in volume of stimuli-sensitive microgels [251]. Senff
and Richtering provided large data collections and detailed
discussions on the temperature influence on viscosity and
rheology of thermosensitive poly(N -isopropylacrylamide)
microgels [259, 260]. An extensive study of viscosity-related
phenomena in polyelectrolyte microgels has been presented
by Antonietti et al. [140, 141, 261].
Viscosity measurements are also frequently used to follow

the changes in size of microgels during the synthesis based
on polymerization and cross-linking, often in parallel with
other methods, indicating the changes in molecular weight.
Such studies have been done, for example, on polyacry-
lamide [142], poly(allyl methacrylate) [115–118], poly(t-butyl
acrylate) [96], polyurethanes [22], and poly(vinyl methacry-
late) [117].
Relatively low viscosity of microgel solutions is one of

the factors that makes them suitable for high-solid-content
organic coatings (see Section 4.2), since to maintain the
desired viscosity level of a solution or dispersion, higher con-
centration of microgels than linear chains can be used.
Another viscosity-related field of studies is rheology of

microgel solutions or dispersions. The information gained
is related to the compactness and stiffness of gel particles
and their susceptibility to flow-induced deformation, solvent
permeability, as well as the interactions between the parti-
cles. For some compact microgels (e.g., based on polyester
copolymers), almost Newtonian flow has been observed

even at concentrations of 40 wt% indicating low interpar-
ticle interaction and low deformation [16]. Solutions of
other microgel structures show pronounced deviations from
the Newtonian behavior, mostly behaving as pseudoplas-
tic, shear-thinning fluids. Discussions on structure–rheology
relationships of microgel solutions can be found in [19,
259, 260]. Rheological tests provide valuable information on
the behavior of the outer layer of complex microgels—for
example, in a core–hair structure one can follow the ten-
dency of the hairs to become extended in a given solvent
[262]. Data on the solutions of thermoresponsive microgels
of poly(N -isopropylacrylamide) show pronounced temper-
ature dependence of rheological properties, reflecting the
change in volume fraction occupied by gel microparticles
[18, 263]. Changes in rheological properties of the reaction
mixture can yield important information on the mechanism
and kinetics of cross-linking polymerization [264]. Precise
knowledge on how the composition and synthetic proce-
dures influence the rheological properties of final products
is essential for fabrication of microgels used in coating tech-
nology [265–268].

Static light scattering, based on the laws discovered and
methods developed by Rayleigh, Debye, and Zimm, is
an absolute method of determination of weight-average
molecular weight of any dissolved macromolecular struc-
ture [269–271]. In this method, a laser light beam is passed
through a solution of macromolecules or microgels, and the
(time-averaged) intensity of scattered light is measured, in
relation to the intensity of the incident beam, at various
angles, for a few different concentrations of the polymer in
the sample. Double extrapolation of these data to zero angle
and zero concentration yields the weight-average molecular
weight. One has to stress that this method is of particu-
lar value for studying microgels, since many other methods
(viscometry, simple gel permeation chromatography without
light-scattering detection) that require calibration can yield
incorrect molecular weights of microgels when calibrated
on linear polymer samples. Certainly, static light scatter-
ing also has some limitations. The most important in the
present context is the upper limit of molecular weight that
can be determined. Molecules or gel particles of Mw higher
than a few million Da cannot be usually analyzed by this
method. Another limitation is uncertainty whether one of
the calculation parameters, the refractive index increment
(dn/dc), undergoes significant changes when linear chains of
a given polymer are transformed into microgels. This prob-
lem, often neglected, still requires detailed studies. Exam-
ples of static light-scattering measurements on microgels
are listed, arranged according to the main chemical com-
ponent of the microgel: hyaluronic acid [247], organosili-
con compounds [131], poly(acrylic acid) [236, 251], poly(allyl
aniline) [240], poly(allyl methacrylate) [115–118, 120,
272], polyethylene [273], poly(lauryl methacrylate) [121],
poly(methacrylic acid) [274], poly(methyl methacrylate)
[275], poly(N -isopropylacrylamide) [151, 259, 260, 274],
poly(N -vinylcaprolactam) [61, 63, 64, 66, 125], poly(vinyl
alcohol) [231, 235, 239], poly(vinyl methacrylate) [117], and
polyvinylpyrrolidone [248].
Static light scattering is not only a tool for determining

the weight-average molecular weight, but it yields as well
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the radius of gyration (a very important parameter in anal-
ysis of microgels) and a second virial coefficient, which is
useful for investigating polymer-solvent vs. polymer–polymer
interactions. For example, a negative value of this parame-
ter indicates a tendency of polymer chains or microgels to
undergo reversible aggregation in a given solvent.
Static light-scattering techniques can be also used for

real-time study of the kinetics of microgel formation. This
can be done by coupling a pulse-radiolysis setup with a
laser light scattering photometer [276–279]. Cross-linking
and/or polymerization reactions are initiated by short (a few
microseconds) pulse of ionizing radiation in the form of fast
electrons generated by an electron accelerator, and subse-
quent changes in the intensity of scattered light caused by
changes in molecular weight and/or radius of gyration can
be recorded, analyzed, and, when possible, recalculated into
rate constants of participating reactions.
It is worth mentioning that in-situ, real-time monitor-

ing of microgel formation is possible not only by follow-
ing the increase in the intensity of scattered light but also
by measuring the decrease in intensity of transmitted light.
A description of the latter technique and its applications can
be found in the works of Kara and Pekcan [39–41].

Dynamic light scattering, based on temporal correlations
of the intensity of light scattered by the solution of macro-
molecular structures, does not yield (at least directly)
molecular weights, but average values and distributions of
diffusion coefficients [271, 280–282]. These data can be
recalculated into average values and distributions of hydro-
dynamic diameters—again very important characteristics of
a microgel sample. The range of sizes that can be measured
is more shifted toward large structures when compared with
static light scattering (up to a few micrometer). It should be
stressed that the average radius of gyration determined by
static light scattering and the average hydrodynamic radius
calculated from dynamic light scattering are different phys-
ical parameters. The relation between these two values is a
valuable indicator of microgel structure [239, 240]. Exam-
ples of application of dynamic light scattering for analyzing
microgels can be found in the following papers, arranged
according to the main component of the studied material:
dextran [283], hydroxypropyl cellulose [243], organosilicon
gels [132, 284], polyacrylamide and its derivatives [71, 285],
poly(acrylic acid) [285, 286], poly(allyl aniline) [240],
poly(n-butyl acrylate) [129], polyesters [287], poly(ethylene
oxide) [8], poly(2-hydroxyethyl methacrylate-b-styrene-b-2-
hydroxyethyl methacrylate) [107], poly(methacrylic acid)
[274], MADQUAT [144], poly(methyl methacrylate) [123],
poly(methyl vinyl ether) [250], poly(N -isopropylacrylamide)
[70, 148–150, 152, 259, 260, 274, 288–295], poly(N -vinyl-
caprolactam) [126], poly(sodium 2-acrylamido-2-methyl-
propanesulfonate) [144], polystyrene [129, 139, 296], poly·
(tetramethoxylated bisphenol A dimethacrylate) [165],
poly(vinyl alcohol [231, 232, 239]), poly(2-vinylpyridine)
[297, 298], and poly(2-vinyl pyridine-b-styrene-b-2-vinyl
pyridine) [299].
Surface charge effects like electrophoretic mobility can

be investigated by measuring the zeta potential or by phase
analysis light scattering [67, 144, 300].
A method that in some aspects resembles light scatter-

ing is the small angle neutron scattering technique (SANS).

Neutrons of suitable energy range are scattered by atomic
nuclei of a polymeric sample and give rise to scattering
patterns similar to those obtained by light scattering. An
advantage of neutron scattering is that it can be used not
only in solutions but also in gels and even in the condensed
phase, when appropriate samples are used (e.g., contain-
ing a small fraction of deuterated macromolecules). This
method allowed detection of structural differences in gels of
the same chemical composition but synthesized by different
methods (chemical and �-ray initiation) [301]. Temperature-
dependent SANS measurements were applied to follow the
structural changes in thermoresponsive microgels of poly(N -
isopropylacrylamide) [17, 148, 294, 302].
Microgels can be also studied by GPC (size exclusion

chromatography; for general reviews see [303, 304]). This
method is routinely used in research and industry to deter-
mine molecular weight distribution and number-, weight-,
and z-average molecular weights of polymers. In its basic
form, GPC is not an absolute method and requires calibra-
tion on monodisperse polymer standards of precisely known
molecular weight. Since macromolecules or microgels are
segregated on GPC columns according to their size (hydro-
dynamic volume) and not molecular weight, the same pre-
cautions as mentioned previously for viscometry must be
applied if the method is to be used for determination of
molecular weight distribution of microgels, since linear poly-
mer standards and microgels of the same molecular weight
may have very different dimensions and retention volumes.
This problem can be partially overcome in modern GPC
setups equipped with a light-scattering detector that in prin-
ciple allows for absolute determination of molecular weight
of each polymer or microgel fraction. Still, the use of right-
angle laser light scattering detectors with microgel samples
may lead to some systematic errors, since the algorithms
for recalculation of the data to zero angle are based on
the theory of polymer coils, not microgels. On the other
hand, detection at a low angle (multiangle or low-angle
detectors) usually gives noisy signals, especially in aqueous
solutions. Nevertheless, the method is fast, efficient and for
sure a valuable tool in microgel analysis. Exemplary applica-
tions described in the literature refer to microgels based on
poly(allyl methacrylate) [272], poly(divinylbenzene) [305],
poly(methyl methacrylate) [23], polystyrene and poly(t-butyl
styrene) [101, 306], polystyrene and poly(butyl acrylate)
copolymers [307], poly(t-butyl styrene-co-divinylbenzene)
[100], and poly(vinyl alcohol) [232]. Gel permeation chro-
matography may be also applied for preparative purposes.
Microgels based on polyethyleneimine and poly(ethylene
glycol) have been successfully fractionated by this technique
[308].
Chemical composition of microgels can be determined

by any regular analytical technique used for polymers. UV-
visible or infrared (IR) spectroscopy is often used to control
the conversion of monomers during the microgel synthe-
sis. The use of IR spectroscopy may be facilitated by the
fact that many microgels form films that may be analyzed
directly. Concentration and structures of polymer-derived
free radicals during polymerization or cross-linking can be
followed, in some cases, by electron paramagnetic resonance
[165, 309–312]. Classical methods of instrumental analysis
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as conductometric and potentiometric titration may be very
useful for analyzing ion-bearing microgels [155, 297].

Nuclear magnetic resonance (NMR) spectroscopy can be
used for determination of the chemical structure of micro-
gels [68, 120, 125, 313–316]. Another application of a related
technique in the field of polymer systems is the pulsed-
NMR measurements of spin–spin nuclear magnetic relaxation
times. They yield valuable data regarding polymer struc-
ture, crosslink, and/or entanglement density in solid poly-
mers [317–319], polymer melts [320], and gels [321–323].

Visualization of microgels can be realized by various
microscopic techniques. While the use of optical microscopy
is limited to the relatively large structures, most studies are
based on transmission electron microscopy (TEM, selected
reviews: [324, 325]), scanning electron microscopy (SEM,
[325, 326]) and atomic force microscopy (AFM, [327–330]).
Transmission electron microscopy is widely used to study

microgels. Usually it does not require any complicated sam-
ple preparation. In a typical procedure, a drop of dilute
microgel dispersion or solution is cast on a suitable sup-
port (often a carbon-film-coated copper mesh) and dried
at room temperature (RT). This method is well suited
for observation of single gel particles or their monolayers.
Exemplary applications of TEM in studying microgels are
visualization of simple gel particles based on polyacrylamide
[142], poly(2-acrylamiddo-2-methylpropanesulfonate-co-(2-
(methacryloyloxy)ethyl)trimethylammonium chloride) [144],
poly(divinylbenzene-co-maleic anhydride) [28], poly(N -
ethylacrylamide) [124], poly(N -isopropylacrylamide) [149,
150, 156], polyurethanes [22], as well as more complex struc-
tures and effects, like core–shell microgels [69, 128, 262,
293], loading of nanogels with drugs [308], binding metal or
metal oxide particles [37, 331, 332], and template influence
on the synthesis of polysilane microgels [333].
More complex microgel structures, multilayers, foils, and

surface features of microgel-based materials can be visu-
alized by scanning electron microscopy. SEM enables the
analysis of thick, nontransparent (in the sense of TEM) sam-
ples and due to its large focus depth gives sharp pictures
of structurally complex materials. Sample preparation is not
as simple as in TEM, since here coating the sample with a
thin layer of a conducting material is necessary. Examples
of applications of SEM in the field of microgels include a
study on the influence of monomer ratio on the properties
of poly(N -isopropylacrylamide-co-acrylic acid) gel particles
[152], thermally induced structural changes in poly(N -
isopropylacrylamide) microgels [294], various morpholo-
gies of poly(divinylbenzene-co-maleic anhydride) [28] and
poly(divinylbenzene-co-4-methylstyrene) gels [305], binding
microgels onto TiO2 pigments [122] and aluminum sur-
faces [332], structures of microgel-based ion-exchange resins
[334], structure of polypyrrole particles obtained by template
polymerization in the presence of poly(vinyl methyl ether)
microgels [335], and structural effects accompanying inverse
emulsion cross-linking polymerization of acrylamide [142].
AFM is a development of scanning tunneling microscopy.

These techniques differ from electron microscopy both in
operating principles and in many aspects of their appli-
cation. Sample preparation is simple, no metal sputter-
ing or vacuum environment, etc. is needed and the native

sample structure in its natural environment (e.g., air, liq-
uid) can be visualized. AFM has been successfully used
for imaging of polymer systems, from surfaces through col-
loidal particles and dendrimeric structures down to single
macromolecules (extensive review: [336]) In the field of
microgels, the AFM technique has been used for example,
for studying surface topology of vinyl/dimethacrylate net-
works [165, 166], poly(acrylic acid) films based on linear
chains and on nanogels (see Fig. 9 in Section 4.3) [251],
films based on polystyrene and poly(n-butyl acrylate-co-
acetoacetoxy ethyl methacrylate) gel particles [129], cluster
formation in organosilicon micronetworks [284], structures
of polystyrene graft microparticles [337], and the fibrous
nature of polysaccharide gels [338]. An interesting modifi-
cation of the AFM technique allowing for measurement of
interparticle forces (that might be possibly used in future for
measuring the forces between microgel particles) has been
described by Sigmund et al. [339]. Another application of
AFM that may be of interest in the present context is the
determination of elastic properties of microparticles [340].

4. APPLICATIONS

4.1. Biomaterials

The possibilities of employing macroscopic polymer gels as
biomaterials, mostly in the form of hydrogels based on syn-
thetic polymers, have been explored since 1960s, when these
materials were first synthesized [1]. Since then, a number of
products reached the stage of commercial application, soft
contact lenses, drug delivery systems, and wound dressings
being the most widely known examples. Given the number
of research groups involved and progress being made in this
field, one may anticipate that in the future the number of
hydrogel-based biomedical products on the market will be
constantly increasing.
Broad although not very recent publications on the med-

ical use of hydrogels are the collective works edited by
Peppas [2] and DeRossi et al. [341]. Park et al. reviewed
the narrower field of biodegradable hydrogels [342]. Out
of more recent books and book chapters on this subject
[343] provides a more general outlook, while the scope of
[344] is limited to silicone-based hydrogels. For exemplary
review papers on the medical applications of hydrogels, see
[3, 345–352].
Although certainly the characteristics of hydrogels differ

from one to another formulation, a few common properties
can be listed that make these materials suitable for biomedi-
cal applications. In their high water content and hydrophilic-
ity hydrogels are similar to tissues. They also mimic some
properties of soft tissues as reversible swelling and elastic-
ity. Due to their network structure they may be loaded with
a drug which can be subsequently released at a controlled
rate. This rate can be adjusted, one of the main factors being
the mesh size. The latter parameter allows also construction
of semipermeable membranes or containers, for example an
outer shell of a hybrid artificial organ (an implant containing
living cells) allowing the transport of water, oxygen, nutri-
ents, and enzymes, but being impermeable to larger enti-
ties such as immunoglobulins and other components of the
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immune system (cf. [353–355]). Due to their fair to excel-
lent biocompatibility, hydrogels are usually well tolerated as
implants.
An example of a mature biomaterial technology based

on classical, homogeneous hydrogels is the large-scale
production of wound dressings, by a technique combin-
ing radiation-induced cross-linking of polyvinylpyrrolidone
and concomitant sterilization of the final product [4, 356].
A number of other products based on similar technology
(e.g., systems for local delivery of anticancer drugs and for
induction of childbirth) have successfully passed clinical tests
[347, 355, 357, 358].
While “regular” hydrogels are already common compo-

nents of biomaterials, current efforts of the researchers
are now concentrated on the stimuli-sensitive (“intelligent,”
“smart”) gels (reviews: [5, 18, 341, 359–363]). These mate-
rials are able to respond to external stimuli, such as tem-
perature, pH, ionic strength, light, electric field, or even
(selective) changes in the concentration of a given chem-
ical species. The latter property can be used, for exam-
ple, in glucose-responsive insulin-releasing devices [314] or
antigen-responsive systems [364]. The response to the stim-
ulus, being induced by conformational changes of the poly-
mer chain segments, usually manifests itself as a pronounced
change in the gel volume (strong contraction or expansion)
and in the amount of bound liquid (decrease or increase
in the degree of swelling). Due to these properties, stimuli-
sensitive gels are tested for applications such as sensors,
actuators, chemical valves, controllable or self-regulating
drug-delivery systems, or even artificial muscles. Certainly,
there is still some gap between the artificial hydrogel fish
that moves by swinging its tail in a laboratory bath [365] or
electrically driven gel finger working in the air [366] and a
future implementation of a hydrogel-based muscle, but fast
developments in the field of stimuli-sensitive hydrogels allow
one to expect that biomaterials based on these materials will
be implemented very soon.
Microgels are also intensely studied with respect to their

biomedical applications (reviews: [16, 18, 361, 362, 367–370],
exemplary patents: [371–375]). Of course, the product range
is different than that of macroscopic gels, although there is
a significant overlap in the field of controlled drug delivery.
The most important microgel applications in the biomedical
field are carriers for enzymes, antibodies, etc. used in diag-
nostics (e.g., immunoassays), drug carriers for therapeutic
purposes (local, controlled drug delivery), and, potentially,
microdevices (see Section 4.3), artificial biological fluids, and
synthetic vectors for drug delivery.
Coupling microgels with selective biochemicals leads to

materials applicable in biological testing [16, 18, 376].
This technique has been used for some time with solid
nanospheres [368, 376, 377]. In some cases, in compara-
tive tests microgels performed better than polystyrene-based
microsphere supports, providing testing material of higher
sensitivity [378]. A typical action of the microgel-based
immunoassay is based on an aggregation of antibody-bearing
microgels with the specific antigens. The large particles
formed in this way can be detected by microscopic tech-
niques. In a modified immunoassay, magnetic microgels can
be applied, containing an encapsulated polymer core with
adsorbed magnetic nanoparticles [371, 379]. Magnetically

labeled cells can be separated from a cell mixture by apply-
ing magnetic field, for example in a section of tubing in
which the cell mixture is flowing.
Although there is a broad field of potential biomedical

applications of conventional microgels, a strong tendency is
observed to focus the research on complex microgels and on
stimuli-sensitive systems. The preference for using stimuli-
sensitive gels is even more pronounced for microgels than
for the “wall-to-wall” gels. One of the important reasons is
much shorter response time. While the reaction of macro-
scopic responsive gels to a stimulus is sometimes unaccept-
ably slow (for example, when the molecules of a chemical
stimulus have to diffuse into the whole volume of a gel slab),
microgels, due to their small dimensions and high surface-
to-volume ratio, respond much faster.
Temperature-sensitive microgels are tested for controlled

binding of biomolecules. It has been shown that poly(N -iso-
propylacrylamide)—pNIPAM—microgels can bind various
proteins by physical sorption above the phase transition tem-
perature (i.e., at ca. 40 �C) and release them upon lowering
the temperature to 25 �C [380, 381]. Proteins can be also
covalently bound to such gels, and their activity can be con-
trolled by temperature changes [382]. In complex systems
such as described by Yasui et al. [383], one can achieve high
enzyme activity within a defined, relatively narrow (a few
degrees) temperature range. Pichot and co-workers demon-
strated the possibility of using thermo- and pH-responsive
microgels for binding nucleic acids [362, 384]. It has been
shown that the interaction of temperature-sensitive micro-
gels with elements of the immune system like granulocytes
(foreign-body attacking cells) can be moderated by changes
in temperature [385]. It is worth noting that the interac-
tion of pNIPAM gel particles was much weaker than that
of polystyrene microspheres, which may indicate that, in the
context of attack by immune system cells, these microgels
have higher biocompatibility than solid microspheres.
Thermosensitive microgels have been also tested as drug

carriers. The structure and hydrophilic/hydrophobic proper-
ties of the drug have been identified as important factors
influencing the phase transitions and uptake/release char-
acteristics of poly(N -vinyl caprolactam) gel particles [126].
In order to achieve the desired release profile, composite
microgels may be used, for example combined nonporous
silica/pNIPAM gels [386]. The rate of the thermally triggered
drug release may then be controlled by changing the compo-
sition of this hybrid product. Another interesting example of
a composite structure based on drug-loaded thermosensitive
microgels is a wound dressing, where drug-bearing pNIPAM
gel particles are incorporated into a self-adhesive film [387].
The product combines adhesive and temperature-controlled
absorptive functions and is easy to peel off after use.
Compositions containing poly(N -vinylcaprolactam-co-

sodium acrylate) microgels and gelatin undergo a reversible
macrogelation upon temperature increase above ca. 32 �C
[65]. Such materials, liquid (injectable) at RT but forming a
gel at the temperature of the human body, are considered
for applications in surgery and drug delivery.
Another group of responsive materials tested for use as

biomaterials are pH-sensitive and/or ionic-strength-sensitive
microgels. For these products, there are at least two mech-
anisms allowing for controlled drug delivery. One can load
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the gel particles with a drug at a pH where the parti-
cles are fully swollen (expanded), trap it inside by a pH
change leading to the collapse of the microgel, and sub-
sequently allow the drug to diffuse out at a pH-controlled
rate. A similar mechanism applies as well to the systems
where ionic strength is the stimulus for expansion and col-
lapse, or where both pH and ionic strength effects are oper-
ating. Another mechanism is pH-dependent reversible ionic
binding of drugs. Drug and protein binding and release
from anionic microgels have been studied, for example, by
Eichenbaum et al. [73, 74] and Soppimath et al. [388], while
Vinogradov et al. [308, 375, 389] described the synthesis and
properties of some cationic systems.
A sophisticated drug-delivery system, mimicking the

action of secretory granules, has been constructed by Kiser
et al. [390–392]. The core is an anionic microgel particle
based on methacrylic acid, loaded with a drug. Subsequently,
by lowering pH, a collapse of the microgel is induced. In this
form, the particle is coated with a lipid bilayer, to simu-
late the natural secretory granule and to protect the particle
from premature swelling. Poration of the lipid bilayer (e.g.,
by applying electric field) causes the gel to swell, allowing
release of the drug. A different synthetic procedure leading
to similar systems is based on encapsulation of hydrogel-
forming components into liposomes and subsequent poly-
merization [176]. A further example of this kind is a group
of products intended for drug delivery of vaccine formula-
tions, consisting of cross-linked polysaccharide microgel core
surrounded by a lipid bilayer [255].
A pH-sensitive microgel preparation based on

poly(methacrylic acid-co-ethyl acrylate) has been devised
for oral delivery of a novel drug being a HIV-1 protease
inhibitor [393]. It has been demonstrated that the absorp-
tion of this poorly water soluble drug from the tested system
was much better than from the suspension of a free drug.
Solid sustained release devices for oral delivery of drugs

can be obtained by compressing microgels. Such a system
based on polyurethane microgels has been shown to retain
its integral structure but become microporous on swelling
with water [374].
Microgels can be functionalized not only by coupling them

with biomolecules, but also by molecular imprinting. This
process leads to microgels bearing structural binding sites
specific to target molecules. A general procedure of molec-
ular imprinting of a polymer is as follows. Monomers being
in contact with a template molecule are polymerized and
cross-linked, the template is removed, and the polymer net-
work contains a complementary binding site able to rebind
the same template or analogous molecules. Ye et al. and
Biffis et al. demonstrated the applicability of this procedure
for synthesizing molecularly imprinted microgels and proved
their binding performance [77, 78, 394].
Stability of shape and dimensions of microgels when com-

pared with linear polymer chains may be helpful in their
potential use for blocking dental microchannels in cases
when there is a need to use a synthetic substitute for the
natural gel-like substance performing this function [395].
An interesting and potentially valuable property of micro-

gels is their enhanced resistance against degradation when
compared to linear macromolecules [251, 396]. This effect

is illustrated in Figure 7. As a result of any intense or long-
lasting stimulus inducing chain breakage (a mechanochem-
ical action, ultrasound, the formation of peroxyl radicals
along the chain, etc.), a linear macromolecule is easily
degraded to short fragments. The same number of chain
breaks formed in a microgel may cause no or very little frag-
mentation, since the chain segments are linked together in
many points and will not fall apart as a result of a single
chain break.
This effect has been demonstrated on microgels of

poly(acrylic acid) (PAA) [251, 397]. Aqueous solutions of
linear chains and microgels of PAA were subjected to the
action of ionizing radiation in the presence of oxygen. Under
such conditions, no cross-linking takes place in the system.
Initially formed carbon-centered radicals are rapidly con-
verted into the corresponding peroxyl radicals, which in turn
initiate processes leading to chain scission. As the concen-
trations of linear and cross-linked chains of similar average
molecular weight were identical, the yield of scission events
should be equal for both samples. However, the changes in
molecular weight and in the radius of gyration in the case of
linear and microgel PAA revealed striking differences. While
linear PAA is easily degraded even at relatively low doses,
which is evidenced by parallel decrease in weight-average
molecular weight and radius of gyration, microgels, within
the same dose range, seem to remain intact, their molecular
weight and radius of gyration being constant.
This degradation resistance combined with suitable rheo-

logical properties may be used in fabricating materials for
medical applications. A commercialized example of such
a product is a polymer drug based on microgels of a
natural polysaccharide used to enhance the viscoelasctic
performance of synovial fluid [246]. These macromolecules
are subjected to mechanochemical stress and to the attack
of reactive oxygen species, mainly free radicals. It has been
shown that under such conditions internally cross-linked

(a)

(b)

Figure 7. Enhanced degradation resistance of microgels (b) when com-
pared to linear macromolecules (a). Upon several chain scission events
at locations marked with ⊗ a linear chain is cut into pieces, while the
segments of a microgel do not fall apart.
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macromolecules perform better than the corresponding lin-
ear ones [247]. Preliminary tests on a substitute synovial fluid
containing microgels made of a synthetic polymer proved the
high degradation resistance and proper viscoelastic proper-
ties of this product [398].
First tests have been performed on the application of

microgels as synthetic, nonvirial vectors in gene delivery.
The latter is regarded as a powerful tool for curing some
hereditary diseases and treating genetically based disorders.
Certainly, the issue is a very complex one, since such vec-
tors must be capable of performing many processes such
as binding DNA fragments, attachment to cells, internal-
ization, and intracellular plasmid release. First attempts
using microgel-like structures for gene delivery were based
mainly on chitosan, but synthetic structures based on
2-(dimethylamino)ethyl methacrylate, N -vinylpyrrolidone,
and N -isoporpylacrylamide have been tested as well, with
promising results [369].
There are also projects to design microgel-based intra-

venous drug carriers that could remain in blood for a
suitable period of time, facilitate the cellular uptake, and
possibly also selectively deliver the drug to a target site.
Animal tests have shown that by varying properties of such
structures (chemical composition, hydrophilicity) one can
change the biodistribution patterns of the microgels and that
drug-loaded microgels were more efficient than equivalent
concentrations of free drug in curing melanoma in mice
[369].
Some further perspectives in the application of nano- and

microsized particles and devices in drug delivery are dis-
cussed in [370].

4.2. Coatings

Where actual, large-scale applications of microgels are con-
cerned, the surface coatings industry seems to be the most
prominent field. The hundreds of research papers pub-
lished and patents issued (for a few representative examples
see [399–415]) dealing with microgel-containing coatings
emphasize the significance of this application. The interest
in the use of microgels as components of coatings originated
mainly from environment protection needs and regulations.
In order to reduce the amount of volatile organic com-
pounds in the coating formulations, the manufacturers tend
to increase the total solid content. This is, however, prob-
lematic if polymer components of a given molecular weight
range are used in binders, since the viscosity of formula-
tions becomes too high. When microgels are used, viscos-
ity can be maintained at a desired level. Another approach
besides the high-solid products is to use water-borne coat-
ing systems. Microgels can be used both in solvent-borne
and water-borne coating products. Besides their advanta-
geous rheological properties, they often exert a reinforcing
effect on the cured coating. The use of microgels in coating
technologies has been the subject of concise but informative
reviews [16, 267] (cf. also book chapters in [416, 417]).
Microgel-containing solutions and dispersions are usually

characterized by pseudoplastic, strongly non-Newtonian rhe-
ological properties. They are highly viscous at low shear rate
(they do not flow at a zero shear rate), but their viscosity
decreases remarkably with increasing shear rate. This is in a

perfect accordance with the needs for a typical paint appli-
cation process. In the storage tank (no or low shear rate) the
viscosity should be high to prevent pigment settling, during
the gun-spraying (high shear rate) low viscosity is desired,
and at the object surface (no or low shear rate again) viscos-
ity should increase rapidly so that no sagging effect occurs,
even for films of high thickness. Another useful property of
microgels is their positive influence on the orientation of
flake pigments in metal effect coatings.
Microgels also have a positive influence on the mechanical

properties of cured paint films such as stone chip resistance,
impact flexibility, and elasticity. This is attributed to the
cross-linked polymer structure, the high molecular weight
of gel particles, and the microheterogeneous structure of
the microgel-containing polymer film that probably allow the
impact energy to be more efficiently dissipated [267].
In the automotive industry, the primer coating layer

is often applied by electrodeposition. It has been shown
that compositions containing amine-based cationic micro-
gels, mostly in the form of aqueous dispersions, can be used
for electrocoating [418, 419].
Problems that have been recently investigated with

respect to the use of microgels in coatings include deeper
understanding of the relationship between microgel struc-
ture and rheological properties (and ways to adjust the
latter) [265], the influence of substrate composition and syn-
thetic procedures on the shelf stability of the product and
affinity between microgels and pigments [122], influence of
microgels on the drying time [142], and ability to form films
suitable for drying at ambient temperatures [129].
Microgels can be used not only as constituents of regular

coatings but also as self-adsorbing and self-organizing film-
forming layers for protecting metal surfaces against corro-
sion. It has been shown that core–shell microgels based on
styrene, butyl acrylate, and phosphate-substituted acrylates
form a layer of a structured molecular order on a surface of
technical aluminum and provide efficient protection against
corrosion in standard tests [332, 420].
Although the use of synthetic microgels in coatings started

in the late 1960s [421] or, depending on what we consider
a true microgel, perhaps rather in the 1970s [422, 423],
one should mention that physical and chemical studies on a
highly durable ancient oriental lacquer used in Asia for mil-
lennia revealed a structure containing self-formed, natural
core–shell-like microgel particles [424].

4.3. Miscellaneous

Besides their applications in coatings (biggest market) and
in biomaterials (perhaps the most promising direction for
the future), microgels are used or tested for use in a number
of other fields.
Besides large-scale use of microgels in the coating indus-

try, similar properties make them interesting for the man-
ufacturers of cosmetics, namely nail varnishes [425, 426].
In varnishes based on organic solvents, organophilic clays
are used to prevent pigment sedimentation. These com-
pounds, however, exert some unwanted side effects and usu-
ally require toluene as a component of the formulation. The
presence of microgels allows reduction or elimination of the
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use of clays while maintaining the proper rheological prop-
erties of the varnish and preventing the precipitation of the
pigments.
Historically one of the first applications of microgels was

in papermaking [427–429]. In manufacturing quality products
starch and other polysaccharides used as paper and paper-
board sizes may be replaced with poly(vinyl alcohol) (PVAL)
for better performance. It has been demonstrated that
microgels of PVAL show clear advantages over the same
polymer in a linear form (e.g., they have lower tendency to
penetrate into paper, which is an undesirable effect). Several
microgel-containing preparations were used, based either on
pure PVAL gels or gel components combining PVAL and
polysaccharides. Anionic polysilicate microgels in combina-
tion with organic polymers are used to flocculate pulp and
filler fines in the water-removal step of the papermaking
process [430].
Microgels can be a valuable component of fibers. An

exemplary application is the admixture of vinylidene chlo-
ride gels to an acrylic fiber, significantly improving the
flame retardancy [431]. Similar gels have been shown to
improve load-bearing properties and flame retardancy of
polyurethane foams [432].
Microgels can be also applied as supports in catalysis.

Organo-aluminum compounds coupled to organopolysilox-
ane microgel particles serve as co-catalysts in the polymer-
ization of olefins [433, 434]. Enantioselective reduction of
prochiral ketones can be catalyzed by microgel-bound oxaz-
aborolidines [38]. Good solubility and, at the same time,
low viscosity of the solution are the important advantages
of microgel-supported catalyst, while the catalytic action
and selectivity are comparable to those of low-molecular-
weight analogs. Microgels bearing trialkylammonio groups
have been demonstrated to catalyze alkaline hydrolysis of
aryl laurate esters [127].
By using microgel-supported catalyst, a homogeneous

catalysis in a flow reactor may be carried out (Fig. 8). If the
inlet and outlet of the reactor are equipped with membranes
that the gel particles cannot pass, the reactants are in a con-
stant flow but the catalyst remains in the reactor, despite it
being present in a nearly molecular dispersion.
Particular rheological properties as well as higher

mechanochemical resistance of microgel solutions when
compared to the solutions of linear chains are the basis
of their applications in the fields of liquid thickening, oil
recovery, and hydraulics. Solutions of relatively inexpen-
sive polyacrylamide-based microgels are used as thicken-
ing agents and agents for restricting the flow of liquids
through subterranean formations [435]. Microgel solutions
can be applied as a non-Newtonian, shear-resistant, nonleak-
ing hydraulic fluid for hydraulic energy transmission systems
and devices absorbing mechanical energy (liquid springs,
shock absorbers) [436].
Due to their swelling and water-retaining properties,

hydrophilic microgels have been postulated and tested, with
good results, for use as soil conditioners [437–439]. In the
case of preparations consisting only of homogeneous micro-
gels, one may encounter a problem of poor mixing with
soil and spontaneous separation (gel particles come up to
the surface of soil), due to differences in specific gravity of
soil components and gels. This can be avoided if structured

Figure 8. A schematic illustration of a homogeneous catalysis in a
flow reactor, based on catalyst coupled to microgel particles, trapped
between two membranes.

microgels are used, consisting of solid filler grains of high
specific gravity embedded in gel particles [439]. While gel-
based soil conditioners are well suited for use in flower pots
or on the lawn of a golf course, their price does not allow
them to be used in large-scale projects like desert reclama-
tion in countries with very limited financial resources, even
if economical synthesis routes are taken into consideration
(e.g., radiation-cross-linking of acrylamide in bulk followed
by mechanical grinding).
An extensively tested and potentially broad field of micro-

gel application is in printing and photographic technology.
Since the rheological properties of microgel can be tailored
to meet specific needs (a sophisticated method of viscosity
adjustment may be varying the hair length of core-hair type
microgels), they may be useful in liquid photopolymer for-
mulations used to cover the screen in the screen printing
technique [262]. Incorporation of microgels in the photo-
sensitive layer of a kind of modern lithographic plate leads
to a product that can be developed directly on a printing
press, without a postexposure wet development step [440].
This technology allows one to save time and labor as well
as reduce the use of volatile organic compounds. Another
technology has been elaborated to obtain printing plates
for flexographic printing [441, 442]. Microgel-based photo-
sensitive resin allows the plates to be water-developable,
thus eliminating the use of harmful halogen-containing sol-
vents used to develop the plates in a conventional technique.
A variety of photosensitive compositions for use in printing
and manufacture of printed circuit boards employ micro-
gels to enhance physical properties, eliminate cold flow,
improve storage stability, enhance photospeed, and render
these materials suitabable for water processing [443–446].
A further interesting example is the use of reactive microgels



Polymeric Nano/Microgels 863

that constitute a chemically active compound of a harden-
able resin composition [447, 448].
Some inks and electrographic liquid developers contain

finely dispersed microparticles of magnetic substances. Sev-
eral problem have to be overcome in producing these
“magnetic fluids,” one the most important being the poor
dispersion stability. This can be significantly improved when
incorporating these solid microparticles, during synthesis,
into polymeric microgels [449].
Macroscopic polymer gels can be made photosensitive,

not only by introducing chromophores that undergo per-
manent changes (e.g., cross-linking) upon irradiation, but
also by incorporating structures that enable reversible pho-
tochemical switching of properties (reversible cross-linking)
[450]. This indicates that also microgels themselves can
be turned into photosensitive materials, either by using
suitable monomers or by postsynthesis modification. In
fact, coumarin-containing organosilicon microgels have been
demonstrated to undergo photoinduced cluster formation
[284]. So far, most often microgels are used in photogra-
phy and imaging as auxiliary substances, either as binding
agents improving the physical properties of the film layers
or as additives that help to incorporate the photographically
active or other (e.g., antistatic) substances into the photo-
graphic layers [451, 452].
Debord et al. have demonstrated that relatively sim-

ple microgels made of poly(N -isopropylacrylamide) can be
manipulated to form colloidal crystals of specific colors
depending on the fabrication parameters [70]. In another
approach, polymeric nanospheres are incorporated into a
stimuli-sensitive hydrogel [453]. Under the action of a chem-
ical stimulus, the distances between the nanospheres can be
varied, thus causing shifts of the wavelength of the Bragg
peak of the diffracted light. This leads to the changes in
color of the specimen. It is expected that such colloidal crys-
tals can find a wide range of applications in photonics and
chemical sensing.
One may expect that in the near future interesting appli-

cations will be found for the recently described electrically
conducting microgels based on pyrrole and aniline polymers
bound to a gel core [454]. The products have promising
properties in the aspects of electrical conduction, electro-
magnetic frequency interference shielding, and electrostatic
prevention.

Sorption and binding of a variety of compounds is
an intensely studied application field of polymer gels.
Most research in this area concerns the use of hydro-
gels. Exemplary applications of macroscopic hydrogels being
investigated, besides the drug-delivery systems described in
Section 4.1, include, for example, binding of metal ions
[455], selective removal of pollutants (arsenate and selenite
[456], textile dyes [457], organic substances [458]), or collec-
tion of uranyl ions from seawater [459]. Reversible sorption
of water by hydrogels is tested for an application in sludge
dewatering [460].
A number of studies revealed the potential application

of microgels in metal ion binding and ion exchange. An
advantage of using micro- instead of macrogels is primar-
ily the binding kinetics—in microgels the binding groups
are easily accessible, in contrast to most macroscopic gel

structures, where considerable time is needed for the sub-
strates to diffuse into the gel volume. Gel particles bear-
ing carboxylate groups bind divalent alkali earth cations
(Mg2+, Ca2+, Sr2+, Ba2+) more effectively than monova-
lent cations (as Na+� [75]. Binding of calcium ions has
been studied in more detail [63, 65]. Other studies have
shown that there may be a pronounced selectivity in binding
divalent metal ions. For example, binding of Hg2+ cations
by poly(N -vinylcaprolactam-co-sodium acrylate) microgels
is much stronger than binging of Cu2+ and divalent alkali
metal ions [64]. Strong, albeit reversible, binding of Pb2+

by microgels of poly(N -isopropylacrylamide-co-sodium acry-
late) has been reported as well [149, 288]. These observa-
tions indicate that microgel-based systems may be used for
selective ion binding. Various microgel-containing selective
ion-exchange materials have been fabricated. Examples are
commercially available macroporous polymeric anion and
cation exchangers where every exchanger particle (having
the diameter of a fraction of mm) consists of a large num-
ber of submicrometer size microgels (cf. [461–463]). Such
systems may be applied for example for eliminating trace
concentrations of organic compounds that exist in water in
an ionic form.
It is postulated that thermosensitive microgels may serve

as valuable binding/separation agents, due to the abil-
ity of these materials to absorb various chemical species
below the conformational transition temperature and to
release them at elevated temperatures due to the contrac-
tion of microgels. The compounds being reversibly absorbed
include metal ions [288, 464], polymers [465], and surfac-
tants [18, 150, 302, 466–468]. Most studies in this area
have been done on poly(N -isopropylacrylamide)-based gels.
Besides, the interactions between surfactants and poly(N -
vinylcaprolactam) microgels have been investigated [61].
One of the most fascinating prospective uses of stimuli

microgels is in microdevices and micromachinery. Due to
their fast response time, they may be used, for example, as
self-regulated, pH- or temperature-controlled microvalves.
Contrary to conventional microactuators (electromagnetic,
electrostatic, thermopneumatic, etc.), microgel-based valves
are simple and do not require external power for opera-
tion. Fully operational exemplary devices of this kind, having
short response times, have been recently presented by Beebe
et al. [469].
Microgels can be used as building bricks for constructing

complex polymer structures and materials. A simple example
may be fabrication of a polymer material (foil, coating, etc.)
of a well-developed, rough (in the microscale) surface. This
may be carried out just by casting a foil from a microgel
solution. Such a surface, even after drying and collapse of
microgels due to a loss of solvent, remains structured when
compared to analogous sample obtained from solution of
linear chains of the same polymer (Fig. 9) [251].
Chen et al. have demonstrated that styrene-based micro-

gels bearing carboxyl group could be easily self-organized
into ordered multilayered films or latex crystals [155]. Cal-
cium ions may be used to form large structures of spher-
ical poly(N -vinylcaprolactam-co-sodium acrylate) microgels
[63]. Poly(vinyl methyl ether) (PVME) microgels can be
used as specific nanoporous templates in the polymeriza-
tion of pyrrole [335]. The resulting products were large,
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Figure 9. Surfaces of films obtained by casting and drying solutions of
poly(acrylic acid): (a) film of linear PAA, (b) film of PAA microgels, as
observed by atomic force microscopy.

needle-like particles, in contrast to small spherical particles
obtained with linear PVME. Microgel-like, internally cross-
linked rubber particles have a high reinforcing effect when
incorporated into regular rubber materials [470, 471]. Mate-
rials constructed of microgels that are embedded in contin-
uous polymer matrix are considered for use as membranes,
filters, and absorbents [472].

GLOSSARY
Chemical gel (permanent gel) A gel where the polymer
network is composed of polymer chains connected by per-
manent, covalent bonds.
Critical gelation concentration (CGC) 1. The highest
monomer concentration at which no macroscopic gel is
formed even at a complete monomer conversion (in the
crosslinking processes starting from polymers). 2. The high-
est polymer concentration at which no macroscopic gel can
be obtained (in the crosslinking processes starting from
polymers).
Cross-linking A process of formation of permanent links
(covalent bonds) between two separate macromolecules or
between two segments of same macromolecule.
Cross-linking polymerization A process where polymer-
ization and cross-linking take place side-by-side; a typical
phenomenon for polymerization of systems containing mul-
tifunctional monomers.
Gel A two-component material consisting of a (permanent
or labile) network of linked polymer chains and a solvent
filling the pores of this network. In this chapter this term is
used to denote only the chemical (permanent) gels.
Hydrogel A two-component material consisting of a (per-
manent or labile) network of linked hydrophilic polymer

chains and water (or aqueous solution) filling the pores of
this network. In this chapter this term is used to denote only
the chemical (permanent) hydrogels.
Intermolecular cross-linking A process of formation of
permanent links (covalent bonds) between two separate
macromolecules.
Intramolecular cross-linking A process of formation of
permanent links (covalent bonds) between two segments of
same macromolecule.
Ionizing radiation Any form of radiation (electromagnetic
radiation or fast particles) having sufficiently high energy
to cause ionization of matter. Gamma rays from isotope
sources and beams of accelerated electrons are commonly
used in radiation-based polymer technology.
Lower critical solution temperature (LCST) Lowest tem-
perature at which the polymer-solvent system becomes
phase-separated (for polymer-solvent systems that become
immiscible upon temperature increase).
Macroscopic gel A continuous gel phase of macroscopic
dimensions. It can be easily seen with a naked eye. Macro-
scopic gel can be filling the whole volume of the sample or
the reaction vessel (a “wall-to-wall” gel).
Microgel A gel particle of microscopic dimensions (or in
other words, an internally cross-linked polymer microparti-
cle), able to swell, without disintegration, in a suitable sol-
vent. In this chapter this term is used to denote only the
chemical (permanent) gel particles. For a more detailed dis-
cussion of the microgel definition—see Introduction.
Microparticle (polymeric) Any polymer particle of micro-
scopic dimensions, regardless of the presence or absence of
any links and the nature of the forces acting between the
individual polymer chains.
Nanogel 1. A gel particle of submicromter size. 2. A sub-
class of small microgels formed by intramolecular cross-
linking of single macromolecules. In this chapter this term is
used to denote only the chemical (permanent) gel particles.
For a more detailed discussion of the nanogel definition—
see Introduction.
Physical gel (pseudogel) A gel where the polymer network
is composed of polymer chains connected by weak, usu-
ally reversible, binding phenomena (ionic bonds, hydrogen
bonds, van der Waals forces, entanglements).
Surfactant-free emulsion polymerization A particular
kind of emulsion polymerization where the emulsifying
action is provided not by an added surfactant but by the
monomer and/or polymer itself.
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1. INTRODUCTION
Science and technology continue to witness enormous atten-
tion focused on the production of new materials on the
micrometer and nanometer scale that have tunable material,
electrical, and optical properties. Polymer particles, poly-
mer particle alloys, or polymeric composites provide one
viable avenue for the production of these highly desired
systems. Currently, polymer particles can be produced in a
variety of ways, some of which allow easily controllable par-
ticle size and composition as well as a number of crucial
physical properties [1–12]. In addition, recent results have
shown that polymeric particles in the micro- to submicrom-
eter range can be formed such that dynamical confinement
effects result in interesting nanostructures and properties
that cannot be produced using conventional methods [2].

Polymer particle wires and arrays, “supramolecular particle
structures,” have also been produced which offer another
set of exciting possibilities [4]. These combined capabilities
open the door to a variety of novel uses, such as electro-
optic and luminescent devices, magnetic coatings, thermo-
plastics and conducting materials, hybrid inorganic–organic
polymer alloys, polymer-supported heterogeneous catalysis,
high-energy-density materials, information materials, and a
whole host of applications in the biomedical field [6–16].
In this chapter we review some of the recent progress in
the production and characterization of polymer particles and
provide examples of a number of relevant applications. Our
intent is to provide a general overview of the various areas
and methods relevant to polymeric particles. Since there is a
very large literature base for each of the topics discussed in
the following sections, we have tried to provide some gen-
eral references where more extensive literature citations can
be found.

2. SYNTHETIC ROUTES FOR
POLYMERIC NANOPARTICLES

The synthesis of polymeric nanoparticles in large and homo-
geneous quantities has received considerable attention in
polymer and materials science [17–73]. Much of the motiva-
tion has been derived from the incredibly broad and often
unique applications of polymeric particles (see later sec-
tions for details). To date most of the synthetic produc-
tion of polymer particles generally falls within two primary
approaches. The first approach is based on the emulsifica-
tion of the water-immiscible organic solution of the polymer
by an aqueous phase containing a surfactant, followed by
evaporation of the solvent. The second approach is based on
the precipitation of a polymer after addition of a nonsolvent
of the polymer. On the other hand, nanoparticles formed of
natural macromolecules are generally obtained by thermal
denaturing proteins (such as albumin) or by a gelification
process, as in the case of alginates.
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In the past, polymer latexes (suspensions or dispersions
of polymer particles) were largely made by conventional
emulsion polymerization but this method is mostly suit-
able for only radical homopolymerization of a narrow set
of barely water-soluble monomers. To broaden the range
of possible polymeric systems a number of new techniques
for generating micro- and miniemulsions, phase inversions,
secondary dispersions, and suspension polymerizations have
been developed and successfully implemented. Figure 1 illus-
trates some of the types of polymerization methods available
for producing polymer particles and the corresponding parti-
cle size range. We discuss a number of these techniques and
their applicability to the production of polymeric nanopar-
ticles. Our discussion is only meant to give a flavor of the
various polymerization routes for producing polymer parti-
cles. There are a number of reviews and books dedicated to
these methods and more complete details are better obtained
from those references and references cited therein [17–26].

2.1. Emulsion Polymerization

Emulsion polymerization as a conventional preparation
method can make polymeric particles in the size range of
100–1000 nm, a range that has been gradually broadened
[17, 18, 27–39]. For example, the seeded emulsion polymer-
ization technique was developed to make latexes larger than
1000 nm, while the miniemulsion and microemulsion poly-
merizations were designed to prepare particles in the ranges
50–200 and 20–50 nm, respectively (see Fig. 1).

Emulsion polymerization is a widely used industrial pro-
cess for making coatings, paints, adhesives, and resins.
Monomers used in emulsion polymerization are typically
only sparingly soluble in water although a few percent of
water-soluble co-monomers are often added to enhance sta-
bility. Both ionic, such as sodium dodecyl sulfate or sodium
dodecyl benzene sulfonate, and nonionic surfactants are
used to produce the emulsions. A typical polymer emulsion

Figure 1. Particle size range achieved for different synthetic polymer-
ization techniques.

formulation contains a water-soluble initiator such as potas-
sium persulfate, an organic phase consisting of monomers
dispersed in 1–20 micrometer droplets, and a surfactant that
is above its critical micelle concentration. The surfactant
causes a high concentration of monomer-swollen micelles
to form in the aqueous phase. As the system is heated,
the initiator decomposes to give aqueous phase radicals
that propagate with small amounts of monomer dissolved
in the aqueous phase. The newly forming radicals become
hydrophobic very quickly and enter the micelles where they
initiate polymerization of particles. Particle nucleation con-
tinues until all of the micelles either have been nucleated
to form polymer particles or have been dispersed. As long
as there are monomer droplets in the system, homogeneous
nucleation can continue to take place. Once the micelles
have been depleted, the polymer particles continue to grow
by using monomer diffusing through the aqueous phase. Par-
ticle growth is continued until all of the monomers in the
aqueous phase have been depleted.

One of the critical elements of emulsion polymerization
is the formation of micelles which act as compartmental-
ized reaction chambers. This is how emulsion polymeriza-
tion can produce reasonably small particles. Polymerization
conducted in dispersed aqueous systems, such as suspension
polymerization, produces relatively large polymer particles
(20–1000 �m).

2.1.1. Soap-Free Emulsion Polymerization
In emulsion polymerization, surfactants play important roles
such as maintaining the polymer particle stability, control-
ling the particle size, distribution, latex surface tension, and
latex rheological properties. Clearly the choice and amount
of surfactants significantly affect the polymer latex perfor-
mance. For example, improper surfactant choice may lead to
foaming, which in turn causes surface defects and decreased
water resistance. Also the amount of the surfactants is the
key factor to control new particle generation in the case of
seeded polymerization. Unfortunately, surfactant molecules
used in emulsion polymerization do not always stay tightly
on the surface of particles but repetitively undergo desorp-
tion and absorption. These molecules are not easily removed
from the final latex product and can often interfere with
applications to systems that are not compatible with this type
of latex contaminant. To overcome this type of problem,
two techniques were developed, soap-free emulsion poly-
merization or the use of polymerizable surfactants [30, 31].
Soap-free emulsion polymerization can produce functional
polymer particles in the submicrometer size range. Water
is usually used as the continuous phase in soap-free poly-
merization. The polymer particles formed during soap-free
emulsion polymerization retain their stability by electrore-
pulsive forces between ionic fragments on the particle sur-
faces or sequences.

2.1.2. Miniemulsion Polymerization
Miniemulsion polymerization shares many of the fundamen-
tal principles with emulsion polymerization, most impor-
tantly compartmentalization [19, 32, 33]. Miniemulsions are
specially formulated heterophase systems where sta-
ble nanodroplets of one phase are dispersed in a second
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continuous phase (see Fig. 2). This system is created by using
an appropriate combination of high shear treatment, surfac-
tants, and the presence of an osmotic pressure agent that is
insoluble in the continuous phase. Nanodroplet stability is
obtained by adding an agent that dissolves in the dispersed
phase but that is not soluble in the continuous phase. A
simple example is a typical oil–water miniemulsion, where
oil, a hydrophobic agent, an emulsifier, and water are homo-
genized by high shear to obtain homogenous and monodis-
perse droplets in the size range of 30 to 500 nm.

The generality and potential of the miniemulsion method
lay in the fact that since each of the droplets is basically an
individual batch reactor, a whole variety of polymerization
reactions can be performed, thus significantly extending
the profile of classical emulsion polymerization. Radi-
cal homopolymerization, copolymerization, catalytic chain
transfer, controlled free radical polymerization, polyaddi-
tion reactions, metal catalyzed reaction, among others have
all been utilized to produce polymer particles using the
miniemulsion technique. Due to this large range of possible
polymerization reactions and the nearly unlimited number
of possible monomers that can be used for the forma-
tion of particles, a wide variety of polymeric particles have
been produced using miniemulsion technology. Examples
include numerous homopolymers, in particular polystyrene,
poly(methyl methacrylate), poly(vinyl chloride), poly(acrylic
acid), poly(n-methylol acrylamide), polyacrylonitrile, etc.,
polymer–polymer hybrids, encapsulated pigments, carbon
black, and liquid, silica, and composite particles.

A useful list of characteristics for determining if a system
represents a miniemulsion has been compiled by Antonietti
and Landfester [19]. They discuss seven items that should
be present.

(1) Dispersed miniemulsions in a steady state are stable
against diffusional degradation but critically stabilized
with respect to colloidal stability.

(2) The interfacial energy between the oil and water
phase is significantly greater than zero and the sur-
face coverage of the droplets by surfactant molecules
is incomplete.

Figure 2. Fundamental principles involved in miniemulsion polymer-
izations.

(3) The formation of a miniemulsion requires high
mechanical agitation to reach a steady state.

(4) The stability of droplets against diffusional degre-
dation originates from an osmotic pressure within
the droplets that controls the solvent or monomer
evaporation.

(5) Polymerization occurs by droplet nucleation only.
(6) The growth of droplets during polymerization can be

suppressed.
(7) The amount of surfactant or inherent surface

stabilizing groups required to form a polymer-
izable miniemulsion is small compared to other
polymerizations.

2.1.3. Microemulsion Polymerization
Miniemulsions are defined by the mode of operation instead
of a size range and are fairly easy to distinguish among most
other heterophase polymerization methods. However, it can
be confusing to find in the literature another method called
microemulsion polymerization. Microemulsions are formed
by mixing water, a hydrophobic compound, and suitable
emulsifiers [20, 34, 35]. The medium is a multicomponent
liquid that exhibits long-term stability, has low viscosity, and
is optically transparent and isotropic. In microemulsions, the
polymerization starts from a thermodynamically stable state
that is spontaneously formed. This is generally achieved by
using large amounts of specialized surfactants or mixtures
that have an interfacial tension at the oil–water interface
that is near zero. The microdroplets formed consist of a
spherical organic core surrounded by a monomolecular shell
of emulsifier molecules whose polar groups are in contact
with the continuous aqueous phase. Initiation of polymer-
ization is not simultaneously obtained in all of the micro-
droplets and therefore only some of the droplets contain the
first polymer chains formed. These chains influence the sta-
bility of the microemulsion and can lead to an increase in the
particle size and secondary nucleation. Latexes formed via
microemulsions typically consist of relatively small polymer
particles in the range of 5–50 nm but the particles are often
mixed among numerous empty micelles. However, a variety
of elaborate surfactants (mixtures of cationic and anionic
salts) have been utilized to significantly alter the final
polymer particle size, surfactant content, and distribution.
The essential features of microemulsion polymerization are:
(1) polymerization proceeds under nonstationary state con-
ditions; (2) size and particle concentration increase through-
out polymerization; (3) chain transfer to monomer/exit of
transferred monomeric radical–radical reentry events are
operative; and (4) molecular weight is independent of con-
version and distribution of the resulting polymer broad.
Microemulsion and inverse microemulsion polymerization
have been used to produce a variety of polyacrylate latex
particles, water-soluble nanoparticles, and conductive poly-
meric particles.

2.1.4. Inverse Emulsions
The advantage gained by emulsion stabilization is not
restricted to only direct micro- and miniemulsions but can
easily be extended to inverse emulsions [21, 36, 37]. Polymer
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spheres in the nanometer range, below 200 nm in diame-
ter, can be produced through this standard technique that
involves the use of an inverse emulsion—a clear mixture of
water in oil also containing a surfactant. The water-in-oil
inverse emulsion contains pools of water surrounded by oil
molecules. These water droplets can be used as miniature
nanoreactors to produce nanoparticles by adding the right
amount of monomer into the solution. The chemical ther-
modynamics governing the emulsion drives the monomer
molecules added into the solution directly into the water
droplets. The polymerization reaction occurs inside the
water droplets, triggered by the addition of an appropriate
initiator substance into the system. The microscopic poly-
merization process inside the tiny water droplet is similar
to macroscopic polymerization. One advantage at this stage
of particle formation is that drug molecules can be taken
up and effectively encapsulated. The nanoparticles formed
assume the spherical shape of the water droplet with the size
of the resulting nanoparticle being restricted by the diameter
of the water droplet.

Applications of the inverse emulsion polymerization to
micro- and miniemulsions are the most common. For
miniemulsions, osmotic pressure is built up by an insolu-
ble agent such as an ionic compound, in the continuous
phase. The droplet size finds an equilibrium state which is
characterized by a dynamic equilibrium rate between fusion
and fission of the droplets and the droplet size seems to
be only dependent on the quantity of the osmotic agent.
There appears to be a zero effective droplet pressure that
results from a balance between the osmotic pressure and
the Laplace pressure. As such, inverse miniemulsions do
not appear to be as critically stabilized as that for direct
miniemulsions but instead are stable systems. Nevertheless,
surfactants can be used in a relatively efficient manner
for inverse miniemulsion polymerization, especially when
compared to inverse microemulsion and inverse suspension
polymerizations.

2.2. Suspension Polymerization

Another polymerization method that has many similari-
ties to the emulsion methods is suspension polymerization
[22, 38]. In this synthetic method a water-insoluble monomer
is dispersed in the continuous phase as liquid droplets via
vigorous stirring. An oil-soluble initiator is used to begin
polymerization inside the monomer droplets. Droplets are
kept from adhesion and coalescence by the presence of
a small amount of stabilizer. Nearly all of the nucleation
occurs in the droplets which act as isolated batch polymer-
ization reactors. The larger droplet size causes the droplet
pressures to be much smaller which leads to Ostwald ripen-
ing at a considerably slower rate than in miniemulsions.
The final polymer particle size has been found to depend
on the stirring speed, volume ratio of the monomer to
water, concentration of the stabilizer, the viscosity of both
phases, and the design of the reaction vessel. When a prop-
erly designed reactor and well-stabilized suspension is used,
monodisperse polymer particles can be produced. The final
product is generally limited to polymeric particles in the
size range of 20–2000 �m. The main difference between

miniemulsion and suspension polymerization is that suspen-
sion polymerization utilizes much larger monomer droplets
dispersed in the continuous phase.

2.3. Precipitation and Dispersion
Polymerization

Dispersion polymerization can be considered an intermedi-
ate technique between homogenous and heterogenous poly-
merizations [24, 39–43]. All reagents are initially soluble
in the medium and produce an insoluble polymer which
precipitates out as the polymerization proceeds. By using
soluble polymer stabilizers, polymer particles can be pro-
duced. The particle stability is primarily controlled by steric
effects. A good example of successful dispersion polymer-
ization is the preparation of polyphenol particles. In this
work, peroxidase-catalyzed dispersion polymerization was
performed by using a water-soluble polymer stabilizer in
aqueous 1,4-dioxane and poly(vinyl methyl ether) in a 40%
phosphate buffer solution as a steric stabilizer. This work
produced relatively monodisperse particles in the submi-
crometer range. Similar particles of m- and p-cresols and
p-phenylphenol have also been produced using the same
type of synthetic procedure.

In precipitation polymerization, a polymer is generally
precipitated out of solution by adding a nonsolvent of the
polymer [25]. The primary polymer particles do not form
into colloids but remain in a loose slurrylike form. This
occurs since no stabilizer or block copolymer is added to
the medium and therefore no steric barrier for particle sta-
bility is formed. Polymerization can occur in both the con-
tinuous and dispersed phase. Careful control of the kinetics
can give polymer materials with a wide range of particle
sizes (see Fig. 1). For example polymeric spherical parti-
cles with an average size of 160 nm have been prepared
by precipitation of the particles which was facilitated by
the increasing molecular weight of the polymer or from
increased cross-linking.

2.4. Seeded Polymerization

Polymerization based on using a previously formed poly-
mer particle or one that is created during the process but
altered by swelling followed by chemical reactions is usually
referred to as seeded polymerization. Seeded polymerization
can be accomplished using many of the previously discussed
synthesis techniques, in particular emulsion and dispersion
polymerization [23, 34–42]. Synthesis based on seeded poly-
merization can be used to produce porous polymer parti-
cles as well as composite, core–shell, and hollow structures.
The porosity of the particles produced by a seeded poly-
merization technique has been found to be dependent on
the molecular weight of the seed polymer. As the molecular
weight of the seed increases, the porous particles produced
can become macroporous.

One drawback of seeded polymerization is that the final
particle diameter is limited by the size of the initial polymer
particle seed. Monodisperse submicrometer polymer parti-
cles are not easily obtained using seeded polymerization but
particles from 1 to several hundreds of micrometers appear
to be readily producible. For example, extremely uniform
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polymeric particles have been successfully produced using
the seeded polymerization techniques. In a rather elaborate
study, a repeated seeded emulsion polymerization in a non-
gravitational field was used to generate uniform polymeric
microspheres up to 100 �m in size. Ugelstad et al. per-
formed a two-step swelling technique and achieved similar
results [42, 43]. This method is characterized by the use of an
oligomer of extremely low solubility in water as an effective
swelling agent. In order to produce larger particles, from 0.5
to 100 �m, which have applications in areas such as poly-
mer coating emulsions that are resistant to shear thinning,
Ito et al. used a seeded emulsion polymerization procedure
[47]. Controlled coagulation induced by the formation of
secondary polymers with opposite charge to the surface of
the seed particles was achieved. They studied and character-
ized the effects of agitation rate, size of the polymer seed
particles, and the pH or the reaction mixture.

A variety of seeded polymerization methods have been
used to produce monodisperse micrometer-sized polymeric
particles. Many of these studies were based on using a
swelling stage during the overall process. For example, a
dynamic selling method makes the seed polymer absorb
a large amount of swelling monomers by treating the
monomer soluble in the medium with slow, continuous,
dropwise addition of water. Many of the conventional emul-
sion and dispersion seeded polymerization techniques use
seed particles consisting of linear polymers for the ini-
tial swelling stage. This is due to difficulty associated with
preparing micrometer-sized seed particles with a cross-
linked network structure. Some success has been reported in
using a two-stage swelling process of cross-linked seed par-
ticles. The effect of seed cross-linking on monomer swelling
and final particle morphology reveals a strong dependence.

Core–shell composite polymer particles can also be effi-
ciently produced using seeded polymerization. A seeded
dispersion polymerization method was reported to yield
micrometer-sized monodisperse polymethyl methacrylate
(PMMA)/polystyrene (PS) composite particles consisting
of a PMMA core and a PS shell. This study suggested
that seeded dispersion polymerization, in which almost all
monomers and initiators exist in the medium with seed par-
ticles having higher glass transition temperature than poly-
merization temperature, has an advantage for producing
core–shell polymer particles. In particular, polymer layers
tend to accumulate in their order of formation, even if the
morphology is unstable thermodynamically.

2.5. Self-Assembly of Block
and Ionic Polymers

Surfactant-free polymeric nanoparticles, something that is
extremely difficult to achieve via most synthetic routes,
can be produced by taking advantage of the self-assembly
of block copolymers and ionomers in a selective solvent
[26, 53–73]. Self-assembly of block copolymers can be
successfully induced by a variety of methods including chem-
ical reaction, polymer–polymer complexation, microphase
inversion, temperature control, and a microwave method.
Most of these techniques produce core–shell nanoparticles

but have the advantage that nanoparticles are surfactant-
free. In addition, core–shell structures are often desirable
for many uses in biomedicine (see later sections).

Poly(styrene-block-(2,-bis-[4-methoxyphenyl]oxycarbonyl)
styrene) nanoparticles have been prepared via self-assembly
by using temperature control. The particles are formed with
a core–shell structure by using temperature and p-xylene
as a solvent. The temperature-induced self-organization is
achieved due to the solubility of the rod-shaped poly([4-
methoxyphenyl]oxycarbonyl)styrene block in p-xylene
(soluble above 100 �C). Temperature controlled self-
organization was also used to produce nanoparticles of
poly(N -isopropylacrylamide) (PNIPAM) grafted with short
poly(ethylene oxide) chains. Both of these polymers are sol-
uble in water at room temperature, but at higher than 32 �C,
PNIPAM becomes hydrophobic and undergoes an intrachain
coil-to-globule transition and an interchain aggregation to
form nanoparticles. By controlling the formation conditions,
interchain association can be completely suppressed and a
single-chain core–shell nanoparticles are formed.

Core–shell poly(ethylene oxide-block-C-- -caprolactone)
(PEO-b-PCL) diblock copolymer nanoparticles that are
stable in water have also been produced using a microphase
inversion technique. In this work, tetrahydrofurane was
used as the primary solvent which was suddenly replaced
by a nonsolvent, water. This leads to the aggregation of the
water insoluble polymeric block, PCL, and to the formation
of a core, while the soluble block, PEO, formed a protective
corona. Since these core–shell nanoparticles have been
shown to be biodegradable in the presence of Lipase PS,
they have important applicability to drug delivery.

Complexation between multiple polymer blocks has been
used to generate stable core–shell nanoparticles. Polyacry-
late and PMMA can be complexed with hydroxyl-containing
polystyrene [PS–(OH)] in toluene to form insoluble parti-
cles. Successful implementation of this concept was achieved
by using poly(styrene–block–methyl methacrylate) diblock
copolymer complexed with hydroxyl containing polystyrene.
Complexation of the PMMA block and the PS–(OH) led
to an insoluble core, while the soluble PS blocks pre-
vent macroscopic precipitation. The final product was stable
nanoparticles whose particle size could be regulated by the
initial concentrations of the two components and by the mix-
ing order.

Microwave irradiation can also be used to facilitate the
formation of polymeric nanoparticles. Stable polystyrene
nanoparticles were formed by using microwave radiation
in the presence of potassium persulfate in water. This
method substantially reduces the reaction time (factor of 20)
and produces narrowly distributed nanoparticles. Particle
size can be controlled by varying the monomer-to-initiator
weight ratio.

2.6. Polyanionic Solution-Based

Both continuous and batch processes have been devel-
oped which use a polyanionic solution that is atomized
into a swirling polycationic solution to form polymeric
nanoparticles [74–81]. This method of production is often
referred to as titration since a sequential addition of one
polymer into another is performed. By varying the ratios of
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polyanion to polycation, a variety of nanoparticle compo-
sitions can be produced. One advantage of this method is
that all solutions are made using water as a solvent which
eliminates the possibility of having trace amounts of organic
solvents of surfactants within the nanoparticles (a serious
problem for medical applications).

The polyanionic method is intimately effective for gen-
erating core–shell nanoparticles. In a typical process, the
anionic solution (droplet-forming) forms the core and the
cationic solution (receiving solution) forms the corona or
shell. This is the most common setup and is often referred
to as the standardized system; however, there are examples
of the reverse where a droplet-forming cationic solution is
mixed with an anionic receiving solution.

A typical batch system is composed of a needle connected
to a syringe that is inserted into an ultrasonic hollow tita-
nium probe with a conical tip. The probe is connected to a
transducer and power generator which is used for nebulizing
the solution. An anionic polymer solution is introduced into
the syringe and slowly extruded through the needle and the
probe tip where it is atomized by the transducer. The atom-
ized anionic mist is released into air above a container of the
cationic solution which is vigorously swirled during the reac-
tion (1–2 min). As mentioned previously the anionic solution
is generally used as the droplet-forming internal phase mix-
ture (core polymer) and the cationic solution is used as the
receiving batch mixture (corona or shell polymer). A reverse
system simply uses the same setup but introduces a cationic
mixture into the syringe to form the mist that is received by
an anionic solution.

The batch system described can be modified into a con-
tinuous system by using two inflow lines, one for the anionic
solution and one for the cationic solution, and one overflow
line to keep the receiving bath volume constant. This mode
of operation produces nanoparticles of similar quality to the
batch system.

2.7. Polyelectrolyte Complexes

Polymeric nanoparticles formed from macroscopic homo-
geneous colloidal systems can be prepared by aggregates
of a high molar mass polyion species of weak charge den-
sity (called the host) with a much shorter lower mass
macromolecular counterion (called guest) [82, 83]. Through
continuous addition of the guest reactant, polymer nano-
particles form as colloidal particles that aggregated and pre-
cipitate. By altering the ratio of the host to guest, a variety
of compositions can be produced. This technique is similar
to the polyanionic solution based methods described previ-
ously and share similar advantages. In particular, multipoly-
meric water-soluble mixtures of two interacting pairs enable
a template assembly of the nanoparticles. There is no use of
organic solvents or surfactants and the process offers a high
flexibility in choosing reacting pairs.

3. SUPERCRITICAL FLUID-BASED
PARTICLE PRODUCTION

Supercritical fluids (SCFs) are substances that are above
their critical temperature and critical pressure [84]. These
substances often have densities and solvating capabilities

similar to those of a typical liquid but have diffusivity and
viscosity comparable to that of gases, making them ideal
solvents. These unique properties provide great promise
as a versatile, environmentally acceptable replacement for
conventional solvents. Indeed SCFs have been used fairly
extensively for extractions, in particular for coffee and tea
decaffeination, natural product extraction, and chromato-
graphy. More recent applications of SCF technology have
been in the area of processing such as mixing, impregna-
tion, encapsulation, reaction, crystal growth, etc. [85–97].
The most used SCF has been carbon dioxide (CO2�. This is
primarily because supercritical carbon dioxide (scCO2� has
an easily achievable critical point of 31.1 �C and 73.8 bars
and is nontoxic, cheap, nonflammable, and environmentally
acceptable and may be recycled.

The use of SCFs in polymer science has begun to witness
an increase in popularity and a number of successful produc-
tion techniques for polymeric particles have been reported
[75–87]. Recently polymer-based nanoparticles have been
produced by these alternative methods using supercritical
fluid technology. Particles that have been produced using
SCF technology tend to have characteristics that are strongly
influenced by the properties of the solute, the type of SCF
used, and the processing parameters (such as flow rate of
solute and solvent phase, temperature and pressure of the
SCF, pre-expansion temperature, nozzle geometry, and the
use of coaxial nozzles). For example, polymer properties
such as polymer concentration, crystallinity, glass transition
temperature, and polymer composition are important fac-
tors that determine the final morphology of the particles. An
increase in the polymer concentration can lead to the forma-
tion of less spherical and fiberlike particles. In an antisolvent
process, the rate of diffusion of antisolvent gas is higher in
a crystalline polymer compared to an amorphous polymer
leading to high mass transfer rates in crystalline polymers
that produces high supersaturation ratios and small particles
with a narrow size distribution. Since SCFs act as plasticizers
for polymers by lowering their glass transition temperatures
�Tg�, polymers with a low Tg tend to form particles that
become sticky and aggregate together. A change in polymer
chain length, chain number, chain composition, and branch-
ing ratio can alter polymer crystallinity and thus the particle
morphology.

Core–shell particle structures can be produced by using
an intimate mixture under pressure of the polymer material
with a core material either before or after SCF solvation of
the polymer, followed by an abrupt release of pressure which
leads to solidification of the polymeric material around the
core material. This technique has been successfully used to
microencapsulate infectious Bursal Disease virus vaccine in
a polycaprolactone or a poly(lactic-co-glycolic acid) matrix.

There have been a reasonable number of drug and poly-
meric microparticles prepared using SCFs as both solvents
and antisolvents. Particles from 5 to 100 �m were the first
to be produced using an array of solutes including lovas-
tatin, polyhydroxy acids, and mevinolin. Further work in the
past decade has lead to the simultaneous co-precipitation
of two solutes, a drug, an excipient, and poly(lactic acid)
(PLA) particles of lovastatin and naproxen. In these stud-
ies, supercritical CO2 was passed through an extraction ves-
sel containing a mixture of drug and polymer, and the CO2
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containing the drug and the polymer was then expanded
through a capillary tube. In another process, PLA and cloni-
dine were dissolved in methylene chloride, and the mixture
was expanded by supercritical carbon dioxide to precipitate
polymeric drug particles.

Similar to polymeric particles produced using SCF tech-
nology, the properties of the drugs such as solubility and
partitioning of the drug into SCF determine the properties
of the particles formed. For example, if the drug is solu-
ble in a SCF under the operating conditions, it will then be
extracted into the SCF and will not precipitate out. It has
been observed that steroids with logP (the log of the parti-
tion coefficient) values between 1.6 to 3.9 formed spherical
nonporous particles, whereas steroids with logP of 4.2 or 4.3
were extracted out into the SCF. The properties of the drugs
also play an important role during encapsulation of a drug in
a polymer matrix. There are strong influences of the proper-
ties of the drug on the drug loading. PLA-microparticle for-
mation using an antisolvent process with supercritical CO2
indicated that an increase in logP decreases the loading
efficiency as well as release rate, possibly because lipophilic
drugs can be entrained by supercritical CO2 during SCF pre-
cipitation. Nucleation and growth rate influence the effective
encapsulation and morphology of the particles. If the initial
nucleation and growth rate of the drug is rapid and the poly-
mer precipitation rate is relatively slow, then the drugs can
form needles encapsulated in polymeric coat.

SCF technology is currently claimed to be useful in pro-
ducing particles in the 5 to 2000 nm range. U.S. Patent
6, 177, 103 describes a process that rapidly expands a solu-
tion of the compound and phospholipid surface modifiers in
a liquefied gas into an aqueous medium, which may contain
the phospholipid. By expanding into an aqueous medium,
particle agglomeration and growth are prevented, thereby
producing particles of a narrow size distribution. An addi-
tional step may be required to remove the aqueous phase if
the final product is a dry powder.

To achieve commercial success, the methods or tech-
niques developed need to be scaled up to produce batch
quantities for conducting further research or for market-
ing the product. The advances in the understanding of the
mechanism of supercritical particle formation and SCF mass
transfer are forming the basis for efficient scale-up of the
laboratory-scale processes. While many laboratory investiga-
tors were only able to produce milligrams of the product,
a scaled process that was capable of producing 200 g of
biodegradable PLA particles in the size range of 6 to 50 �m
has been developed. Cost of manufacturing at the pilot
scale with SCF technology has been claimed to be compara-
ble to several conventional techniques, such as single-stage
spray drying, micronization, crystallization, and milling batch
operations. Thus from the perspective of scale-up, SCF
technology appears to offer some advantages. The process-
ing equipment can be a single stage, totally enclosed process
that is free of moving parts and constructed from high-
grade stainless steel, allowing easy maintenance. It offers
reduced solvent requirements and particle formation occurs
in a light-, oxygen-, and possibly moisture-free atmosphere,
minimizing these often confounding factors.

4. DROPLET AND AEROSOL
TECHNIQUES

Many nonsynthetic methods for producing polymeric par-
ticles are based on nebulization or piezoelectric droplet
generation of very dilute polymer solutions [98–111]. Over
the last several years, advances in microdroplet production
technology for work in single-molecule detection and spec-
troscopy in droplet streams has resulted in generation of
droplets as small as 2–3 �m with a size dispersity of bet-
ter than 1%. In the context of polymer particle generation,
droplet techniques are attractive since particles of essentially
arbitrary size (down to the single polymer molecule limit)
can be produced by adjusting the size of the droplet of poly-
mer solution, or the weight fraction of the polymer in solu-
tion. While droplet production in the size range of 20–30 �m
(diameter) is more or less routine (several different on-
demand droplet generators are now available commercially),
generation of droplets smaller than 10 �m remains nontriv-
ial especially under the added constraint of high monodis-
persity. Small droplets (<10 �m) are especially attractive
as a means for producing multicomponent polymer-blend
and polymer-composite particles from solution since solvent
evaporation can be made to occur on a millisecond time
scale, thus inhibiting phase separation in these systems. The
primary condition for suppression of phase separation in
these systems is that solvent evaporation must occur on a
time scale that is faster than the self-organization times of
the polymers. This implies time scales for particle drying
on the order of a few milliseconds implying droplet sizes
<10 �m (depending on solvent, droplet environment, etc.).
It was shown recently that a microdroplet approach can
be used to form homogeneous composites of co-dissolved
bulk immiscible polymers using instrumentation developed
in our laboratory for probing single fluorescent molecules
in droplet streams. In addition to a new route to forming
nanoscale polymer composites, a microparticle format offers
a new tool for studying multicomponent polymer blend sys-
tems confined to femtoliter and attoliter volumes, where
high surface area-to-volume ratios play a significant role in
phase separation dynamics.

Several different choices exist for producing microme-
ter and submicrometer droplets of solution–each with cer-
tain trade-offs in terms of volume throughput, nominal size,
and size dispersity. There are additional trade-offs associ-
ated with sampling and interrogation facility that should be
considered as well. Two familiar methods of droplet pro-
duction include electrospray generation and aerosol gener-
ation using a vibrating orifice coupled to a high-pressure
liquid stream. In electrospray generation, a liquid stream
is forced through a needle biased at approximately 1 kV
(nom.). Charge carriers induced on the surface of the liq-
uid stream eventually come close enough during solvent
evaporation for Coulomb repulsion to occur (the Taylor
cone), resulting in fragmentation, or explosion, of the liquid
stream. This results in a cloud of charged liquid droplets
whose size can be made quite small (<1 �m). The obvious
drawback is that it is difficult to isolate individual particles
for study, and size dispersity tends to be highly sensitive
to experimental parameters. Another common method of
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producing liquid droplets is the technique of vibrating ori-
fice aerosol generation (VOAG). Invented by Berglund and
Liu back in the 1970s, the VOAG is unmatched in terms of
volume throughput (>100 nanoliters per second) and size
dispersity (<0.1% depending on experimental conditions).
This technique works by introducing a high-frequency (10 to
100 kHz) instability in a high-pressure liquid stream applied
by a piezoelectric transducer (PZT). The resulting fragmen-
tation of the stream produces highly monodisperse droplets
that are ultimately limited by the purity of the radio fre-
quency (rf) signal applied to the PZT. Some disadvantages of
this mode of production are that the droplets travel at high
speeds (several meters/second) and are quite close together
(typically no more than 3 droplet diameters apart). This
makes isolation and spectroscopic interrogation of individ-
ual droplets difficult. A more serious problem is in the sig-
nificant particle size limitations associated with this tech-
nique. A VOAG works best at a size range of 30–50 �m
but can function down to about 12–15 �m. Because of the
way droplets are produced, however, there is a concomitant
increase in the rf frequency that can be problematic.

The method we have chosen in our experiments is an
“on-demand” or droplet ejection device. Like a VOAG, it
also uses piezoelectric transduction but at much lower fre-
quencies. The physics of droplet production is completely
different for the two methods: The VOAG operates by gen-
erating a high (and fixed) frequency instability in a liquid
stream; the on-demand droplet generator functions by the
application of a acoustic wave to a static solution, which
forces (ejects) a droplet out of a micrometer sized orifice.
We use Pyrex or quartz tubing that is heated, drawn, cut,
and polished to produce a tapered orifice that can range
in size from 1 to 50 �m. The droplet sizes are compa-
rable (usually slightly larger) to the orifice diameter and,
depending on the quality of the orifice, size dispersity less
than 1% can be achieved. Droplet production rates tend
to be significantly lower than the aforementioned tech-
niques. Ultimately, droplet rates are limited by piezoelec-
tric relaxation times (10 kHz); practically, however, under
conditions of high monodispersity, droplet rates are typ-
ically much lower (20–100 Hz). The advantages of this
technique are small size and on-demand production that
makes single droplet/particle manipulation and interroga-
tion straightforward.

4.1. Tailoring the Properties
of Polymer Particles

Composite polymer particles, or polymer alloys, with specif-
ically tailored properties could find many novel uses in a
number of fields. However, the problem of phase separation
from bulk-immiscible components in solution often poses a
significant barrier to producing many commercially and sci-
entifically relevant homogeneous polymer blends [112–114].
The typical route taken in trying to form homogeneous
blends of immiscible polymers is to use compatibilizers to
reduce interfacial tension. A number of different groups
have examined phase separation in copolymer systems to
fabricate fascinating and intricate meso- and microphase
separated structures with a rich variety of morphologies
[115, 116].

Recently some interest has focused on trying to suppress
phase separation in mixed polymer systems by very rapid
solvent evaporation from small (≤10 �m diameter) droplets
of dilute polymer solution. Using instrumentation developed
for probing single fluorescent molecules in 1–10�m diameter
droplet streams [117], detailed exploration of microdroplets
to form homogeneous polymer composites without compat-
ibilizers as a possible route to new materials with tunable
properties has been accomplished [118]. From these studies
it has been shown the primary condition for suppression of
phase separation in such systems is that solvent evaporation
must occur on a time scale that is fast compared to self-
organization times of the polymers. This implies time scales
for particle drying on the order of a few milliseconds which
would require droplet sizes ≤10 �m (depending on solvent,
droplet environment, etc.). In addition to this new route to
forming nanoscale polymer particle composites, a micropar-
ticle format offers a new tool for studying multicomponent
polymer blend systems confined to femtoliter and attoliter
volumes where high surface area-to-volume ratios play a sig-
nificant role in phase separation dynamics.

Figure 3a illustrates qualitatively the effect of phase sep-
aration on optical diffraction fringe contrast and definition
for two polymer-blend particles prepared from different
sized droplets of co-dissolved polymers (polyvinyl chloride
and polystyrene) in tetrahydrofuran. The particle on the
left is homogeneous as evidenced by uniform fringe inten-
sity, and high-fringe contrast and definition. Moreover, the
scattering data can be matched quantitatively to Mie the-
ory calculations that assume a homogeneous and spherical
particle. The particle on the left has no discernible fringe
structure but does display interesting periodic “island” struc-
ture implying some order and uniformity of phase-separated
domains.

Figure 3. (a) See [118, 119]. (b) See [119].
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Figure 3b shows molecular dynamics simulations of a
stable polymer-blend particle (10 nm diameter) composed
of immiscible components. The leftmost particle remains
homogeneous throughout a broad temperature range. For
phase separation to occur (right), an enormous amount of
thermal energy must be supplied in order to overcome the
surface energy barrier. This result agrees qualitatively with
the observation that homogeneous blends of bulk-immiscible
polymers can be formed in spherical microparticles. The
composite particle was calculated to have a single melting
temperature of 190 K and glass transition temperature of
90 K which is different than either of the polymer compo-
nents (Tm 218 K, Tg 111 K for light and Tm 162 K, Tg 81 K
for dark). The segregated particle has two melting points
and glass transition temperatures that correspond to within
10 K of the individual components. Formation of homo-
geneous polymer-blend composites from bulk-immiscible
co-dissolved components using droplet techniques has two
requirements. First, solvent evaporation must occur on a rel-
atively short time scale compared to polymer translational
diffusion. Second, the polymer mobility must be low enough
so that, once the solvent has evaporated, the polymers can-
not overcome the surface energy barrier and phase-separate.
It was previously shown definitively the effects of droplet
size and solvent evaporation, and the second requirement
is almost always satisfied even for modest molecular weight
polymers.

To explore effects of polymer mobility in detail, composite
particles of poly(ethylene glychol) (PEG) oligomers (MW
200, 400, 1000, and 3400) with medium molecular weight
(14 K) atactic poly(vinyl alcohol) (PVA) were produced
[120]. This type of system allowed systematic examination of
the phase separation behavior where one component (PEG)
had substantially different viscosities (specified as 4.3, 7.3,
and 90 cSt at room temperature, respectively).

Higher molecular weight PEG polymer-blend particles
were shown to be homogeneous by utilizing bright-field
microscopy, optical diffraction, and fluorescence imaging.
Blend particles prepared with the 200 molecular weight
PEG were observed to form sphere-within-a-sphere par-
ticles with a PVA central core. Figure 4 shows diffrac-
tion data acquired from particles at successive 10 min
intervals from a 10 �m diameter PEG[200]/PVA[14 K]
(80:20 w/w) particle. As shown in the first frame, the par-
ticle is initially homogeneous. The second and third frames
indicate that the composite particle undergoes phase sep-
aration into an inhomogeneous particle as evidenced by
the fringe distortion. Interestingly, the structure in the two-
dimensional (2D) diffraction data for this system is much
different than those observed for large phase-separated

Figure 4. See [119].

PVC/PS particles that presumably coalesce into submi-
crometer spheroidal domains. On the basis of fluorescence
and phase-contrast imaging data, PEG[200]/PVA[14 K] par-
ticles form spherically symmetric (sphere-within-a-sphere)
heterogeneous structures, which should also produce well-
defined diffraction fringes. The interpretation of these data
was that diffusional motion of the PVA core in the PEG host
particle, combined with rotational diffusion of the particle,
breaks the spherical symmetry and thereby introduces dis-
tortion in the diffraction pattern. This observation is entirely
consistent with our model of polymer-composite formation
where heterogeneous particles may be formed provided that
the mobility of one of the polymers is low enough to over-
come the surface energy barrier. From the 20 min time scale
for phase separation in the low molecular weight PEG sys-
tem, we estimate a diffusion coefficient of 10−10 cm2/s, which
is consistent with recent molecular modeling results. For a
diffusion coefficient, D, of 10−10 cm2/s and 1200 s time scale,
the average diffusion distance r = �6Dt�1/2 = 8�5 �m, which
is comparable to the particle diameter. Composite parti-
cles formed from the higher molecular weight PEG (>1000)
form homogeneous composite particles with PVA.

Another interesting aspect of this work comes from Mie
analysis of the scattering data for homogeneous composite
particles. Observations for several different polymer blend
systems reveal that the material dielectric constant (mani-
fested in both the real and imaginary parts of the refractive
index) can be tuned by adjusting the relative weight fractions
of the polymers in the mixture. Both Re�n� and Im�n� for
the polymer-blend microparticles are intermediate between
the values determined for pure single-component particles
and can be controlled by adjusting the weight fractions of
polymers. For both miscible and (bulk) immiscble polymers
that have been combined in homogeneous microparticles,
the measured refractive index was observed to be very close
to estimates obtained from a simple mass-weighted average
of the two species.

Although the microdroplet technique is well suited for
producing nearly arbitrarily small particles (down to a sin-
gle molecule limit), optical diffraction is obviously not
suitable for probing particles smaller than a few hun-
dred nanometers. To complement experimental effort on
polymeric particles, investigation of various dynamical and
steady-state properties of smaller polymer and polymer
blend nanoparticles (1–10 nm diameter) has been examined
using molecular dynamics tools. These traditionally reliable
and accurate simulations allow development of considerable
insight into the structure, and properties of polymer-blend
particles, as well as aiding in interpretation of experimen-
tal results and guiding future experiments. Results have
been reported from classical molecular dynamics techniques;
polymer nanoparticles of varying size (up to 300,000 atoms),
chain lengths (between 1 and 200 monomers), and inter-
molecular interaction energy have been examined which
allows the systematic study of size-dependent physical prop-
erties and time dependence of segregation/equilibration of
these particles [119]. Some of these studies are discussed in
more detail in later sections of this chapter.
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5. GAS ATOMIZATION APPROACHES
The production of micro- and nanometer-sized polymer
powders from molten polymers is an attractive, facile, low
energy, and economic process. Polymer powders with tai-
lored characteristics such as particle shape, size distribu-
tion, and purity can be directly prepared from the molten
state of polymers such as polyethylene-based waxes that
cannot be ground using conventional methods [121–126].
The gas atomization process (GAP) for mass-producing high
quality spherical polymer powders involves using high pres-
sure (approximately 7.6 MPa maximum) nitrogen gas and
a specifically designed nozzle to atomize a molten stream
of polymer into fine droplets that cool to form spherical
powders. Powders with properties tailored to varying appli-
cations can be efficiently produced in short cycles by chang-
ing a few process control variables in a contamination-free
environment, making the GAP a useful alternative to con-
ventional grinding processes. These benefits of the pro-
cess together with its flexibility, high throughput, and facile
nature should make it highly attractive to industrial pro-
cesses that must be capable of mass production and safe,
environmentally benign operation.

The targeted applications of the powders include uses
as powder spray coatings [1], formulating ingredients for
functional coatings, and as raw materials for solid-state
compacting of polymer alloys and composites [1, 127]. For
these applications, the required properties of the powders
include purity, uniform micrometer-sized particles with uni-
form size distribution, and spherical shape. These properties
are essential for free-flowing powders with optimal surface
area, leading to products with improved handling and per-
formance capabilities.

Commercial organic polymer powders are produced by
conventionally grinding extruded polymer pellets, often
under cryogenic temperature conditions. Grinding is unde-
sirable because it is expensive, highly energy-intensive, and
susceptible to contamination from the grinding equipment
and environmental pollution. Because of the erratic nature
of the grinding process, it is almost impossible to control
the quality and distribution of the powders and the size and
shape of the particles.

The GAP method is an alternative route to mass produc-
ing polymer powders that eliminates most of the problems
of conventional grinding operations. In addition, the sim-
plicity and versatility of the GAP means that the equipment
can be constructed from readily available construction mate-
rials such as steel (used in the crucible) and impact-resistant
crystal-clear polycarbonate (used in the atomization cham-
ber). The optical clarity of the latter allows direct real time
visualization of the atomization of the molten polymer as it
exits the crucible. This process involves heating the mate-
rial in a crucible until the desired atomization temperature
is reached. Once the material reaches this temperature, it
is forced out of the crucible through a circular channel (the
pour tube) into the atomization nozzle, where it is atomized
into fine particles by the high pressure nitrogen gas. The
particles cool as they fall through the atomization chamber,
forming micrometer-sized powders that collect in a vented
chamber. Additional details of the GAP process has been
reported [121–126].

GAP feasibility studies and process development efforts
focused on using commercial polyethylenes (e.g., Hoechst
Celanese’s PE130 and PE520) [128] as the model material
because they are presently the largest volume commodity
plastics used in the United States (over 9× 109 kg are pro-
duced annually). The high consumption, low toxicity, low
molecular weights (2000 to 10,000 g/mol), and low melt-
ing temperatures (approximately 200 �C) of the PE130 and
PE520 make them ideal materials for atomization. Thus
far, only the low molecular weight polyethylenes have been
atomized into fine powders with changeable particle shapes
and size distributions (0–250 �m). The studies conducted
to date show that the quality and properties of the product
powders depend on three key processing variables: (1) poly-
mer melt temperature, (2) gas atomization pressure, and
(3) melt stream size or pour tube diameter. Unlike parti-
cles produced by conventional grinding, the particles in gas-
atomized powders are spherical with smooth surfaces and
near uniform sizes. Other particle shapes—such as whiskers
and elongated spheres—can be produced under specific pro-
cessing conditions such as using low atomization pressures
(approximately 2 MPa). Typically, the whiskers have diame-
ters of about 100 nm and lengths of a few millimeters.

To expand the GAP method to produce powders from
other polymers with tailored powdered characteristics for
wide applications, computer simulations of the process are
needed. As mentioned, potential applications of the prod-
uct powders include use as formulation ingredients for
functional coatings tailored to specific biochemical engineer-
ing application areas, such as personal hygiene and beauty
care products, packaging, and other disposable and/or recy-
clable plastic products. Other applications include polymer
dispersions or emulsions in environmentally friendly sol-
vents, feedstock for solid-state compacting of polymer alloys,
and powder spray coatings. As an example, the PE520 is
designed for use in paints to increase matting effects and
to mar resistance of the painted surface. Other advantages
of using polymer powder additives in paints are improved
sanding ability smoothness, and rheological properties; pre-
vention of pigment settling and metal marking; and water
repellence. Because of the flexibility, versatility, and econ-
omy offered by GAP, it should be attractive to polymer man-
ufacturers, processors, and end-users.

Because the polymers (PE130 and PE520) can be atom-
ized in a relatively narrow temperature range (190–220 �C),
temperature control in GAP must be precise to avoid poten-
tial thermal degradation of the molten polymer prior to
atomization. This can be achieved by heating the polymer in
the crucible under a blanket of nitrogen gas using precisely
controlled band heaters with thermocouples strategically
placed in the melt. Obviously, polymers that show different
rheological properties under conditions that they are likely
to encounter during atomization can be expected to atom-
ize differently. At low pressures (approximately 2 MPa), for
example, the shear induced by the gas jets on the molten
polymer at the instant of melt disintegration is not enough to
completely overcome the internal elastic stresses present in
the molten polymer. This leads to the formation of whiskers
and elongated spheres rather than absolute spheres. For
the polyethylenes studied thus far, it has been found that
the formation of whiskers and elongated spheres can be
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avoided by using high gas atomization pressures (approx-
imately 7.6 MPa). It appears that a mixture of whiskers
and spheres would be ideal for making self-reinforced poly-
mer powders that can be used for applications requiring
improved mechanical properties. Investigations on expand-
ing the use of GAP to other polymers with vastly different
thermal and rheological properties are needed.

More recently, 50/50 blends of PE130 and ultralow melt-
ing phosphate glass composition have been successfully
atomized under conditions that were used to atomize the
pure PE130 polymer. This result confirms the expectation
of the broad application of GAP to many fields, such as
producing polymer alloys, glass–polymer alloys, in-situ com-
posites, and related products with tailored properties. These
products could be used in many areas, such as for decorative
or protective coatings, for polymer-supported heterogeneous
catalysts, and in producing lightweight structural composites.
The structural composites can be easily fabricated by apply-
ing established solid-state powder compaction methods to
the gas-atomized composite powders to form compacts with
varying shapes and sizes.

The research conducted thus far has provided valuable
insight into GAP diagnostic control systems, dynamics, and
mechanisms of powder formation. This knowledge can be
used to expand the method to include the production
of other kinds of materials with desirable properties for
beneficial uses. The desirable properties of the powders
include the following: purity, particle shape, particle size,
and size distribution. The many initial problems of GAP
when applied to polymers and composites are now under-
stood and can be controlled and managed in order to pro-
duce powders with tailored characteristics. The technology
of GAP has now advanced to a stage of finding more appli-
cations in the areas of polymer engineering and composite
engineering and of scaling up to mass production of the fine
polymer powders.

6. DENDRIMERS, HYPERBRANCHED
POLYMERS, OR STAR POLYMERS

Dendrimers, hyperbranched polymers, or star polymers
offer capabilities similar to polymeric nanoparticles since
they generally form relatively small spherical materials,
often with core–shell structures (generally a hollow core)
[129–173]. As such it is important to recognize this
new class of macromolecular materials in a chapter on
polymeric nanoparticles. The interest in dendrimers and
hyperbranched polymers has substantially increased since
the pioneering work of Vogtel, Tomalia, and Newkome
[132–136]. A broad range of dendrimers and hyper-
branched polymers are now available and there has been
enormous interest in their uses and applications. Many
of these applications, such as the development of self-
assemblies, electroactive and electroluminescent devices,
sensors, molecular devices, catalysts, pharmaceuticals and
biochemicals, analytical chemical applications, nanoscale
building blocks, micelle mimics, and performance materials
are synergistic with those of polymeric particles. This is due
to the similarities in fundamental size and shape as well as
compositions.

Dendrimers and hyperbranched polymers represent a
novel class of structurally controlled macromolecules
derived from a branch-upon-branch structural motif. Den-
drimers are well defined, highly branched macromolecules
that radiate from a central core and are synthesized through
a stepwise, repetitive reaction sequence that guarantees
complete shells for each generation, leading to polymers
that are highly monodisperse. The synthetic procedures
developed for dendrimer preparation permit nearly com-
plete control over the critical molecular design parameters,
such as size, shape, surface/interior chemistry, flexibility, and
topology. These synthetic methods are more closely related
to organic chemistry than to traditional polymer synthe-
sis. There are basically two different synthetic strategies for
the synthesis of dendrimers: a divergent and a convergent
approach to construct dendridritc frameworks. Both meth-
ods use step-by-step synthesis (activation or protection of
monomers, condensation reactions, purification) and require
quantitative coupling reactions to construct high generation
dendrimers. More recently, a number of methods have been
developed that reduce the number of synthetic steps for
producing dendrimers in high yields: a double-stage con-
vergent growth approach; a hypercore monomer approach;
double-exponential dendrimer growth; orthogonal coupling
strategies.

Hyperbranched polymers offer an advantage over den-
drimers in their ease of synthesis. On the other hand the
degree of branching and the structure is less controllable
than for dendrimers. The simplest branched material is a
star polymer in which several linear polymer chains are
attached to only one branching point. These polymers can
contain chemically the same or different arms linked to a
core. Star-block copolymers have also been made in which
the arms consist of block or triblock copolymers. Various
types of hyperbranched polymers, with multiple branch-
ing points, have been synthesized, including polyesters,
poly(ether ketones), polyuretanes, polyamides, polycarbosi-
lanes, etc.

Many properties of dendrimers have been found to differ
from their linear polymer analogs. In general, dendrimers
are more soluble in common solvents and less viscous com-
pared to analogous linear polymers. The solubility depends
predominantly on the properties of their surface groups
which can to a large degree be controlled. Dendrimers with
hydrophobic interiors such as polyethers and polycarbosi-
lanes can be made water soluble by introducing hydrophilic
groups into their surface groups. The opposite can also be
achieved, that is, changing a water soluble dendrimer into
an insoluble material by converting the hydrophilic surface
groups into hydrophobic surface groups.

Another interesting and useful feature of dendrimers is
the intrinsic viscosity in solution, and melt is lower than lin-
ear analogs. The main reason for this difference appears
to be due to the lack of chain entanglements. Results
have shown that intrinsic viscosity of a dendrimer does not
obey the well known Mark–Houwink–Sakurada behavior.
This has been associated to a transition from an extended
structure for lower generation dendrimers to a globular
shape at higher generations. Similar trends are also found
for hyperbranched polymers, where the viscosity depends on
the degree of branching: polymers having high branching
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display behavior similar to dendrimers while those with low
branching can have chain entanglements and behave more
like linear polymers.

Other properties that differ are hydrodynamic volume
which is larger for dendrimers, the degree of crystallinity
(dendrimers are amorphous), and the glass transition tem-
perature. The glass transition temperature has been found
to be a function of the backbone depending on the struc-
ture, the number of end-groups, and the number of cross-
links or branching points. The glass transition temperature
decreases with an increase in the number of end-groups
but it increases with increasing number of branch points
and the polarity of the end-groups. For hyperbranched poly-
mers, the glass transition temperature appears to depend
more on the chain length between the branching points. This
means that systems with short chain lengths will have low
glass transition temperatures even though the total molecu-
lar weight may be quite large.

The rich source of possible surface functionality for den-
drimers makes them very attractive for nanometer building
blocks and carrier molecules. They are also important in
technologies such as coatings and inks where their unusual
viscosity characteristics play an important role. Xerox has a
number of patents which use dendrimers in ink and toner
applications. Dendrimers have also found an increasing role
as additives to commodity plastics where they improve the
drying of plastic fibers.

7. MOLECULAR IMPRINT POLYMERS
With the increased interest in chemical and biosensors
within the field of modern analytical chemistry as well as
medical and environmental science, methods for generating
materials suitable for these applications based on biomim-
ics have been introduced. Systems with large surface areas
populated by large numbers of reactive or binding sites are
optimal. Polymeric particles offer such possibilities due to
their inherent large surface area and the possibility of func-
tionalization. Dendrimers, hyperbranched polymers, or star
polymers also provide numerous advantages for this area
of interest. Another possibility has come from using syn-
thetic polymers as templates for imprinting an image of a
molecule, a technique known as molecular imprinting (an
antibody mimic) [174–191]. The final product generally con-
sists of a bulk polymer which is then processed into a fine
powder, the smaller the particles comprising the powder the
better.

There are basically two distinct approaches to molecular
imprinting. A prepolymerization complex between imprint
molecule and functional monomers can be formed via non-
covalent interactions or they can be covalently coupled.
The covalent imprint method offers more homogeneous
population of binding sites and a higher yield of binding
sites relative to the amount of imprint molecule utilized.
Noncovalent imprinting is somewhat more flexible when it
comes to selecting the functional monomers, possible target
molecules, and the use of the imprinted materials. Hybrid
methods have also been suggested which attempt to com-
bine the advantages of covalent and noncovalent molecular
imprinting methods.

A common method for preparing molecular imprint poly-
mers is by using solution polymerization followed by mechan-
ical grinding of the polymeric solid to give small particles with
diameters generally in the micrometer range. Particles can
also be prepared directly in the form of spherical beads by
using, for example, a two-phase system using perflurocarbons
instead of water as the continuous phase. Polymeric parti-
cles synthesized in this way can also be made magnetic by
inclusion of iron oxide particles. Another method for synthe-
sizing molecular imprint polymer particles without requiring
mechanical grinding is based on using dispersion polymer-
ization. This method can generate aggregates of spherical
particles and if the system is sufficiently dilute one can get
reasonably controllable and uniform sized particles. Other
methods have been reported where the polymeric particles
that are imprinted are formed in-situ, inside a chromatogra-
phy column or in a capillary.

8. SIMULATION AND MODELING
OF POLYMER PARTICLES

Molecular modeling provides a way of visualizing processes
at a submacromolecular level that also connects theory
and experiment. Particularly attractive from a computational
point of view is that many polymer particles are very close
to the size scale where a complete atomistic model can be
studied without using artificial constraints such as periodic
boundary conditions. Yet these particles are often too small
for traditional experimental structure/property determina-
tion. Polymeric particles in the micro- and nanometer size
range show many new and interesting properties due to size
reduction to the point where critical length scales of physical
phenomena become comparable to or larger than the size
of the structure itself. This size-scale mediation of the prop-
erties (mechanical, physical, electrical, etc.) opens a facile
avenue for the production of materials with predesigned
properties.

The primary computational tool used to date for the study
of polymeric nanoparticles, in particular, their atomistic-
based structure and dynamics, has been molecular-dynamics-
based algorithms for generating and modeling polymer
nanoparticles [192–208]. Some efforts using Monte Carlo
techniques have also been pursued [209]. Structural and
dynamical details of polymer processes at the atomic or
molecular level have been studied and linked to experimen-
tally accessible macroscopic properties of materials. A num-
ber of these studies will be discussed.

Since the smaller sized particles have more surface atoms
than the larger ones (larger surface area to volume ratio), a
decrease of the diameter increases the ratio. The large ratio
of surface atoms to the total number of atoms leads to a
reduction of the nonbonded interactions between the poly-
mer chains on the surface layer; hence the cohesive energy
is dramatically dependent on the size. In addition, the ratio
of surface chain ends to total number of chain ends for the
particles is much larger than that of the bulk system, leading
to enrichment of chain ends at surface. This observation is
consistent with analysis of thin films. With regard to an effect
of the side chain atoms, the increase in these atoms corre-
sponds to a decrease in the ratio of surface atoms and there-
fore represents an increase of cohesive energy of the system.
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The increase in cohesive energy is due to the increase in the
number of atoms that are inside the spherical particle ver-
sus on the surface. This phenomenon is a result of the finite
sized spherical confinement of the particle and is different
than what is observed in the corresponding bulk systems
(side chains tend to lower the cohesive energy).

The large proportional surface area leads to large surface
free energy, which is described by per unit of surface area
(J/nm2). The surface is irregular and has many cavities that
may introduce unique (catalytic or interpenetrating) prop-
erties of polymer fine particles. The free volume (cavities)
and molecular packing can be important in a diffusion rate
of a small molecule trapped in the particles. It also suggests
that nanoscale polymer particles are loosely packed and can
show dynamical flexibility (e.g., compressive modulus of the
particles is much smaller than that of the bulk system).

Simulations have also been performed on models for bulk
polyethylene (PE). The radial distribution function for the
simulated bulk PE, which provides information on the intra-
and intermolecular structure, was in very good agreement
with experimental data. Comparing a bulk system with the
nanoscale spherical particles reveals the effects of conforma-
tional changes of the particles due to the size reduction and
the shape. The most notable difference was in the amount
of gauche conformations as signified by the magnitude of
a peak at 3.2 Å. For the smaller particles this peak was
almost entirely missing. The larger particles tended to have
a somewhat higher concentration of gauche conformations
but were still significantly less than the bulk. This reduc-
tion in the conformational disorder as the diameter of the
particle decreases is a surface induced phenomenon. As the
particle diameter decreases the surface area to volume ratio
increases and the polymer chains are forced to lie mostly on
the surface of the spherical particle. The surface tends to
cause the polymer chains to form a pseudocrystalline layer;
that is, the polymers fold in a nearly all-trans configuration.

Several simulations have been applied to study the mor-
phology of single or multiple chains with different chain
lengths and compositions. The surface chains of the polymer
nanoparticles tend to straighten and align at temperatures
below the melting point; the preferential morphology for the
small polymer particle with a long chain length is a rodlike
shape. This stretching of the chains leads to a reduction of
the cohesive energy and an increase in volume. Studies on
the effects of chain length show that the particles with the
shortest chain length (see Fig. 5) have the most spherical
shape.

For a transition from the amorphous (solid) to the melt
phase (liquid) and a glass–rubber transition, the volume
increases owing to conformational disorder of the polymer
particles. Energy, temperature, and volume are calculated
while annealing the system gradually by scaling the momenta
with a constant scaling factor. Thermal analysis has provided
a great deal of practical and important information about
the molecular and material world relating to equations of
state, critical points, and other thermodynamics quantities.
Figure 6a shows the dependence of the melting point and
glass transition temperature on the diameter of the particle.
The dramatic reduction of the melting point for the poly-
mer particles is an important example of surface effects and

Figure 5. See [206].

shows the importance of size. Since the large ratio of sur-
face atoms to the total number leads to a significant reduc-
tion of the nonbonded interactions (lower cohesive energy),
the melting point decreases with decreasing size. Figure 6b

Figure 6. See [194].
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shows the effect of chain length on these transition temper-
atures. A strong dependence of the melting point and the
glass transition temperature on chain length is attributed to
molecular weight and nonbonded energy of each chain.

From an atomistic thermodynamic analysis, the melting
point of a polymer particle (6000 atoms) with chain lengths
of 50 and 100 beads was found to be 186 and 232 K, respec-
tively. The melting point was higher than the temperature at
which the surface chains experienced a significant change in
mobility. There appear to be two steps in the melting transi-
tion. The first step (mechanical melting) is at a temperature
of 200 K and the second (thermodynamic melting) is 230 K.
The first step is an early melting stage at which all chains in
the particle start moving. The second step is the fusion stage
of a solid. There is a plateau region between the first and
second stages. The mobility of the chains in the outer lay-
ers increases rapidly after this region. In contrast, the chains
in the core layer do not have the second step and increase
linearly.

In the past, numerous calculations have been performed
for the mechanical property of bulklike crystalline PE poly-
mer using force field semiempirical, ab initio calculation, and
ab initio molecular dynamics (MD) methods. The compres-
sive (bulk) modulus for the amorphous polymer particles
was calculated in order to get an idea of their stiffness and
strength. The compressive modulus and yield point for the
PE particles were investigated by applying an external force
in MD simulations. It is known that values of the tensile
modulus of bulk polyethylene are between 210 and 340 GPa
and the compressive modulus is generally higher than the
tensile modulus. In addition, the bulk and tensile strength
or yield point are always much smaller than the modulus
for a thermoplastic such as polyethylene. In a MD study of
polymer nanoparticles, a compressive modulus was found to
be several magnitudes of order smaller than the bulk values,
and a yield point that was much larger than the modulus.
The stress–strain curve actually looked more like a curve
for an elastomer. However, the initial deformation caused
by the compression (that which gives the modulus) is not
reversible. What occurs during this phase is the deforma-
tion of a spherical particle to an oblate top. This structure
is stable but it lies at a slightly higher energy than that for
a spherical particle. Thus, the modulus for compression in
this region is actually more a measure of the force required
to deform the spherical polymer particle into an oblate top
(pancakelike structure). Further deformation tends to be
reversible up to the point of rupture. This deformation is
actually more closely related to the bulk modulus since the
stress is due to the cohesive energy and not a microstruc-
ture. This leads to a yield point that is significantly larger
than the modulus.

9. APPLICATIONS OF POLYMER
PARTICLES

Polymeric particles offer a number of unique properties
that make their range of possible applications quite broad:
small size and volume; large and specific surface area; high

diffusibility and mobility; stable dispersions; uniform size,
shape, morphology, surface chemistry; and the fact that they
can be produced in various sizes, shapes, and compositions.
To date many of the applications include examples from the
biomedical, optical and optoelectrical, chemical, and rheo-
logical fluid fields. We briefly discuss some of these applica-
tions and provide extensive references for anyone interested
in further details.

9.1. Biomedical Applications

Dramatic progress in biomedical engineering has recently
led to the development of new macromolecular drugs which
hold great promise for successful therapeutics. Medicinal
uses of polymeric materials have been fairly broad and
continue to grow. For example, biodegradable polymers
have been used for sutures, artificial skin, and materi-
als for covering wounds. Other medical and biochemical
applications have included the use of polymer particles in
absorbents, latex diagnostics, affinity bioseparators, and drug
and enzyme carriers. In particular, the use of nanoparticles
as drug delivery vehicles has enjoyed significant activity and
research. Drugs or other biologically active molecules have
been dissolved, entrapped, encapsulated, absorbed onto sur-
faces, and chemically attached to polymeric particles as a
means for delivery [14–16, 210–239]. Controlled drug release
formulations have been tried in various forms depending on
the specific end use. Controlled drug release offers many
advantages over other types of delivery including the ability
to supply more constant drug levels, to enable more effi-
cient utilization of the drug, and to locally deliver the agent
to a confined area. In addition, decreased costs and fre-
quency of administration add to the attractive features of
these types of drug delivery systems. To date, polymer micro-
and nanoparticles have been the most extensively utilized
system for these purposes. When suitably encapsulated, a
pharmaceutical can be delivered to the appropriate site, its
concentration can be maintained at proper levels for long
periods of time, and it can be prevented from undergoing
premature degradation. Nanoparticles offer the advantage
that they provide a better penetration into the body and are
small enough that they can be injected into the circulatory
system or delivered via the respiratory system or through
traditional oral intake.

9.1.1. Drug Delivery
Modern pharmaceutical development makes extensive use of
high-throughput screening, genomics, combinatorial chem-
istry, and other techniques. This has led to the synthesis of
new chemical compounds that are bringing new challenges
and opportunities to pharmaceutical development. One of
the largest new set of drugs being developed is proteins and
peptides, macromolecules which are often poorly permeable,
poorly soluble, and unstable in physiological fluids and have
unfavorable pharmacokinetics. These drugs generally need
special care and require specific delivery systems. One of the
most common degradation pathways is physical damage to
proteins in the form of aggregation or precipitation. Unfor-
tunately protein aggregates can form during the formulation
process, long-term storage, or shipping and delivery. This can
have dramatic impact on the final efficacy of the drug.
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Currently some of the largest challenges, are in improving
solubility, enhancing the chemical/enzymatic stability, reduc-
ing adsorption to containers, minimizing aggregation, assist-
ing with refolding of proteins, and improving absorption.
Presently, there are at least 75 protein or peptide-based prod-
ucts approved for marketing in the United States alone that
can be used in the treatment of cancer, diabetes, multiple
sclerosis, and growth deficiencies. With more than 100 other
such drugs in human clinical trials, the market for protein-
based drugs will continue to grow clearly defining the impor-
tance of designing appropriate drug delivery vehicles.

Polymeric nanoparticles offer promising technologies
that overcome many of the problems presented for pro-
tein/peptide delivery and stability [14–16, 210–239]. Com-
pared to other colloidal carriers, polymeric particles have
a higher stability when in contact with biological fluids,
and their polymeric nature (system of very large molecules)
allows for the desired controlled and sustained drug release.
Polymeric particles also represent drug delivery systems
suitable for most of the administration routes (inhalation,
oral, circulatory system), even if a rapid recognition by
the immune system may limit their use as injectable carri-
ers. Indeed there has already been some success in using
polymeric-based particles for peptide drug delivery. The first
microparticle extended-release formulation of a peptide to
be approved by the U.S. Food and Drug Administration
consists of poly(lactic-co-glycolic) acid microparticles that
encapsulate the leuteinizing-hormone-releasing hormone
agonist, leuprorelin acetate. This particular formulation is
used for diseases such as endometriosis and prostate cancer.
Another approved formulation used the same microparticle
to encapsulate recombinant human growth hormone for the
treatment of growth hormone disorders.

A substantial amount of research has focused on using
polymeric nanoparticles, in particular PEG derivatives, for
drug delivery. PEG is a simple, water-soluble, nontoxic poly-
mer that is nonimmunogenic (the immune system does
not recognize it and it is not metabolized) and has been
approved in a number of products for human administration
by mouth, injection, and topical application. PEG-based sys-
tems have been shown to entrap up to 45% by weight of
a drug within the nanoparticle and to have extended circu-
lation times due to decreased uptake by the mononuclear
phagocyte system. A controlled release system that uses an
injectable polymer vehicle has been employed by a num-
ber of researchers and has also been commercialized by
Schering-Plough and Roche. The polymer protects the pro-
tein from rapid hydrolysis or degradation within the body
thereby prolonging its action. Pioneering research on sys-
tems where PEG polymer chains were chemically attached
to drug substances showed that by increasing their size there
was an associated improvement in their delivery. When PEG
is attached to a drug it can often extend the length of action
in the body from minutes to hours or days depending on the
molecular weight of the PEG molecules.

Further advances using PEG in conjunction with other
polymers are already in development to improve injectable
polymer systems. In one technique, a low-molecular-weight
biodegradable polymer that is a viscous liquid at room tem-
perature is prepared. This is then mixed with the therapeutic
protein and injected. PLA-PEG and poly(orthoester) have

been used in this system. Low-molecular-weight PLA-PEG
has delivered bone morphogenetic protein (a bone growth
factor used in the regeneration of bone tissue) into rats,
with the polymer being degraded within three weeks and
replaced by bone. Simply varying the viscosity of the poly-
mer by changing either polymer concentration or polymer
molecular weight may control the release of protein from
this system. These polymers break down by hydrolysis, and
further studies need to be undertaken to assess protein sta-
bility in this system and possible inflammatory responses in
target tissues. In a second technique, a biodegradable poly-
mer is dissolved in a physiologically acceptable solvent, sus-
pending the protein particles, and this suspension is then
injected into the tissue or patient. On entering the tissue, the
solvent diffuses in the aqueous environment while the poly-
mer precipitates out and entraps the protein particles. This
injectable polymer depot has been explored using poly(lactic
co-glycolic acid) with N -methyl pyrrolidone or glycofurol as
the solvent. The rate of release may be adjusted by such
parameters as the weight percentage of polymer in solution,
the ratio of polylactide to polyglycolide, molecular weight,
and protein loading. The release kinetics from this system
was found to be favorable and there has been no reported
loss in activity of human soluble tumor factor receptor.

Some other applications in the research sector of the drug
delivery arena have included: the use of chitosan particles
as a cancer chemotherapeutic carrier for adriamycin; chi-
tosan particles used for oral substained delivery of nefedipin,
ampicillin, and various steroids; ocular drug delivery via
a suspension composed of hydrogels and particles which
enhances the bioavailability of ocular drugs; a particle gel for
extending precorneal residence time of ocular drugs; treat-
ment of infiltrating brain tumors such as oligodendrogliomas
by using IdUrd loaded poly(d,l-lactide-co-glycolide) par-
ticles and intracranial implantation via sterotactic injec-
tion; use of alginate-poly-l-lysine particles for possible
treatments of insulin-dependent diabetes mellitus; polyalky-
cyanoacytate nanocapsules for the delivery of insulin and
indomethacin; biodegradable particles for drug delivery
based on 1,5-diozepan-2-one and d,l-diactide; glutamate
and the tripeptide TRH-impregnated polyanhydride-based
particles for stimulation of trigeminal motoneurons; a sim-
ple, cost effective, and scalable method that is based on
albumin microparticles (biodegradable, nontoxic, and non-
immunogenic) for drug release (such as chlorothiazide);
microcapsules of polyelectrolyte complexes for PH con-
trolled release; chitosan/gelatin network polymer particles
for controlled release of cimetidine; block copolymers of
biodegradable poly(l-lactic acid) and poly(dl-lactide-co-
glycolide) with poly(ethylene glycol) for controlled drug
delivery and targeting; polymer-based gene delivery sys-
tems; drug deliver platforms based on synthetic polypetides;
aliphatic polyanhydrides for drug carriers; biodegradable
gelatin particles for treatment of kidney disease.

Clearly there has been intensive research into the use
of polymer-based systems for controlled drug delivery and
release [14–16, 210–239]. While there are currently only a
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few clinically approved polymeric systems, the use of poly-
meric systems for oral extended release has a relatively
large research base. Nano- and microparticle systems have
been the most extensively used/studied formulations for
controlled drug release and the field is primed for tech-
nology development for moving these bench studies into
the clinical arena. Nanoparticle delivery systems have been
demonstrated to provide a better penetration of the particles
inside the body. Owing to their size, delivery via intravenous
injection is possible and therefore they can be used for
intramuscular or subcutaneous applications. In addition, the
nanoscale of these systems also can minimize irritant reac-
tions at the injection site. Nanoparticle systems also exhibit
greater stability, in both longer shelf storage lives and uptake
times. These synthetic systems are extremely versatile and
can be designed to elicit the desired kinetics, uptake, and
response from the body. Nanoparticulate drug deliver sys-
tems have even been recommended for the broad applica-
tion of vaccination. Currently, immunization often requires
multiple injections (MMR, hepatitis, tetanus, etc.) and there
may be a high preponderance of people to put off or to miss
these boosters, leading to limitations in the efficacy of the
immunization. A more efficacious vaccine that would only
require a single dosage or an oral controlled release sys-
tem is highly desired and some success has been reported
by using nanoparticulate drug delivery systems [16, 232].

In summary, extensive research has shown that polymeric
particles offer enormous advantages to drug delivery sys-
tems due to: (1) there is the possibility to functionalize the
particle; (2) the large size of the polymer molecule(s) mak-
ing up the particle make it possible for them to remain at
delivery site for longer time (protection against premature
metabolism and reduced immungenicity); (3) drugs can be
released slowly and/or in a controlled manner by (a) diffu-
sion of a carrier polymer, (b) deposition of the carrier itself,
(c) osmotic force, (d) swelling of the carrier/delivery sys-
tem, and (e) chemical reaction; (4) multiple administration
routes, such as inhalation, injection, or oral, are feasible.

9.1.2. Immunoassays
Since the first demonstration in 1979 that proteins could be
transferred to microporous nitrocellulose membranes and
detected using antibodies, development of rapid immunoas-
says using these high-surface-area materials has prolifer-
ated [16, 240–265]. Initially much investigation centered
on understanding the interactions between proteins and
polymers and the requirements for blocking nonspecific
interactions on the membrane and on developing a series of
detection methodologies and strategies. This work has led
to a variety of immunoassay delivery systems for detecting a
large menu of analytes.

The determination of antigens in biofluids is gener-
ally accomplished though heterogeneous immunoassays.
The most common methods require the separation of the
antigen–antibody complexes from the medium, followed by
measurement of the quantity of antigen. One technique,
called the sandwich method, uses an immobilized anti-
body and a labeled antibody. The carriers of the antibodies
require large surface areas in order to allow the forma-
tion of the desired antigen–antibody complex. Polymer par-
ticles have been found to be very applicable in this regard

and plates with immobilized polyacrolein particles have been
developed and used to covalently bind antibodies. In addi-
tion, polymer particle dispersions offer similar capabilities.
Latex agglutination tests are the quickest, easiest methods
among immunoassays. They can be sensitive, depending on
the method of determination, and are comparable to other
methods. Some of the first latex particles to be used were
based on poly(styrene) derivatives. The ability of polystyrene
to bind protein molecules without significantly changing the
biochemical activities is the basis for most polymer parti-
cle immunoassays. Polystyrene can be used as the backbone
of these particles and is crucial for the easy assimilation of
these particles into most binding protocols. Other studies
have used poly(hydroxyethyl methacrylate) and poly(glycidyl
methacrylate) particles. Results have shown that in addition
to the biospecific attractive force between the antigen and
antibody, the electrostatic interactions between antibody–
polymer particle and antigen–polymer particle have strong
influence on agglutination rate. New latex designs consist of
particles having a heterogeneous surface in a microdomain
structure.

By doping magnetic materials, such as iron oxides, into
polymer particles, the resulting particles retain some mag-
netic properties and can be used as solid supports for
immunoassays in single use or automated assays. Auto-
mated assays using magnetic particles can quickly wash or
separate the reaction components to reduce assay time or
increase performance. Sorting of cells or cellular isolation
has also been accomplished using these types of magnetic
particles. Immunoglobulins targeting the desired material
can be attached to the surface of the particles for directed
isolation. A suspension of magnetic particles is mixed with
a preparation of the target molecule or cell. Once the tar-
get has bound to the affinity group, a magnet is used to
separate the target-bound particles from the solution. The
unbound material can then be washed away from the par-
ticles. Depending on the application, the target molecules
or cells can then, if needed, be detached from the magnetic
particles. Some of the biomedical applications of these types
of magnetic particles are: cell separation, mRNA separa-
tion, protein purification, immunoassays, afinity purification,
ion exchange, PCR clean-up, solid-phase cDNA library con-
struction, isolation of single or double stranded DNA, solid-
phase DNA sequencing, hybridization procedures, charcoal
trapping, sequence-specific magnetic particle probes, plas-
mid purification, and genomic DNA separation.

Biochemicals such as DNA, hormones, proteins, and lig-
ands are also immobilized for diagnostics. DNA diagnosis
uses DNA-carrying particles, composed of single stranded
DNA, which subsequently binds to its complementary DNA
or RNA. Research has shown some enhanced capabilities
for 20-mer DNA on latex particles. These systems were
capable of binding to complementary DNA faster than
free DNA, presumably due to the restriction of dynamic
motion of the chains (DNA attached to a particle is diffi-
cult to hybridize). The interactions between proteins, DNA,
enzymes, antibodies, and substrates such as polymer par-
ticles have been an active area of research, driven by the
desire for rapid and accurate diagnostics and for the devel-
opment of ultrasensitive biosensors.
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9.1.3. Polymeric Particles for In Vivo
and In Vitro Analysis

Labeled polymer particles have been used to determine car-
diac output and regional blood flow [266–284]. This has been
achieved in mice by radioactively labeling the polymer par-
ticles and detecting the amount deposited by the blood into
body tissues. Alternatives to this procedure that offer bet-
ter safety included using polystyrene impregnated with dyes
which could be measured with spectrometry, fluorescence
labeling of the particles, and using air filled albumin parti-
cles that can be determined by ultrasound contrast. Some
interesting trends on the effects of particle size on tissue dis-
tribution have been observed. Particles larger than 10 �m
can be targeted to lung tissues and those smaller than a
micrometer are typically engulfed by Kupffer cells in the
liver.

A fascinating application of polymeric particles is their
use in preoperative embolization. Such procedures can facil-
itate surgical removal of tumors by reducing their volume
and vascularity as well as decreasing blood loss during
surgery. Biodegradable particles composed of starch and
poly(d,l) lactide have shown some success in emboluses.
Other candidates come from thermosensitve polymers such
as poly(N -isoproplyacrylamide) which precipitates out at
certain temperatures and occludes capillary vessels.

Polymeric particles have also been utilized for the analysis
of activity of phagocytes such as macrophages and leuko-
cytes. These assessments were performed by using latex
particles as inert invaders which the phagocytes would ulti-
mately engulf. The latex particles were fluorescently labeled
and were easily detectable inside of the phagocytes. The sus-
ceptibility of polymeric particles to phagocytosis is a crucial
aspect to understand since drug delivery via these particles
must reach its intended site. Research has mapped out a
number of the influences of polymer particle size, composi-
tion, morphology, and surface chemistry.

9.2. Optical and Optoelectronic Applications

For many years, researchers in materials and photonics have
been interested in the design and fabrication of structures
that confine and manipulate electromagnetic fields on length
scales comparable to optical wavelengths. The ultimate goal
is an all-optical information processing and computation
platform using photons in ways analogous to electrons in
silicon devices on similar length scales. Specific focus areas
such as wafer-scale integration, parallel processing, and fre-
quency management (e.g., add-drop filters) on micro- or
submicrometer length scales are active areas of photonics
research. While a great deal of progress has been made in
the burgeoning field of microphotonics, we are still a long
way off from realizing important goals such as the optical
transistor and all-optical integrated circuits [285].

One of the critical issues faced by researchers trying
to engineer high-density photonic device and optical com-
puting/information processing structures is the problem of
“turning” the path of the photon. Waveguide structures work
well as long as the path is straight; however, including turns
with bend radii comparable to propagation wavelength is
seriously problematic since the losses tend to be unaccept-
ably high. Typically, minimum bend radii in such structures

are on the order of several tens of micrometers (at least) to
avoid scattering and retroreflection losses at the turn.

9.2.1. Photonic Molecules
A new strategy has recently emerged for confining and
manipulating electromagnetic fields with precise frequency
and spatial control. Based on coupled optical microcavities,
these new photonic structures have been called photonic
molecules (PMs) by virtue of the similarity between the field
eigenmodes and electronic structure in real molecules [286].
In contrast with waveguides in photonic bandgap (PBG)
crystals (fabricated by introducing line defects) where a
broad range of frequencies are allowed to propagate within
the band gap, PM structures permit transmission only at
cavity resonance frequencies. Furthermore because the res-
onance Q’s (energy storage factors) can be made quite high
(>104), it is conceivable that these kinds of structures can
function as amplifiers, switches, and add-drop filters.

A recent discovery that lends fascinating and interesting
materials properties describes the use of a simple water-
soluble polymer blend to generate a new kind of polymer
microsphere-based structure which was called a photonic
polymer [287]. In the course of screening different water-
soluble polymer blends for high-density ordered microsphere
array applications [288], it was discovered that particles made
from polyethylene glycol (≈10 k MW) and polyvinyl alco-
hol (14 k MW) in a 4�1 mass ratio had a tendency to stick
together in clumps of two, three, or multiple particles. Under
higher magnification, we observed that the “sticking” was
in fact a partial merging of the particle surfaces shown in
Figure 7. The particle binding was so robust that under
high-precision particle focusing conditions, we were able
to “stack” particles in nearly perfect columnar structures
up to ≈20 particles high. Other types of two- and three-
dimensional architectures were explored using an electric
quadrupole and computer-controlled 2D translation stage
for particle positioning.

One of the most surprising aspects of this work was
the observation of sharp resonance features (distinct from
“monomer” resonances) in fluorescence from dye doped

Figure 7. Electron micrograph of a photonic polymer structure made
from merged polymer-blend microspheres [287]. There are about 30
individual spheres in the vertical chain that has folded near the top.
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into the particles. Interestingly, the optical properties of
merged-sphere systems were considered theoretically sev-
eral years earlier by Videen and co-workers [289]. Reso-
nance features in emission were also observed in transient
merging-droplet experiments by Moon et al. [290]. What
is surprising about the observation of shared optical reso-
nances from merged spheres (especially with the large solid
angle of intersection) is that a large segment of the dielec-
tric boundary which confines the electromagnetic wave has
been removed. Geometric optics calculations of long-lived
trajectories in merged spheres show clearly that high-Q res-
onances are not supported for (plane) angles of intersec-
tion exceeding more than a few degrees. Calculations on
bispheres of differing sizes have shown an interesting antin-
odal structure that includes an interaction between states
with significantly different angular momenta, but with very
low Q. Only in the special case where the contact angle
is very small—similar to the physisorbed sphere case—
are high-Q coupled resonances in the equatorial plane
supported.

In the experimental case, typical plane angles of intersec-
tion can be more than 50 degrees; yet the structures clearly
support high-Q resonances. Using a combination of three-
dimensional ray optics and surface-of-section techniques
[291], robust periodic trajectories that make a quasi-helical
path around the particle chain axis have been demonstrated.
These coupled resonances were highly robust with respect
to overlap angle, deviations from collinearity, and size along
the axis of the polymer structure.

9.2.2. Light Scattering Devices
and Lenses

Light scattering by polymeric particles dispersed in differ-
ent polymeric matrices can be used for the fabrication of a
high efficiency back-light for liquid crystalline displays. Mul-
timode scattering depends on the correlation length of the
heterogeneous domains. The brightness of the back-light has
been increased by a factor of 1.5 over conventional designs
by using particles in a polymer film. Light diffusers, blinds,
and shades can be developed if the polymer particles have a
refractive index differing from the polymer matrix [292–294].

Lens effects have also been observed from polymer par-
ticles [292–294]. Amorphous polymer particles are gener-
ally transparent and the spherical texture can give a lens
effect at the microscopic level. Polymer particles having a
radial graded refractive index can be prepared by a dynamic
seeded polymerization technique. These particles have a
composition gradient decreasing toward the center of the
particle which causes an increasing refractive index. Excel-
lent light focusing properties have been observed. Other
reports on lens effects of polymer particles have focused on
using a close-packed structure of polystyrene microparticles
on a glass slide. With this arrangement, standard optical
microscopy was used to clearly view the insides of the
particles.

9.2.3. Electroluminescent Devices
Organic electroluminescent devices based on polymer layers
have attracted much attention because of low operating volt-
ages, the ability to tune the color of the emitting light, and

ease of fabrication. The phenomenon known as electrolumi-
nescence (EL) is caused by the emission of light generated
from the recombination of electrons and holes electrically
injected into a semiconductor. Traditionally most conven-
tional and marketable electroluminescent devices have been
inorganic semiconductors but developments dating back to
the late 1990s have opened the door to a broad range of
organic materials [295–306].

One of the most exciting developments in the field of
conducting polymers occurred in the early 1990s with the
discovery that conducting polymers such as poly(phenylene
vinylene) (PPV) could be used as the emissive layer in light
emitting diodes (LEDs). High-efficiency surface emission
across the whole visible spectral range could be obtained
relatively easily and researchers were able to achieve the
emission of many different colors of light using these
devices. The first polymer LEDs used PPV as the emit-
ting layer [306]. Many different polymers have now been
shown to emit light under the application of an electric
field (EL). PPV and its derivatives are still the most com-
monly used materials, but polythiophenes, polypyridines, and
polyphenylenes are now being tested for higher efficiency,
longer lifetime, and lower power requirements.

Despite the extensive studies in this field, the quantum
efficiency and brightness of polymeric LEDs still remain
modest. In addition, one of the problems associated with
such devices is that the lifetime of the cell is too short to use
for many practical purposes, due to degradation of the cell
caused by the gradual crystallization. Polymeric nanoparti-
cles and nanoparticle composites may provide new possibili-
ties for optimizing quantum efficiency and brightness as well
as the LED lifetime [302]. Enhancement of current densi-
ties, radiances, and power efficiencies in polymer light emit-
ting devices have been observed from using polymers mixed
with oxide nanoparticles.

The semiconducting polymer PPV has attracted the most
attention as an electroactive material. In general compounds
with shorter conjugation lengths have a higher photolumi-
nescence quantum yield. Precise control of the conjugated
chain lengths could lead to very useful organic structures.
Recently, research into semiconducting polymeric nanopar-
ticles, in this case (poly[2-methoxy-5-(2′-ethyl-hexyloxy)-1,4-
phenylene vinylene]) (MEH-PPV), has demonstrated the
capability of possible control of the chain length and there-
fore the fluorescence emission spectra. This research is
beginning to shed some light on the structural characteris-
tics and luminescence properties which point toward many
promising possibilities. An organic analog of inorganic quan-
tum rods has been produced using droplet techniques and
results indicate linearly polarized fluorescence with a narrow
Gaussian-like emission spectra having a discrete distribution
of center frequencies. The luminescence dynamics of these
particles were found to be qualitatively similar to those of
thin films but had a significantly higher photostability.

The luminescence properties of these newly discovered
organic quantum rods might have important applications to
biomedical imaging. For in vitro studies, a fluorescent micro-
scope could be used to follow the time dependent activities
of proteins, enzymes, or cells that have been tagged with
organic quantum rods of different lengths. Rods that have
different lengths are composed of polymer molecules that
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differ in the number of monomeric repeat units which cause
them to have different fluorescent emission. Currently visu-
alization of proteins and cells is achieved by labeling them
with organic fluorescent dyes, or fluorophores, such as the
popular green fluorescent protein (GFP). But this approach
has some rather significant limitations. To make GFP pro-
duce green light, a laser of a shorter wavelength, such as
blue light, must be used. But if another dye that fluoresces in
the blue wavelength were being used at the same time, then
its signal would be lost in the blue light needed to trigger
the first dye. This type of spectral overlap limits the use of
fluorophores to two, or perhaps three, for any given experi-
ment. Another major limitation of fluorophores is that their
emission does not last long enough.

The unique physical properties of organic quantum rods
should be able to overcome these obstacles. Simply by alter-
ing their size, they can be engineered to produce light at
many different wavelengths. Spectral overlap is not such an
issue because the rods can have very similar light absorp-
tion/excitation profiles and there should not be a limit to the
number of quantum rods one could use in an experiment. In
addition, quantum rods should not stop fluorescence even
after being visualized for very long periods of time. While
traditional inorganic quantum dots or rods also exhibit these
properties and provide similar capabilities, they have serious
limitations concerning their hydrophobic nature. For inor-
ganic quantum dots to mix with the aqueous contents of a
cell, they have to possess a hydrophilic coat. Organic quan-
tum rods are made of semiconducting polymers that can
have numerous side groups (ethers, methoxyls, hydroxyls,
etc.) which can be hydrophilic and therefore may not suffer
this problem to the extent of the inorganic quantum dots.
The side groups also provide chemical sites for attaching
protein specific antibodies or aptamers which can be used
as targeting molecules for specific delivery. In addition it
is relatively easy to produce composites or blends of the
semiconducting polymers without loss of the fluorescence
properties.

9.3. Chemical Applications

Ion exchange resins, polymer supported transition metal cat-
alysts, and phase transfer catalysts are the most common
chemical use of polymeric particles [307–316]. Increasing
applications can be found in enzyme immobilization where
polymer particles can be used to absorb, entrap, or chem-
ically bind enzymes [307, 308]. This procedure appears to
improve the durability of some enzymes. Other applica-
tions are related to batchwise separation and some column
chromatography (particles > 3�m). In addition, polymeric
particles have also found some applications in xerographic
toners and as expandable beads for commodity materials.
Polymeric particles are also one of the main constituents
of polymer colloids, a class of polymers manufactured in
the form of fine dispersions of polymer particles in aque-
ous or nonaqueous media. This class of polymers has found
wide commercial applications in synthetic rubber (for tires,
running shoes, and so on; Teflon, neoprene for fan belts
and wet suits), surface coatings, paints, adhesives, impact
modifiers, soil conditioners, toners for image development,

and the biomedical and biotechnical fields. Polymer col-
loids is one of the largest areas of polymer research and
includes emulsion polymerization of acrylic monomers to
form latex paints, suspension polymerization of divinylben-
zene and comonomers to form ion-exchange and other
porous resins, and micro- and miniemulsion polymerization
to form submicrometer spheres for biodiagnostic uses. We
have not included a specific section on polymeric or func-
tional polymer colloids but have discussed many of the appli-
cations and synthetic production methods relevant to this
field. A good source to get a more complete view on func-
tional polymer colloids is provided in [309].

9.3.1. Supported Catalysts
Supported homogeneous and heterogeneous catalysts are
used extensively in industrial manufacturing of fine chem-
icals such as drugs, perfumes, pesticides, food additives,
petrochemicals, etc. [309–312]. The use of inorganic cat-
alyst supports such as activated carbon, silica, silica gel,
alumina, etc. unfortunately provide little flexibility for tai-
loring which often leads to catalysts that do not have satis-
factory selectivity. Organic polymer supports, on the other
hand, provide a much larger degree of flexibility for tai-
loring. Cross-linked polymers with specific properties are
widely used as catalyst supports since they are inert, non-
toxic, nonvolatile, and often recyclable. Specific control over
catalytic and complexing ability of ligands can be induced
and the amount of metal present on the surface of such cat-
alysts is very small, which is of economic significance in the
case of expensive catalytic metals such as Ru and Pd. For
these reasons, polymer supported catalysts have generated
a considerable amount of interest in research. Examples
can be found in selective hydrogenation of polyunsaturated
cycloolefines and unsaturated carbonyl compounds where a
functional polystyrene-supported metal (Ru, Rh, Pd) cat-
alyst was successfully produced. In addition a number of
applications have used commercially available resins as sup-
ports and ligands to produce effective polymer-supported
catalysts. Again, the advantage of using polymer supports is
the possibility to influence product selectivity by support and
ligand composition. This applies to both homogeneous and
heterogeneous catalyst systems.

Clearly, polymeric particles offer notable advantages for
catalyst supports due to their high surface area to volume
ratio, a crucial element for efficient catalysis. In addition,
the intimate control of particle size and composition pro-
vides flexible parameters for tailoring the selectivity of the
supported catalyst.

9.3.2. Ion Exchange Resins
Ion exchange is a process whereby anions or cations from
solution replace anions or cations held on a solid sor-
bent [313]. The exchange process is reversible in that the
exchanged ions can be released by treating the sorbent with
a suitable stripping reagent. Natural soils contain solids with
charged sites that exchange ions, and certain minerals called
zeolites are quite good exchangers. Ion exchange also takes
place in living materials because cell walls, cell membranes,
and other structures have charges. Ion exchange materials
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include silicates, phosphates, flourides, humus, wool, pro-
teins, cellulose, alumina, glass, and many others. The first
industrial ion exchangers were inorganic aluminum silicates,
used for softening water and treating sugar solutions. Later
it was discovered that sulfonated coal was a relatively effec-
tive ion exchange material, but these types of materials are
fragile and useful only under restricted operating conditions.
Now nearly all ion exchange applications use synthetic poly-
mer resins.

Ion exchange resins are polymers with electrically charged
sites where ions may replace others [313]. These synthetic
ion exchange resins are usually cast as porous beads with
considerable external and pore surface where ions can
attach. Absorption plays an important role whenever there
is a large surface area and if a substance is adsorbed to an
ion exchange resin, no ion is liberated.

Polystyrene-based ion exchange resins are the most com-
mon. These are generally insoluble spherical or irregular
porous particles grafted with negatively (sulfonic or car-
boxylic) or positively (quarternary, tertiary, secondary, or
primary amino) charged groups and the particles generally
have excellent chemical, mechanical, and in most cases ther-
mal stability. Typical applications of polymer particle-based
ion exchange resins have included: water treatment, sugar
refinement, preparation and purification of pharmaceuticals,
catalysts, etc.

9.3.3. Calibration Standards
and Chromatography

Polymer particles, in particular, polystyrene particles, which
can be produced with quality size standards are often used
for calibration of flow cytometers, particle and hematology
analyzers, confocal laser scanning microscopes, and zeta-
potential measuring instruments. In addition, monodisperse
polymer particles provide advantages for support materials
in high performance liquid chromatography [314–317]. By
using precise sized polymer particles, uniform packing of the
chromatographic columns can be achieved and allows opera-
tion under lower pressures with an associated high efficiency
of separation capacity.

Another example of the advantage of using monodis-
perse polymer particles is in size exclusion chromatography.
Size exclusion chromatography (SEC), is commonly used
to obtain molecular weight distributions of polymers. Many
biopolymers, including a large number of polysaccharides,
have very large hydrodynamic sizes that may prevent an
efficient use of SEC. By using macroporous, highly monodis-
perse polymer particles the range of molecular sizes accessi-
ble for aqueous SEC has been extended toward larger values.

9.4. Rheological Fluids

Viscosity control can be achieved by using particles whose
volume changes with environmental conditions [318–333].
For example, the volume of carboxylated latex particles
increases with increasing pH so that the viscosity of the
dispersion increases [318]. Ethyl acrylate-methacacrylic acid
copolymer latex is one of the most popular thickeners.
Other variables used to influence viscosity have been tem-
perature, poly(N -isopropylacrylamide) particles, and electric
fields [318, 319].

9.4.1. Electrorhelogical Fluids
The use of electric fields to control viscosity of polymer
particle-based fluids is known as electrorhelogical fluids
[318]. These fluids are composed of particles from 1 to
100 �m in diameter that are suspended in a nonconducting
liquid. The particles align themselves into structures along
the direction of an applied electric field which dramatically
changes its rheological properties. This is similar to a sol–gel
transition but one that is controlled with an electric field. The
extent of the alignment of polymeric particles has been found
to depend mainly on the difference in dielectric constants of
the liquid medium and the particle. Poly(methacrylic acid)
particles in various media, paraffin oil, poly(dimethyl silox-
ane), chlorinated paraffin, and transformer oil, were also
found to give increasing yield stress as a function of increas-
ing particle diameter up to 900 nm. Applications of these
fluids are expected to be mainly in the area of mechanical
devices such as novel switches, actuators, clutches, etc.

9.4.2. Magnetorheological Fluids
Magnetorheological (MR) fluids are considerably less well
known than electrorheological (ER) fluids. Both fluids are
noncolloidal suspensions of polarizable particles having a
size on the order of a few micrometers that respond to
external MR or ER fields with a change in rheological
behavior [318–333]. Typically, this change is manifested
by the development of a yield stress that monotonically
increases with applied field. Interest in magnetorheologi-
cal fluids originates from their ability to provide simple,
quiet, rapid-response interfaces between electronic controls
and mechanical systems [318–333]. Many researchers believe
magnetorheological fluids have the potential to radically
change the way electromechanical devices are designed and
operated.

The magnetorheological response of MR fluids results
from the polarization induced in the suspended particles by
application of an external field. The interaction between the
resulting induced dipoles causes the particles to form colum-
nar structures, parallel to the applied field. These chainlike
structures restrict the motion of the fluid, thereby increasing
the viscous characteristics of the suspension. The mechanical
energy needed to yield these chainlike structures increases
as the applied field increases resulting in a field dependent
yield stress. In the absence of an applied field, MR fluids
exhibit Newtonian-like behavior.

While the commercial success of ER fluids has remained
relatively elusive, MR fluids have seen an increasing com-
mercial success. A number of MR fluids and various MR
fluid-based systems have been commercialized including an
MR fluid brake for use in the exercise industry (stationary
bikes), a controllable MR fluid damper for use in truck seat
suspensions, and an MR fluid shock absorber for oval track
automobile racing.

10. POLYMER PARTICLE
PATENT REVIEW

There has been a relatively large number of patents on pro-
duction methods and applications of polymer micro- and
nanoparticles (on the order of 400 from 1996 to 2002).
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A similar trend has been witnessed in the dendrimer and
hyperbranched polymer area: approx. 433 patents issued
during 1996–2000 on uses and production of dendrimers
with an incredible growth rate giving a projection of well
over 1000 patents before 2005. Such vibrant activity is clear
evidence of the importance and applicability these materials
to a broad range of fields. We provide a brief overview of
some relevant patents in the area of polymer particles. The
purpose is to give a brief overview of the various types of
patent disclosures issued, not to discuss all of the various
patents. Intricate details of the patents we discuss can best
be obtained from the actual patent disclosures and support-
ing literature contained therein.

A continuous process for the preparation of inorganic and
organic bead polymers using a static micromixer was dis-
closed by Eisenbeiss et al. [334]. According to this invention
the bead polymers obtainable by the process have a very uni-
form particle size distribution, which can be set in a range
of between 0.1 and 300 �m. The process is based on the
mixing of liquid streams of suitable, usually immiscible com-
ponent solutions in a micromixer, giving spherical particles
in a continuous procedure with extremely improved volume
yield, large particle yield with particle size range which can
be set to a specific value, simplified temperature program,
and reduced consumption of chemicals.

A composite paramagnetic particle and method for pro-
duction was recently disclosed [335]. In one aspect of the
invention, a particle comprised of a multitude of submi-
crometer polymer bead aggregates covalently cross-linked to
each other to form larger diameter particles is presented.
Distributed throughout the composite paramagnetic parti-
cle are vacuous cavities. Each submicrometer polymer bead
has distributed throughout its interior and surface submi-
crometer magnetite crystals. In another aspect of the inven-
tion, composite particles are produced by using high energy
ultrasound during polymerization of one or more vinyl
monomers. In one embodiment, high energy ultrasound is
used during an emulsification step and during the early
stages of the polymerization process to produce microm-
eter sized composite paramagnetic particles. The particles
according to the invention exhibit a high percent magnetite
incorporation and water and organic solvent stability.

A method reported for the preparation of polymer par-
ticles includes: (a) forming an organic phase by dissolving
a polymer material in a solvent; (b) dispersing the organic
phase in an aqueous phase comprising a particulate sta-
bilizer and homogenizing the resultant dispersion, thereby
forming spherical particles having a selected particle and
uniform particle size distribution; (c) following the homog-
enizing, adding a particle shape-modifying surface active
material to the spherical particles; and (d) removing the sol-
vent, thereby producing irregularly shaped polymer particles
having mainly the same selected particle size and distribu-
tion as the spherical particles [336].

A process has been reported for the preparation of
polyvinylarene polymer particles by suspension polymer-
ization, where (a) vinylarene monomers are suspended in
an aqueous medium to yield a suspension; (b) the temper-
ature of the suspension is adjusted to a temperature above
50 �C, at which temperature an initiator is added; (c) subse-
quently, the reaction temperature is increased by 5 to 30 �C

per hour until a temperature of at least 120 �C is reached;
and (d) the temperature is retained at least 120 �C until the
polymerization is complete [337].

Wu describes polymer particles made from copolymers
of multifunctional (meth)acrylate monomer and multifunc-
tional aromatics [338]. He also described methods of
improving the compression characteristics of (meth)acrylate
polymer particles by copolymerizing with a multifunc-
tional (meth)acrylate monomer a multifunctional aromatic
monomer. The particles are of a size, are of a uniformity,
and contain physical characteristics that make them ideally
suitable for use as spacers in liquid crystal display devices.

Particles of a copolymer of a vinyl arene and a copoly-
merizable compound containing a polar moiety and a vinyl
moiety containing water may be prepared by forming a mix-
ture of monomers and small amounts of water and poly-
merizing under agitation to 20 to 70% conversion and then
suspending the mass in water and finishing the polymeriza-
tion. The resulting polymer beads contain finely dispersed
water which is useful as an environmentally acceptable blow-
ing agent [339].

An aqueous microemulsion polymerization procedure is
described in which very small colloidal polymer particles are
produced from tetrafluoroethylene monomer. The polymer-
ization procedure involves adding a free radical initiator to
a mixture of a microemulsion of at least one liquid saturated
organic compound, and tetrafluoroalkyl ethylene [340].

A composition that includes a plurality of microcapsules
each with one to five particles in a liquid droplet, and a
complex coacervation induced shell encapsulating the liq-
uid droplet and the one to five particles, has been reported
[341]. There is also a composition comprised of a plural-
ity of microcapsules each including a single particle in a
liquid droplet, and a complex coacervation induced shell
encapsulating the liquid droplet and the single particle. The
authors also describe an encapsulation process [342] that
includes (a) forming an emulsion composed of a continu-
ous phase comprising a liquid, a cationic material, and an
anionic material, and a disperse phase composed of a plural-
ity of droplets of a second liquid, wherein a number of the
droplets includes therein one to five particles; and (b) induc-
ing complex coacervation of the cationic material and the
anionic material.

A polymer packing material suitable for liquid chromatog-
raphy and a method for producing it was described by
Kimura et al. [343]. The polymer packing material was based
on polymer particles with a styrene skeleton and had a
monodispersed particle distribution that could be obtained
by hydrophilic treatment of an inner surface of a microp-
ore existing in a fine pore of the polymer packing mate-
rial, or subsequent introduction of a hydrophobic group
into the inner hydrophilic surface by chemical modifica-
tion. A method for producing the polymer packing mate-
rial suitable for liquid chromatography includes the step
of polymerizing glycerol dimethacrylate as a cross-linking
agent and 2-ethylhexl methacrylate as a monomer according
to a two-step swelling polymerization process. Alternatively,
the producing method includes the step of cross-linking and
polymerizing only glycerol dimethacrylate to form a polymer
and introducing the hydrophobic group into the polymer by
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chemical modification to form a shell around each of the
droplets [343].

An inorganic dispersant having a high specific surface
area and a high surface activity which comprises a calcium
phosphate type compound having a specific particle com-
position, particle shape, particle size and dispersibility, and
specific surface area was recently disclosed. When used as
a suspension polymerization stabilizer, it provides polymer
particles having a uniform and sharp particle size distribu-
tion, and when the polymer particles are contained in an
unsaturated polyester resin composition and a toner com-
position, the obtained compositions have excellent quality
[344].

A seeded microemulsion polymerization procedure in
which colloidal polymer particles are produced from
tetrafluoroethylene or tetrafluoroethylene/comonomer or
other polymerizable monomers was described by Wu. The
particles have an average diameter between 1 to 100 nm. A
microemulsion is formed of a liquid monomer in water and
a gaseous monomer is added either before or after polymer-
ization is initiated [345].

An efficient method was disclosed for obtaining polymer
particles by evaporating an organic solvent while maintain-
ing a solution of a polymer in the organic solvent in contact
with polymer particles, using a simple apparatus and a sim-
ple procedure. The polymer particles (powder) produced by
the method have a small particle diameter, a high bulk den-
sity, and a small amount of residual solvent. The method
includes introducing the organic solvent solution of the poly-
mer into a particle producing zone which does not substan-
tially contain steam, wherein an atmosphere is maintained in
which the organic solvent is vaporizable and the particles are
stirred. The organic solvent is evaporated, while maintaining
the solution in contact with the polymer particles [346].

A phase inversion process for preparing nanoparticles
and microparticles has been reported. The process involves
forming a mixture of a polymer and a solvent, wherein the
solvent is present in a continuous phase, and introducing the
mixture into an effective amount of a nonsolvent to cause
the spontaneous formation of microparticles [347].

Microspheres have been prepared by providing a solu-
tion of the polymer and of the active principal in a water-
immiscible solvent which is more volatile than water and
mixing with an aqueous solution of the surface-active agent,
followed by evaporation of the solvent [348]. Biocompati-
ble microspheres containing one or more active principals,
a biodegradable and biocompatible polymer and a surface-
active agent which is also biodegradable and biocompatible,
contain less than 10 ppm of heavy metals.

A method of making polymeric particles having a pre-
determined and controlled size and size distribution is
described by M. Nair, Z. R. Pierce, and C. Sreekumar (U.S.
Patent 4, 833, 060, 1989). This disclosure describes a process
which comprises dissolving a polymer in a solvent immiscible
in water to form a solution, forming a suspension of small
droplets of said solution in water containing a promoter
which is water soluble and silica particles having an average
particle size of from 0.001 to 1 �m by high shear agitation.
The promoter affects the hydrophilic/hydrophobic balance
of the silica particles in the water suspension, removing the

solvent from the droplets and separating the solidified poly-
mer particles from the water.

Otaigbe et al. [349] described a method for making poly-
mer microparticles, such as spherical powder and whiskers
(a whisker is defined here as a polymer microfiber of
<100 �m in length and with a diameter of <10 �m). The
method involves melting a polymer under conditions that
avoid thermal degradation of the polymer, atomizing the
melt in a special gas atomization nozzle assembly in a man-
ner to form atomized droplets, and cooling the droplets to
form polymer microparticles. The gas atomization param-
eters can be controlled to produce polymer microparticles
with desired particle shape, size, and distribution.

Handyside and Morgan [350] used rotary, two-fluid, or
ultrasonic wave melt atomization processes to prepare ther-
mosetting polymer powder compositions suitable for powder
coating processes. The thermosetting resin may consist of
polyester or epoxy polymer containing a curing agent and
one or more coloring agents. The melt-atomized powder is
characterized by improved particle size distribution and by
a generally rounded particle shape.

Noid et al. [351] used a new device called a microdroplets-
on-demand generator (MODG) to produce polymer micro-
and nanoparticles from solution. The proof of concept
was demonstrated using poly(ethylene glycol) microparticles
generated with the MODG and captured in a microparticle
levitation device. The potential application of the MODG
in materials science and technology was eluded to in the
previous sections. There are several key advantages to this
method for polymeric particle production: (1) It is relatively
simple to produce particles of nearly any size and composi-
tion, including composites and novel blends. Many of these
compositions are not obtainable by more conventional meth-
ods. (2) The technique lends itself to clean and efficient
operation. There are no synthetic procedures requiring spe-
cialized knowledge or experience and there are generally no
chemical by-products. (3) The technique is very controllable
and arrays of particles or even intricate nanostructures can
be quickly produced on any surface. (4) Encapsulation of
chemicals, drugs, or other particles into a polymer particle
is also relatively straightforward.

Aoki et al. [352] developed a method for making aqueous
dispersions of ultrafine cross-linked diallyl phthalate poly-
mer particles with average diameter 10–300 nm by poly-
merizing aqueous solutions containing up to 15% diallyl
phthalates in the presence of 7–30% (on diallyl phthalate)
water-soluble polymerization initiators without the presence
of surfactants. The dispersions are useful as modifiers for
rubbers and plastics. Organic monomers such as MMA or
oligomers, optionally containing polymerization initiators,
can be sublimed into reactors in vacuo in inert atmospheres
and irradiated with ultraviolet (UV) light to give ultrafine
PMMA particles (3000 to 5000 Å particle sizes) with good
purity [353].

A method for manufacturing spherical and uniform-
size polyolefin ultrafine particles is reported by Yamazaki
and Takebe [354]. In this method, the ultrafine particles
(approximately 1.5 �m particle size), useful for supports of
absorbents, antiblocking agents, etc., are prepared by blend-
ing polyolefins in liquid organic compounds, melting the
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blends, cooling to form spherical polyolefin particles, and
removing the organic compounds by extraction.

In another method [355], electrically conductive polymer
ultrafine particles (0.5 to 10 �m particle size) are prepared
by mixing an organic solvent solution of a metal salt with
another organic solvent solution of a thermoplastic poly-
mer, cooling or pouring this mixed solution into water or a
poor solvent of the thermoplastic polymer to separate the
metal salt-containing thermoplastic polymer particles, and
conducting the precipitation of metal from the metal salt by
the difference of ionization or by the addition of a reduc-
ing agent. Powdered poly(tetrafluoroethylene) (PTFE) with
a specific surface area of 2 to 4 m2/g and a low pressure
molding coefficient of 20–150 is ultrasonically ground to give
powdered PTFE that has a specific surface area of 4 to
9 m2/g and a low pressure molding coefficient of <20 [356].
The PTFE powders are useful for moldings having high den-
sity (e.g., 2.1872) and good surface smoothness.

Polymeric ultrafine particle-adsorbed structures with anti-
static, low-friction, and abrasion-resistant properties were
prepared by Akaishi et al. [357]. The structures are
comprised of various substrates laminated with charged
polymeric thin films on which charged polymer ultrafine par-
ticles, prepared by a macromonomer method, are adsorbed.
The structures are manufactured by immersing charged
polymeric thin-film-laminated substrates into a solution con-
taining dispersed charged polymeric ultrafine particles pre-
pared by the macromonomer method to adsorb the particles
on the thin films. As an example of this invention by Akaishi
et al. [357], a quartz oscillator microbalance as a substrate
was alternately immersed 10 times into solutions of polyal-
lylamine hydrochloride and Na styrenesulfonate homopoly-
mer to form multilayer films having the homopolymer layer
as the outermost layer. This was immersed in a solution
containing dispersed N -vinylacetamide-grafted styrene poly-
mer ultrafine particles in the presence of NaCl to give a
polymeric particle-adsorbed structure in which the adsorp-
tion of particles depended on the concentration of NaCl.
For a review of the macromonomer method for prepar-
ing polymer particles, the reader is referred to the clas-
sic, elegant review by Ito and Seigou [358, 359]. Printing
inks and products made from them employ polymer and
inorganic ultrafine particles. In one method, Yamada [360]
mixed UV-curable resins with ultrafine Fe-based strong mag-
netic powders to give ink that could be printed on flexi-
ble films, fabrics, or paper to form electromagnetic shields.
Polyester acrylate, epoxy acrylate, or urethane acrylate resins
were used as the UV-curable binder and the ultrafine mag-
netic powder was mixed at 80–100 vol% (based on the
binder resins) [360]. In a second method, Suwabe et al.
[361] prepared aqueous inkjet inks, with good anticlogging
ability and smudge prevention, by mixing aqueous disper-
sion of non-film-forming ultrafine inorganic or synthetic
polymer particles (e.g., PMMA particles) with pigments and
film-forming resin fine particles. In a third method, Uraki
et al. [362, 363] prepared inkjet aqueous dispersion inks
containing dispersed colored resin particles with an aver-
age diameter of 50–300 nm that were prepared by knead-
ing organic pigments with water-soluble inorganic salts and
water-soluble solvents in water and mixing with aqueous dis-
persions containing fine resin particles. The inks were easily

filtered through a 0.45-�m membrane to form ink showing
good discharge ability and transparency.

Composite structures consisting of metallic nanoparti-
cles coated with organic polymers or organic polymer
blend nanoparticles have been reported [364–369]. Funaki
et al. [364] prepared a metal–organic polymer composite
(especially porous) structure composed of a microphase-
separated structure from a block copolymer in which a met-
alphilic polymer chain and a metalphobic polymer chain
are bonded together at each end, and ultrafine metal par-
ticles (<10 nm) were contained in the metalphilic polymer
phase of the microphase-separated structure. Preferred poly-
mers are a poly(2-vinylpyridine) and 2-vinylpyridineisoprene
block copolymer. The composite structures just mentioned
are useful as functional material (e.g., catalyst) in heteroge-
neous catalysis. Ehrat and Watriner [365] prepared thermo-
plastic polyolefin or olefin copolymer powders with average
particle size of 80 to120 �m by grinding in an impact mill
together with fillers, such as Al, Mg, and/or Ca hydroxides,
carbonates, or oxides. The composite mixtures are useful
as highly filled molding compositions for battery electrodes
or as powder coatings. Tamura [366] developed anisotropic
magnetic-permeable composites. The composite contains
ultrafine particles of ferromagnetic Fe oxide that are smaller
than single domain sizes dispersed in a solid organic poly-
mer as oriented in the domain direction of the particles and
substantially separated from each other. The composites are
prepared by dispersing the particles in a monomer and poly-
merizing the monomer in a magnetic field. Far-infrared (IR)
radiation-emitting bodies from polymer microparticles and
inorganic compounds have been reported [367]. The bodies
are prepared from polymer particles with ultrafine inorganic
particles (e.g., Al2O3 or SiO2� bonded to their surfaces. The
bodies are useful for accelerating fermentation, preserving
fresh food, and promoting plant growth. A typical method
for producing the radiation-emitting bodies involves mixing
an aqueous dispersion of PVC particles (2 �m) with AlCl3
and NH4OH to give polyvinylchloride (PVC) particles with
adhering alumina hydrate particles (0.01 �m). The prod-
uct can be extruded to give a film that is capable of far-
IR radiation emission. The preparation of composite ultra-
fine organic polymer mixture particles has been reported
by Kagawa [368]. The composite particles were prepared
by dissolving two different organic polymers in a solvent
with a boiling point higher than the melting point of the
polymers and collision crushing with pressure to give parti-
cles with diameter <0�05 �m. The composite particles have
good film-forming property (e.g., formed 5–10 �m film on
Al foil that can be readily peeled off from the foil). Ultrafine
polystyrene particles and their composites with other materi-
als can be prepared by adding dropwise polystyrene (weight-
average molecular weight 3,840,000) solution (approximately
0.0002% in C6H6) to the surface of H2O and the solvent
evaporated to give a thin layer of ultrafine particles which
could be collected by moving barriers. The particles are
cumulated on a chrome plate at a surface pressure of 1 to 50
dyne/cm2 to give composite materials having area occupied
with the particles ranging from 11 to 90%.

Hayashi et al. [370] and Suda et al. [371] developed
low-temperature, glass coloring agents containing ultrafine
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noble metal particle—polymer composite and ultrafine col-
ored polymer particles, respectively. The former coloring
agents contain a composite of ultrafine Au, Pt, Pd, Rh, or
Ag particles dispersed in a polymer without coagulation, an
organometallic compound for fixing the ultrafine particles in
glass, a printing binder, glass powder, and an organic sol-
vent [370]. The low-coloring temperature decreases strain
in the colored glass and improves its cutting property. The
ultrafine colored polymer particles developed by Suda et al.
[371] are useful for electrostatic photographic image devel-
oping agents or cosmetics. The particles are prepared by
mixing the pigments with COOH (or ester)-containing poly-
olefins and nonaqueous solvents and precipitating. Stir-
ring the pigment-coated carbon black, Zn naphthenate, and
saponified EVA polymer in organic solvents, evaporating,
and precipitating resulted in particles with a median diame-
ter of 1.564 �m.

Superparamagnetic composites have been developed by
Tamura [372]. The superparamagnetic composite material
consists of ultrafine particles of ferromagnetic Fe oxide
smaller than sizes of single domain structures dispersed as
substantially separated in an organic polymer and prepared
by dispersing the particles in a monomer and polymeriz-
ing the monomer. An aqueous dispersion of the ultrafine
particles is prepared by a chemical reaction, hydrophobic
coating of the particles by adding a surfactant to the dis-
persion, separating the particles, and adding the mixture to
the monomer. The resulting composite has an extremely low
residual magnetization and coercive force [372].

Ultrafine polymer particles can be prepared from vinyl
polymers [373, 374], polyisocyanates and acrylates [375],
polystyrene [376], and polyacrylates [377–379] by graft
copolymerization [373], spreading and curing [375], dis-
persion polymerization [376], and emulsion polymerization
[374–379]. The resulting particles are useful for water-
resistant coatings and films [373, 375, 377], adhesives [376,
378, 379], and freeze–thaw cycle resistant films [374]. Ultra-
fine particle polymer latex is obtained by emulsion poly-
merization using a redox-type polymerization initiator in the
presence of a compound serving as polymerization inhibitor
solution in the monomer [380]. Coagulation of rubber-
modified polymer latexes has been reported by Kitayama
et al. [381]. In [381], a 30% acrylonitrile-butadiene-Me
methacrylate-styrene graft copolymer (melting temperature
90 �C) latex was coagulated with an aqueous solution of
CaCl2 (11 mmol/L) at a concentration of 12 mmol/L and
95 �C, separated, water washed, dewatered, and dried to
form a powdered polymer without any particles. Ultrafine,
particulate polymer latex based on unsaturated monomers
with an average size <100 nm, a cross-linked structure, and
glass transition temperature lower than that calculated by
weight fraction method can be used to give a film excel-
lent transparency, smoothness, tack, water resistance, and
mechanical strength [382]. The polymer particle properties
are dependent on the surfactant used. The latex is useful
as a component in paints, adhesives, binder, additive for
hydraulic inorganic material, fiber processing, reinforcement
for optical glass fiber, electroconductive film, paper mak-
ing, and photosensitive compositions [382]. Stable, aqueous
colorants, useful in cosmetics, writing inks, and textiles, are
prepared by encapsulating ultrafine, primary particles with

polymers which are not substantially altered in the process
[383].

Artificial stone compositions for high-gloss products resis-
tant to chemicals, water, and weathering can be prepared
by mixing: (1) hydraulic inorganic material, (2) SiO2-based
by ash with an average particle size 1–20 �m, (3) water-
dispersible ultrafine granular acrylic polymer with an aver-
age particle size 50–2000 nm, and (4) pigment [384]. The
ultrafine granular acrylic polymer was prepared by emulsion
polymerization.

Ultrafine particles can be dispersed in organic poly-
mers to form composites that exhibit good transparency
and stability, making the composites useful for selective
wavelength-shielding optical filters and nonlinear optical
materials [385, 386]. Yao and Hayashi [385] prepared ultra-
fine particle-dispersing polymer compositions from the reac-
tion (which forms ultrafine particles) of metal compounds
and chalcogenation agents in an organic solution of poly-
mer bearing pyrrolidone groups and stabilizer, followed by
removal of the solvent. A typical preparation of the ultra-
fine particle-dispersing polymer compositions consists of
injecting 0.5 ml H2S (g) into a tube containing 3.08 mg
Cd(NO3) · 2�4H2O and 0.01 g polyvinylpyrrolidone in 5 ml
MeOH. Displacing the H2S with nitrogen gave a product
containing dispersed CdS with size 60 Å, which showed
absorbency at 510 nm. In another patent, Yao and Hayashi
[386] reported cuprous halide-dispersed polymer composi-
tions and manufacture of polymer compositions dispersed
with ultrafine cuprous halide powders to give a transparent
film containing ultrafine CuBr particles with average diam-
eter of 8.5 nm.

Giannelis et al. [387] have published a comprehen-
sive review covering recent references on polymer–silicate
nanocomposites. Recently, considerable attention has been
paid to this type of nanocomposite to afford model systems
to study confined polymers or polymer brushes and because
of various applications in technical and biomedical fields.

11. CONCLUSIONS
In this chapter, we have reviewed recent progress and dis-
cussed new insights into generating, characterizing, and
modeling polymer micro- and nanoparticles. A wide range of
electronic, optical, physical, chemical, and mechanical prop-
erties of single and multicomponent polymer particles have
been used to fulfill needs for a broad spectrum of appli-
cations. Even with the large amount of work done in the
past and currently occurring, there still remains tremen-
dous potential in the future development of multicomponent
polymer particles with tailored properties and particles for
controlled release and delivery of pharmaceuticals.

One exciting area is in the observation that polymer parti-
cle structures suggest the capability of manipulation of opti-
cal waves in a wide variety of 2D and 3D photonic wire
structures that can be tailored to a particular application. We
anticipate a number of interesting applications of these type
of structures including 3D conductive vertical wires/supports
and sensor technologies. By tuning the particle intersection
(via adjustment of polymer blend composition), one can turn
on (or off) coupling between orthogonal particle chain seg-
ments where the bend radius is close to the particle radius
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(e.g., 1 to 4 �m). Losses should be comparable to single
(linear) chain coupling which has already been shown to
be low. From a purely scientific point of view, photonic
molecules represent a new field of study that incorporates
a variety of disciplines including materials science, optics,
and electronic structure. A number of challenges remain,
however. Most polymeric materials are strongly absorbing
at near infrared (i.e., telecommunications) frequencies so it
remains a nontrivial task to find polymer-blend systems that
are transmissive in this important frequency range but also
retain the material properties similar to the PEG:PVA blend
used in the studies summarized here. Further challenges
include engineering an optical (or electronic) interface to
the photonic molecule or polymer structure with specific fre-
quency input–output requirements. This new class of struc-
tures may ultimately complement photonic bandgap crystal
technology and add a new component to the toolbox for
microphotonics.

Another developing and extremely important area that
can benefit enormously from polymeric particle technology
is that of drug delivery. More than 80% of all drugs are cur-
rently delivered in a powder format. Although tablets and
capsules clearly play key roles in drug delivery, they can
often be quite unsuitable for effective processing and deliv-
ery of macromolecules, especially proteins, peptides, mon-
oclonal antibodies, antisense drugs, interleukins, cytokines,
enzymes, and gene medicines. Preparation of fine powders
of these types of macromolecules presents a significant prob-
lem to drug manufacturers since formation directly by pre-
cipitation from solution can cause numerous difficulties in
filtering and drying the minute particles. Currently proces-
sors harvest larger particles from crystallizers and then dry
and mill them to the desired size. This frequently dam-
ages the structure and surface of the drug and can also
generate highly charged particles that stick to each other,
making further processing very difficult. These types of dif-
ficulties in using conventional manufacturing processes to
prepare fine particles with specific, preferred characteristics
could also significantly constrain the design of new, promis-
ing drug delivery systems. Use of polymeric particles and
the associated production technology can offer solutions to
many of these current difficulties. In addition, the unique
capabilities of nanoparticle delivery systems to protect drugs
from degredation, prolong their residence time, withstand
heat sterilization, have better storage life, remain stable
in harsh conditions, and provide controlled release make
this technology very attractive. It is clear that micro- and
nanoparticlulate systems have the potential to have a revo-
lutionary impact on drug delivery and several other areas in
the biomedical field. Already proof-of-concept studies have
yielded some very encouraging results but further improve-
ments are needed in order to employ a larger range of the
available therapeutic macromolecules (gene therapy agents
and sensitive proteins).

Other biomedical applications that may depend/benefit
on new advances in polymer particle technology are med-
ical imaging, bioassays, and biosensors. The incorporation
of functional nanoparticles can be highly advantageous for
the performance of numerous bioassays. The tremendous
increase in surface area offers the ultimate ability for bind-
ing to target molecules such as proteins and enzymes. These

same particles offer complementary advantages for the pro-
duction of highly sensitive biosensors. In addition, polymer
particles can be produced out of conjugated molecules that
fluoresce. With future advances in the functionalization of
these so-called organic quantum rods, noninvasive biomedi-
cal imaging could be substantially improved.

Finally, in the ultimate search for new and improved
materials, polymeric particles offer the unique possibility of
producing new alloys of polymers that do not typically mix.
This capability opens the door to a nearly unlimited number
of polymer blend and composite molecular systems of which
the properties and dynamic behavior remain to be explored.

GLOSSARY
Biomedical engineering An integration of physical, chem-
ical, mathematical, and computational sciences and engi-
neering principles to study biology, medicine, behavior and
health.
Catalysis A substance that increases the rate of a chemical
reaction without being consumed.
Colloidal dispersion A system in which particles (solid, liq-
uid, or gas) of colloidal size are dispersed in a continuous
phase of a different composition or state.
Drug delivery The method and route used for administra-
tion of medicinal therapeutics.
Electroluminescence The nonthermal conversion of elec-
trical energy into light in a liquid or solid substance.
Emulsion A system in which liquid droplets and/or liquid
crystals are dispersed in a liquid.
Fluorescence The emission of light or other electromag-
netic radiation of longer wavelengths by a substance as a
result of the absorption of some other radiation of shorter
wavelength. Fluorescent emission continues only as long as
the stimulus producing it is maintained.
Immunoassay A process that measures and identifies a
specific biological substance such as an antigen.
Latex An emulsion or sol in which each colloidal particle
contains a number of macromolecules.
Molecular modeling Computational methods used to sim-
ulate and model simple and complex systems.
Nanoparticle A particle that has size dimensions on the
nanometer scale.
Optoelectronic Any device that functions as an electrical-
to-optical or optical-to-electrical transducer.
Photonics The technology of generating and harnessing
light and other forms of radiant energy whose quantum unit
is the photon.
Polyelectrolytes A polymeric substance which, on dissolv-
ing in an ionizing solvent, dissociates to give polyions
together with an equivalent amount of ions of small charge
and opposite sign.
Polymer Long-chain molecules of high molecular weight
consisting of many repeating monomer units.
Polymerization A synthetic technique for producing
polymers.
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Semiconducting polymers Polymers that are semiconduc-
tors (typically having conductivities in the range of 10−7 to
10−3 S/cm).
Suspension A system in which solid particles are dispersed
in a liquid.
Supercritical fluid Substances that are above their critical
temperature and pressure.
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